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Foreword

This excellent reference source offers a fascinating new insight into modern issues of security. It brings
together contributions from an international group of active researchers who, between them, are ad-
dressing a number of the current key challenges in providing enterprise-wide information technology
solutions.

The general area of security has long been acknowledged as vitally important in enterprise systems
design; because of the key role it has in protecting the resources belonging to the organization and in
ensuring that the organization meets its objectives. Historically, the emphasis has been on protecting
complete systems and hardening the communications between trusted systems against external attack.
Architects have concentrated on creating an encapsulation boundary supported by a trusted computing
base able to control the access to all the available resources.

However, the themes selected for this book illustrate a change of emphasis that has been in progress
over recent years. There has been a steady movement during this time towards finer grain control with
the introduction of progressively more subtle distinctions of role and responsibility and more precise
characterization of target resources. The controls applied have also become more dynamic, with in-
creasing emphasis on delegation of responsibility and change of organizational structure, and the need
for powerful trust models to support them. At the same time there has been a blurring of the traditional
boundaries, because of the need for controlled cooperation and limited sharing of resources. The pro-
tection is in terms of smaller and more specialized resource units, operated in potentially more hostile
environments.

Two examples may help to illustrate this trend. On the one hand, there is a need to protect information
and privileges embodied in mobile devices. A mobile phone or PDA may contain information or access
tokens of considerable sensitivity and importance, and the impact of loss or theft of the device needs
to be bounded by system support that resists tampering and illicit use. On the other hand, digital rights
management focuses on the protection against unauthorized use of items of information, ranging from
software to entertainment media, which need to be subject to access controls even when resident within
the systems managed by a potential attacker. Both these situations challenge the traditional complete
system view of security provision.

These examples illustrate that the emphasis is on flexibility of the organizational infrastructure and
on the introduction of new styles of information use. However, this is not primarily a book about mecha-
nisms; it is about enterprise concerns and on the interplay that is required between enterprise goals and
security solutions. Even a glance at the contents makes this clear. The emphasis is on architecture and the
interplay of trust, threat and risk analysis. Illustrated by practical examples and concerns, the discussion
covers the subtle relationship between the exploitation of new opportunities and the exposure to new
threats. Strong countermeasures that rule out otherwise attractive organizational structures represent a
lost opportunity, but business decisions that change the underlying assumptions in a way that invalidates
the trust and risk analysis may threaten the viability of the organization in a fundamental way.
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Nothing illustrates this better than the growing importance of social engineering, or phishing, styles
of attack. The attacks are based on abuse of the social relationship that must be developed between an
organization and its clients, and on the ignorance of most users of the way authentication works and of
the dangerous side effects of communicating with untrusted systems. Countermeasures range from edu-
cation and management actions to the development of authentication techniques suitable for application
between mutually suspicious systems.

One of the messages to be taken from these essays is that security must be a major consideration at
all stages in the planning and development of information technology solutions. Although this is a view
that experts have been promoting for many years, it is still not universally adopted. Yet we know that
retrofitting security to partially completed designs is much more expensive and is often ineffectual. Risk
analysis needs to start during the formulation of a business process, and the enterprise needs a well-
formulated trust model as an accepted part of its organizational structure. Only in this way can really
well-informed technical choices be made about the information technology infrastructure needed to sup-
port any given business initiative. The stronger integration of business and infrastructure concerns also
allows timely feedback on any social or organizational changes required by the adoption of particular
technical solutions, thus reducing the risk of future social attacks.

For these reasons, the section on risk management and its integration with the software lifecycle is
a fitting culmination of the themes presented here. It is the endpoint of a journey from technical archi-
tectures, through trust models and threat awareness to intelligent control of risks and security responses
to them.

I hope this book will stimulate a greater awareness of the whole range of security issues facing the
modern enterprise in its adoption of information technology, and that it will help to convince the framers
of organizational policy of the importance of addressing these issues throughout the lifecycle of new
business solutions, from their inception through deployment and into service. We all know that reduction
of risk brings competitive advantage, and this book shows some of the ways in which suitable security
approaches can do so.

Peter F. Linington
Professor of Computer Communication
University of Kent, UK

Peter Linington is a professor of computer communication and head of the Networks and Distributed Systems Research Group
at the University of Kent. His current work focuses on distributed enterprise modeling, the checking of enterprise pattern
application and policy-based management. He has been heavily involved in the development of the ISO standard architecture
for open distributed processing, particularly the enterprise language. His recent work in this area has focused on the monito-
ring of contractual behaviour in e-business systems. He has worked on the use of multiviewpoint approaches for expressing
distribution architectures, and collaborated regularly with colleagues on the formal basis of such system. He was been an
advocate of model-driven approaches before they became fashionable, and experimented in the Permabase project with per-
formance prediction from models. He is currently working on the application of model driven techniques to security problems.
He has performed consultancy for BT on the software engineering aspects of distribution architectures. He has recently been
awarded an IBM Faculty Award to expand work on the enhancement of the Eclipse modelling framework with support for
OCL constraint checking.
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Preface

In the last decade information and computer security is mainly moving from the confines of academia to
the enterprise concerns. As populations become more and more comfortable with the extensive use of
networks and the Internet, as our reliance on the knowledge-intensive technology grows, and as progress
in the computer software and wireless telecommunication increases accessibility, there will be a higher
risk of unmanageable failure in enterprise systems.

In fact, today’s information systems are widely spread and connected over the networks, but also het-
erogeneous, which involves more complexity. This situation has a dramatic drawback regarding threats,
which are now occurring on such networks. Indeed, the drawback of being open and interconnected is that
they are more and more vulnerable as a wide range of threats and attacks. These attacks have appeared
during the last few years and are growing continuously with IP emergence and with all new technologies
exploiting it (SIP vulnerabilities, phishing attacks, etc.) and also due to the threats exposing operators
(DDOS) and end user (phishing attacks, worms, etc.). The Slammer and SoBig attacks are some of the
examples that were widely covered in the media and broadcast into the average citizen home.

Fromthe enterprise perspective, information about customers, competitors, products and processesisa
key issue for its success. The increasing importance of information technology for production, providing
and maintaining consistent security of this information on servers and across networks becomes one of
the major enterprise business activities. This means that it requires a high flexibility of the organizational
infrastructure and on the introduction of new ways of information usage.

In such a complex world, there is a strong need of security to ensure system protection in order to
maintain the enterprise activities operational. However, this book gathers some essays that will stimu-
late a greater awareness of the whole range of security issues facing the modern enterprise. It mainly
shows how important to have a strong interaction that is required between enterprise goals and security
solutions.

OBJECTIVES

It is the purpose of this book to provide a practical survey of the principals and practice of IT security
with respect to enterprise business systems. It also offers a broad working knowledge of all the major
security issues affecting today’s enterprise IT activities, giving readers the tools to address opportuni-
ties in the field. This is mainly because the security factors provide to the enterprise a high potential
in order to provide trusted services to their customers. This book shows also to readers how to apply a
number of security techniques to the enterprise environment with its complex and various applications.
It covers the many domains related to the enterprise security, including: communication networks and
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multimedia, applications and operating system software, social engineering and styles of attacks, privacy
and authorisation and enterprise security risk management.

This book gathers a best collection of papers written by many authors instead of a book that focuses
on a specific approach or methodology.

Intended Audience

Aimed at the information technology practitioner, the book is valuable to Cl1O’s, operations managers,
network managers, database managers, software architects, application integrators, programmers, and
analysts. The book is also suitable for graduate, master and postgraduate course in computer science as
well as for computers in business courses.

STRUCTURE OF THE BOOK

The book chapters are organized in logical groupings that are akin to appropriate levels in an enterprise
IT security. Each section of the actual book is devoted to carefully chosen papers, some of which reflect
individual authors’ experience. The strength of this approach is that it gives a benefit from a rich diversity
of viewpoints and deep subject matter knowledge.

The book is organized into eighteen chapters. A brief description of each of the chapters follows:

Chapter I proposes three different realistic security-level network architectures that may be currently
deployed within companies. For more realistic analysis and illustration, two examples of companies
with different size and profile are given. A number of advices, explanations and guidelines are provided
in this chapter so readers are able to adapt those architectures to their own companies and both security
and network needs.

Chapter Il is dedicated to the security requirements detailing various secured middleware systems,
such as GRID computing, which implies sharing heterogeneous resources, located in different places
belonging to different administrative domains over a heterogeneous network. It shows that there is a
great similarity between GRID security and classical network security. Moreover, additional require-
ments specific to grid environments exist. At the end, the chapter gives some examples of companies
using such systems.

Chapter 111 describes in detail the fundamental security requirements of a Symbian based mobile
device such as physical protection, device access control, storage protection, network access control,
network service access control, and network connection security. Symbian security is also evaluated by
discussing its weaknesses and by comparing it to other mobile operating systems.

Chapter IV describes in its first part the security features of IEEE 802.11 wireless local area networks,
and shows their weaknesses. A practical guideline for choosing the preferred WLAN configuration is
given. The second part of this chapter is dedicated to the wireless radio network by presenting the as-
sociated threats with some practical defence strategies.

Chapter V presents first a classification and a brief description of intrusion detection systems, taking
into account several issues such as information sources, analysis of intrusion detection systems, response
options for intrusion detection systems, analysis timing, control strategy, and architecture of intrusion
detection systems. It is then discussed the problem of information exchange among intrusion detection
systems, being addressed the intrusion detection exchange protocol and a format for the exchange of
information among intrusion detection systems. The lack of a format of the answers or countermeasures
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interchanged between the components of intrusion detection systems is also discussed as well as some
future trends in this area.

Chapter VI presents security solutions in integrated patient-centric Web based healthcare information
systems, also known as electronic healthcare record (EHCR). Security solutions in several projects have
been presented and in particular a solution for EHCR integration from scratch. Implementations of

, privilege management infrastructure, role based access control and rule based access control in
EHCR have been presented. Regarding EHCR integration from scratch architecture and security have
been proposed and discussed.

Chapter VII proposes a novel interactive access control model: servers should be able to interact
with clients asking for missing or excessing credentials whereas clients my decided to comply or not
with the requested credentials. The process iterates until a final agreement is reached or denied. Further
the chapter shows how to model a trust negotiation protocol that allows two entities in a network to au-
tomatically negotiate requirements needed to access a service. A practical implementation of the access
control model is given using X.509 and SAML standards.

Chapter V111 aims to put into perspective the delegation implications, issues and concepts that are
derived from a selected group of authorization schemes which have been proposed during recent years as
solutions to the distributed authorization problem. It is also the analysis of some of the most interesting
federation solutions that have been developed by different consortiums or companies, representing both
educational and enterprise points of view. The final part of this chapter focuses on different formalisms
specifically developed to support delegation services and which can be integrated into a multiplicity of
applications.

Chapter IX introduces digital rights management (DRM) in the perspective of digital policy man-
agement (DPM) focusing on the enterprise and corporate sector. DRM has become a domain in full
expansion with many stakes, which are by far not only technological. They also touch legal aspects as
well as business and economic. Information is a strategic resource and as such requires a responsible
approach of its management almost to the extent of being patrimonial. This chapter mainly focuses on
the latter introducing DRM concepts, standards and the underlying technologies from its origins to its
most recent developments in order to assess the challenges and opportunities of enterprise digital policy
management.

Chapter X describes common attacks on antivirus tools and a few obfuscation techniques applied
to recent viruses that were used to thwart commercial grade antivirus tools. Similarities among different
malware and their variants are also presented in this chapter. The signature used in this method is the
percentage of APIs (application programming interface) appearing in the malware type.

Chapter XI describes the various ways in which phishing can take place. This is followed by a
description of key strategies that can be adopted for protection of end users and organizations. The end
user protection strategies include desktop protection agents, password management tools, secure email,
simple and trusted browser setting, and digital signature. Some of the commercially available and popular
antiphishing products are also described in this chapter.

Chapter X11 describes the threat of phishing in which attackers generally sent a fraudulent email to
their victims in an attempt to trick them into revealing private information. This chapter starts defining
the phishing threat and its impact on the financial industry. Next, it reviews different types of hardware
and software attacks and their countermeasures. Finally, it discusses policies that can protect an organi-
zation against phishing attacks. An understanding of how phishers elicit confidential information along
with technology and policy-based countermeasures will empower managers and end-users to better
protect their information systems.
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Chapter XII1 provides a wide spectrum of end users with a complete reference on malicious code
or malware. End users include researchers, students, as well as information technology and security
professionals in their daily activities. First, the author provides an overview of malicious code, its past,
present, and future. Second, he presents methodologies, guidelines and recommendation on how an
organization can enhance its prevention of malicious code, how it should respond to the occurrence of
a malware incident, and how it should learn from such an incident to be better prepared in the future.
Finally, the author addresses the issue of the current research as well as future trends of malicious code
and the new and future means of malware prevention.

Chapter X1V provides a wide spectrum of existing security risk management methodologies. The
chapter starts presenting the concept and the objectives of enterprise risk management. Some exiting
security risk management methods are then presented by sowing the way to enhance their applications
to enterprise needs.

Chapter XV presents a system life cycle and suggests which aspects of security should be covered
at which life cycle stage of the system. Based on this it is presented a process framework that due to its
iteratively and detailed ness accommodates the needs for life cycle oriented security management.

Chapter XVI presents a study on the classification of software specification languages discussing
the current state of the art regarding attack languages. Specification languages are categorized based
on their features and their main purposes. A detailed comparison among attack languages is provided.
We show the example extensions of the two software specification languages to include some features
of the attack languages. We believe that extending certain types of software specification languages to
express security aspects like attack descriptions is a major step towards unifying software and security
engineering.

Chapter XVII qualifies and treats the security associated with the transfer of the content, as a qual-
ity of service parameter. The user is free to select the parameter depending up on the content being
transferred. As dictated by the demanding situations, a minimum agreed security would be assured for
the data at the expense of the appropriate resources over the network.

Chapter XVI11 gives an introduction to the CORAS approach for model-based security risk analy-
sis. It presents a guided walkthrough of the CORAS risk analysis process based on examples from risk
analysis of security, trust and legal issues in a collaborative engineering virtual organisation. CORAS
makes use of structured brainstorming to identify risks and treatments. To get a good picture of the risks,
it is important to involve people with different insight into the target being analysed, such as end users,
developers and managers. One challenge in this setting is to bridge the communication gap between
the participants, who typically have widely different backgrounds and expertise. The use of graphical
models supports communication and understanding between these participants. The CORAS graphical
language for threat modelling has been developed especially with this goal in mind.



Xviii

Acknowledgment

The editors would like to acknowledge the help of all involved in the collation and review process of the
book, without whose support the project could not have been satisfactorily completed. A further special
note of thanks goes also to all the staff at IGI Global, whose contributions throughout the whole process
from inception of the initial idea to final publication have been invaluable.

Deep appreciation and gratitude is due to Paul Verlaine University (Metz — France) and the CRP
Henri Tudor (Luxembourg), for ongoing sponsorship in terms of generous allocation of on-line and
off-line Internet, hardware and software resources and other editorial support services for coordination
of this year-long project.

Most of the authors of chapters included in this also served as referees for articles written by other
authors. Thanks go to all those who provided constructive and comprehensive reviews. However, some of
the reviewers must be mentioned as their reviews set the benchmark. Reviewers who provided the most
comprehensive, critical and constructive comments include: Peter Linington from University of Kent,
Jean Henry Morin from University of Genova (Switzerland), Albin Zuccato from University Karlstad
(Sweden), Muhammad Zulkernine from Queen University (Canada), Maryline Laurent-Maknavicius of
ENST Paris, Fabio Massacci of University of Trento (Italy), Srinivas Mukkamala of New Mexico Tech’s
Institute, Fredrik Vraalsen from SINTEF (Norway), Halim M. Khelalfa of University of Wollongong in
Dubai, Bogdan Hoanca of the University of Alaska Anchorage, and Hervé Guyennet of the University of
Franche-Comté (France). Support of the department of computer science Metz (Paul \erlaine) University
is acknowledged for the support and the archival server space reserved for the review process.

Special thanks also go to the publishing team at 1GI Global. In particular to Jan Travers, who con-
tinuously prodded via e-mail for keeping the project on schedule and to Mehdi Khosrow-Pour, whose
enthusiasm motivated me to initially accept his invitation for taking on this project.

In closing, we wish to thank all of the authors for their insights and excellent contributions to this
book. We also want to thank all of the people who assisted us in the reviewing process. Finally, we want
to thank our families (husband, wife, children and parents) for their support throughout this project.

Djamel Khadraoui, PhD, and Francine Herrmann, PhD
April 2007



Section |
Security Architectures






Chapter |
Security Architectures

Sophie Gastellier-Prevost
Institut National des Télécommunications, France

Maryline Laurent-Maknavicius
Institut National des Télécommunications, France

ABSTRACT

Within a more and more complex environment, where connectivity, reactivity and availability are man-
datory, companies must be ““electronically accessible and visible” (i.e., connection to the Web, e-mail
exchanges, data sharing with partners, etc.). As such, companies have to protect their network and,
given the broad range of security solutions on the IT security market, the only efficient way for them is to
design a global secured architecture. After giving the reader all the necessary materials and explaining
classical security and services needs, this chapter proposes three different realistic security-level archi-
tectures that may be currently deployed within companies. For more realistic analysis and illustration,
two examples of companies with different size and profile are given. A number of advices, explanations
and guidelines are provided in this chapter so readers are able to adapt those architectures to their own

companies and both security and network needs.

INTRODUCTION

Today, with the increasing number of services
provided by companies to their own internal us-
ers (i.e., employees), end-customers, or partners,
networks are increasing in complexity, hosting
more and more elements like servers and proxies.
Facing a competitive business world, companies
have no choice than expecting their services to
be fully available and reliable. It is well known

that service disruptions might result in the loss of
reactivity, performance and competitiveness, and
finally a probable decreasing number of customers
and loss of turnover.

To offerthe mandatory reactivity and availabil-
ity in this complex environment, the company’s
network elements are requested to be robust
against malicious behaviours that usually target
deterioration, alteration or theft of information. As
such, strictsecurity constraints mustbe defined for
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each network element, leading to the introduction
of security elements. For an efficient security in-
troduction into its network, acompany mustthink
about its global secured architecture. Otherwise,
the resulting security policy might be weak as part
of the network may be perfectly secured while a
security hole remains in another one.

Defining a “single” and “miracle” security
architecture is hardly ever possible. Therefore
this chapter expects to give companies an overall
idea of how a secured architecture can look like.
In order to do that, this chapter focuses on two
types of companies: A and B, and for each of
them, three types of architectures are detailed,
matching different security policies.

Note that those three architecture families
result from a number of studies performed on
realistic architectures that are currently being
deployed within companies (whatever sizes).

Forreaderstoadaptthe described architectures
to their own needs, this chapter appears much
more as guidelines for designing appropriate
security and functional architecture. Obviously,
the presented architectures are not exhaustive
and correspond to various budgets and security
levels. This chapter explains the positioning of
each network and security elements with many
details and explanations, so that companies are
able to adapt one of those architectures to their
own needs.

Just before getting to the very heart of the mat-
ter, the authors would like to pay your attention
that a company introducing security elements
step by step, must always keep in mind the overall
architecture, and be very careful during all de-
ployment steps because of probable weak points
until having deployed the whole solution.

Prior to describing security architectures, the
chapter introduces all the necessary materials
for the readers to easily understand the stakes
behind the positioning of elements within the
architectures. That includes system and network
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elements, but also authentication tools, VPN and
data security tools, and filtering elements.

When defining the overall network architec-
ture within a company, the security constraints
should be considered as well as the needs and
services constraints of the company. All those
elements will be detailed in the second part of
this chapter, and in order to make explanations
easier, two companies types will be chosen for
further detailed architectures.

Finally, the next three parts of the chapter will
focus on the three families of architectures, and
for each of them a number of illustrations are
proposed to support architectures explanations.

Thefirstdesigned architecture is based on only
one router that may be increased with some secu-
rity functions. This is a low-budget architecture
in which all the security leans on the integrity
of the router.

The second architecture is a more complex
one equipped with one router and one firewall.
The security of the architecture is higher than the
first one because a successful intrusion into the
router may only affect network elements around
the router, and not elements behind the firewall
benefiting from its protection.

The third architecture requires two firewalls
and a possible router. As the control operated
by firewalls (and proxies) are much deeper than
routers do, the intrusion attempts are more easily
detected and blocked, so the company’s network
is less vulnerable. Moreover, the integrity again
relies on two filtering equipments one after the
other and is stronger than what is offered in the
first architecture.

SECURITY BASIS

This section briefly introduces all the necessary
materials for the readers to easily understand the
stakes behind the positioning of elements within
the architectures.
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System and Network Elements

Private networks are based on a number of serv-
ers, and network level equipments including the
following:

. Dynamic host configuration protocol
(DHCP) server dynamically assigns an IP
address to the requesting private network
equipment, usually after booting.

. Domain name system (DNS) server mainly
translates a domain name (URL) into an IP
address, usually to enable browsersto reach
a Web server only known by its URL.

. Lightweight directory access protocol
(LDAP) server is an online directory that
usually serves to manage and publish em-
ployees’ administrative data like name,
function, phone number, and so forth.

* Network address translation (NAT)
performs translation between private and
public addresses. It mainly serves to enable
many private clients to communicate over
the public network at the same time with a
single public IP address, but also to make a
private server directly accessible from the
public network.

. E-mail server supports electronic mailing.
A private e-mail client needing to send
an e-mail requests the server, under the
simple mail transfer protocol (SMTP), and
if necessary, the latter relays the request
to the external destination e-mail server
also using SMTP; for getting its received
e-mails from the server, the client sends a
POP or IMAP request to the server. The
e-mail server implements two fundamental
functions—the e-mail forwarding/receiving
and storing—which are usually separated
on two distinct equipments for security
reasons. The sensitive storing server next
referred to as “e-mail” must be protected
againste-mail disclosuresand removals. The
other, named “e-mail proxy” is in charge of

e-mail exchanges with the public network,
and may be increased with anti-virus and
antispam systems to detect virus within e-
mail attachments, or to detect e-mail as a
spam. E-mails can also be encrypted and
signed with secure/multipurpose internet
mail extensions (S/MIME) or pretty good
privacy (PGP) protocols.

Anti-virus protects network (files, operat-
ing systems...) against viruses. It may be
dedicated to the e-mail service or may be
common to all the private network’s hosts
which should contact the anti-virus server
for updating their virus signatures basis.
Internet/Intranet/Extranet Web servers
enable employees to access to shared re-
sources under hypertext transfer protocol
(HTTP) requests from their own browser.
Resources may be restricted to some persons
like company’s employees (Intranetserver),
external partners like customers (extranet
server), ormay be unrestricted soitisknown
as the public server.

Access points (AP) are equipments giving
IEEE 802.11 wireless equipments access to
the wired network.

Virtual LAN (VLAN) are designed to
virtually separate flows over the same
physical network, so that direct communi-
cations between equipments from different
VLANSs could be restricted and required to
go through a router for filtering purposes.
Network accessserver (NAS)/Broadband
access server (BAS) are gateways between
the switched phone network and an IP-based
network. NAS is used by ISPs to give “clas-
sical” (i.e., 56K modem, etc.) PSTN/ISDN
dial-up users access, while BAS is used for
xDSL access.

Intrusion detection system (IDS) / Intru-
sion prevention system (IPS) are used to
detect intrusions based on known intrusion
scenario signatures and then to react by
dynamically denying the suspected flow.



IDS/IPS systems may be either network-
oriented (NIDS) in order to protect a LAN
subnet, or host-oriented (HIDS) in order to
protect a machine.

Authentication Tools

The authentication of some entities (persons
or equipments) leans either on the distributed
approach, where the authentication may be per-
formed in many equipments, or the centralized
approach, where only few authentication servers
have capabilities to authenticate.

The distributed approach is based on defining
a pair of complementary public and private keys
for each entity with the property that an encryp-
tion using one of these keys requires decrypting
with the other key. While the private key remains
known by the owner only, the public key must
be widely distributed to other entities to manage
the authentication. To avoid spoofing attacks, the
public key is usually distributed in the form of an
electronic certificate whose authenticity is guar-
anteed by a certification authority (CA) having
signed the certificate. Management of certificates
is known under the public key infrastructure
(PK1)approach. The PK1approachis presented as
distributed as any equipment having trustinto the
CA considers the certificate as valid and is then
able to authenticate the entity. Certificates usage
may be used for signing and encrypting e-mails or
for securing sessions with Web servers using SSL
(see section “VPN and data security protocols™).
However, the remaining important PKI problem
is for the entities to distinguish trusted authorities
from fake authorities.

The centralized approach enables any equip-
ment like APs, proxies to authenticate some
entities by asking the centralized authentication
server whether provided authentication data are
correct. Theauthentication server may be aremote
authentication dial-in user service (RADIUS) or
LDAP server (Liska, 2002). The RADIUS server
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iswidely used by ISPs to perform AAA functions
(authentication, authorization, accounting), in
order to authenticate remote users when estab-
lishing PPP connections, and to support extra
accounting and authorization functions. Several
methods are available like PAP/CHAP/EAP. In
usual companies, when LDAP serversare already
operational, with no need of authorization and
accounting, the LDAP server solutionis preferred
over RADIUS to enforce authentication.

VPN and Data Security Protocols

A virtual private network (VPN) (Gupta, 2002)
may be simply defined as a tunnel between
two equipments carrying encapsulated and/or
encrypted data. The VPN security leans on a
data security protocol like IP security (IPsec) or
secure socket layer (SSL). IPsec is used to protect
IP packet exchanges with authentication of the
origin, data encryption and integrity protection
at the IP packet layer. SSL introduces the same
dataprotection features but at the socket layer (be-
tween transport and application layers). SSL was
originally designedto secure electroniccommerce
protecting exchanges between Web servers and
clients, but the SSL protection is also applicable
to any TCP-based applications like telnet, FTP.
VPN solutions may also combine Layer 2 tunnel-
ing protocol (L2TP) for tunnelling management
only and IPsec for security services enforcement.
VPNsare based on one of these protocols, so VPNs
are next referred to as IPsec VPN, L2TP/IPsec
(L2TP over IPsec) VPN and SSL VPN.

VPNs may secure the interconnection be-
tween remote private networks. To do so, two
VPN gateways, each one positioned at the border
of each site are necessary. An IPsec tunnel (or
L2TP tunnel over IPsec) is configured between
the gateways. In this scenario, IPsec is preferred
to SSL because IPsec affects up to the IP level
and site interconnection only requires IP level
equipments like routers. So the introduction of
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IPsec into an existing network architecture only
requires replacing the border router with a firewall
or increasing the router with IPsec capacities.

In the case of nomads, to let moving users
accessing private network resources like e-mail
server, data basis, the VPN should be established
between the nomad and the gateway at the border
of the private network. Several technologies are
possible but today, the most used ones are L2TP/
IPsec and SSL VPN. SSL VPN appears as a solu-
tion of choice by a number of companies because
the administration of nomads is easier than in
IPsec: no licence is necessary for the SSL client
asthe ordinary Web browser is an SSL client, and
most of the services that need to be accessed by
remote nomads like e-mail server or data basis,
the VPN should be established.

While heavy to manage, IPsec VPN based
on L2TP over IPsec gives nomads full access to
the private network. The nomad is provided with
one public address provided by the ISP and one
private address allocated by the private network
when establishing the L2TP tunnel. So the tunnel
enables the nomad to create IP packets as will be
received by the targeted equipment.

Note that today, when performing both IPsec
and NAT, NAT should be applied first: otherwise,
IPsec tunnel establishment will fail due to incon-
sistencies between the IP address declared when
creating IPsec tunnel and the one present in the
IP packets received by the IPsec endpoint.

Filtering Elements and DMZ

For private networks to remain protected from
intrusions, the incoming and outgoing traffic
is filtered at the border of the private network
thanks to some more or less sophisticated filtering
equipments like routers, firewalls, and proxies
(Cheswick, 2003: Pohlman, 2002).

Routers are basic IP packet filters which
analysis is limited to IP source/destination ad-
dresses, protocol number, and source/destination

port numbers, and which security policy rulesare
known under access control list (ACL). As such,
traffic may be authorized or denied according
to the packet origin or destination. As routers
rely on the correspondence between TCP/UDP
services and port numbers, the access to some
applications may be as such controlled, so the
risk is to permit some traffic based on its claimed
destination port number (e.g., 80) while the real
encapsulated traffic (e.g., FTP) should be denied.
Bypassing packet filter’s policy is pretty simple
using HT TP tunnelling for instance, so the solution
is to proceed to a deeper analysis of the packet,
as done by proxies or firewalls.

A proxy is a software between a client and a
server, with the client behaving as directly con-
nected to the server and the server to the client.
Proxies in the security context are application-
level filters, and commercial products include
proxies for telnet, FTP, HTTP (URL proxy) or
SMTP. First the client connects to the proxy and
then in case of permission, the proxy establishes
a second connection to the targeted server, and
it relays the traffic between the two entities. The
proxy may control the authenticity of the client,
the client’s address, and also the content of the
exchanges.

Firewalls are equipments dedicated to filtering
where the kernel is specialized and optimized
for operating filtering. As such, application-level
analysis may be performed like in proxies but
with better performances because the filtering
is enforced at the kernel, and does not require
decapsulation of packets or TCP flow control,
whichare CPU andtime consuming. Additionally,
firewalls may support IDS/IPS functions.

A demilitarized zone (DMZ) is a restricted
subnet, separated from the private and public
networks, that allows servers to be accessible
from other areas while keeping them protected.
It also forbids direct connections from the public
area to the private network, so that a successful
attack requires performing two intrusions, first
on the DMZ and second on the private network.



Usual equipments hosted in DMZ include proxies
and Web servers.

NEEDS AND CONSTRAINTS FOR
COMPANIES

The challenge for acompany is to get its services
fully available whatever happens: failures, or mali-
cious behavioursthatusually targetdeterioration,
alteration or theft of information.

Note thatinthiscontext, “available” isusedina
generic meaningwhich coversas much availability
as confidentiality and integrity. Of course, there
is no interest in providing an operational service
if nonauthorized users can read or modify data.

The first step for a company that wants to se-
cure its network, prior to deploying any security
equipment, is to define all existing services, and
expected ones in a close future. As such, a whole
process must be followed in order to define the
following:

. Expected services and/or applications:
°  Public Web site only
°  Public Web site with online secured
transaction
° Intranet Web site with secured access
for employees
°  Extranet Web site with secured access
for partners
°  Electronic mailing whether encrypted
andsigned. Ifsecured, isitbetweenend-
to-end stations or e-mail servers?
°  Wireless network support
°  Content servers accessible for down-
loads
e Trust levels regarding employees, part-
ners, remote users: Does the network
request protection from external area only,
or both from internal and external area?
»  Data availability for users: Perhaps some
servers will be accessible “on-site” only?
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What kind of reliability for the network
(equipment redundancy, link backup)?
Data sensitivity: Can employees have
access to all server contents; for example,
can the accounting department database be
accessible by any employee? Should remote
users’ connection be secured for setup only
and/or data exchanges?

Privileged users: Clearly define how many/
whoare privileged users. It should be fewest
persons as possible, and not necessarily the
general manager of the company, especially
if he or she is a too busy and keeps the
password on a piece of paper on his or her
desk.

Security levels: Does the company think
that tunnelling is enough secured or does
it expect that encryption is a minimum se-
curity requirement? Are layer-3 and layer-4
filterings considered as secured enough, or
are e-mail content filtering and visited Web
pages controls essential? (e.g., a bank that
providesonlineaccounting transactionswill
not expect the same security levels for its
Web site than a florist will).

Number of sites: Depending on how many
sites the company has to manage and the
capacity of its routers (e.g., products will be
selected for their bandwidth and engine per-
formance but also by the maximum number
of simultaneous tunnels supported).

Type of users: Internal employees only,
partners’ ones, remote users. If remote us-
ers, which access type is used: dial-up with
56K modem, or xDSL modem.

Number of users: Depending on remote
users number, choice of mechanisms and
products will be impacted.

Quality of service requirements: If the
company needs to support voice over IP
/ video over IP traffic between branch of-
fices and headquarters, traffic encryption
should be avoided if possible because of the
introduced latency delay that may exceed
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the maximum threshold that guarantees a
good quality.

*  Traffic volume: Security measures would
probably not be the same if the company
wants to secure a 100 Mbps link, or a 100
kbps link.

e Staffexpertise: Whether the company is a
florist that wants to sell flowers online, or a
world-wide bank, staff expertise regarding
security problems will not be the same.

e Willingness to outsource: Many small
companies would prefer to outsource their
security and network management, while
perhaps, huge companies would prefer to
manage by themselves.

*  Budgetlimitation: Companiesusually plan
some budgets for security investmentinclud-
ing equipment purchasing, integration and
maintenance. However, unless the company
is obsessed by getting the best security level
whatever the cost of the solution, companies
can use the return on security investment
(ROSI) indicator (Sonnenreich, 2006) in
order to help the decision makers select-
ing the security solution appropriate to the
company. The ROSI takes into account the
risk exposure in terms of financial wastes,
the capacity without the security solution to
mitigate attacks and the cost of the security
solution.

As aconsequence of highlighting those above
services needs and constraints within acompany,
a personalized architecture may be designed in
terms of systems and networks with specific se-
curity constraints, then resulting in an adapted
security policy. This defines security measures for
each network element, leading to the introduction
of security elements.

In order to give a concrete and practical point
of view of security architectures, two types of
companies are defined—A and B—so that, for
each of them, three types of architectures, cor-

responding to different security policies, are
explained.
Let’s start with the two companies’ profiles.
A is a medium-sized company that needs to
secure its existing network with the following
requirements:

e Als set up with about 35 employees, the
headquarters, and two branch offices.

. Headquarters and branch offices are con-
nected to ISP using, respectively, 2 Mbit/s
and 1 Mbit/s xDSL routers. Routers include
basic functions like NAT, filtering based on
access-lists.

. Employees work on-site, except ten sale
managersworkingasremote usersequipped
with laptop and modem: four of them use
a 56K dial-up connection, while six use an
xDSL connection.

. Remote users’ connections are for e-mail
access only.

*  Web portal on Internet (Internet Web).

. E-mail server.

. In the headquarters, IP addresses are dy-
namically assigned to on-site employees.

. ISP provided A with three static public IP
addresses for the headquarters, one static
public IP address per branch office, and
dynamically assigned public IP addresses
to remote users.

. Management servers: RADIUS for au-
thentication, Anti-virus with e-mail proxy
function, DNS server and DHCP server.

. Staff expertise is low in terms of security
management: only two persons are working
on system and network management, so A
prefers to outsource its security manage-

ment.

e A wants to be protected from external
area.

. Intermsof redundancy, Awantsaminimum
protection.



For dataexchanges, Awantsto secure branch
offices-to-headquarters communications
and remote users’ e-mail access.

B is a big-sized company that needs to secure

its existing network with the following require-
ments:

B is set up with about 300 employees, the
headquarters, and about 20 branch offices.
Headquarters are connected to ISP using a
router with a 10 Mbits/s leased line.
Branch offices are connected to ISP using,
respectively, for 5 small-sized of them, a
1 Mbits/s xDSL router; 15 medium-sized
routers are connected using a router with a
leased line at higher rates.

All routers include functions like NAT,
IPsec, filtering based on access-lists.

In addition to internal employees working
on-site, many employees need remote ac-
cess. All these remote users are equipped
with laptop and xDSL access.

Remote users’ connections are for e-mail
access, Intranet connection, and internal
servers downloading.

Branch offices connections are for e-mail
access, Intranet connection, internal servers
downloads, and multimedia over IP traffic
(VolIP calls and internal TV broadcasts).
Multimedia over IP is later referred to as
MolP.

Web portal on Internet (Internet Web).
Extranet Web server for partners, with
secured connections.

Intranet Web server for employees, with
secured connections.

E-mail server with possibility of encrypted
and signed e-mails.

Multimedia over IP (MolP) server(s).
Simulation server.

In the headquarters, IP addresses are dy-
namically assigned to on-site employees.
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. ISP provided B with four static public IP
addresses for the headquarters, one static
public IP address per branch office, and
dynamically assigned public IP addresses
to remote users.

o Management servers: LDAP or RADIUS
for authentication, anti-virus, e-mail proxy
with anti-virus / antispam functions, DNS
server, DHCP server.

. Staff expertise is good in terms of security
management: 15 persons are working on
system and network management, and B
wants to manage its security by itself, like
63% of the responding companies to the
2005 CSI/FBI Computer Crimeand Security
Survey (CSI Publications, 2005).

. B expects to be protected from both internal
andexternal area. However, if not possible, it
should be at least protected fromthe external
area.

. Intermsof redundancy, B wantsamaximum
protection.

. B wants to be alerted in case of malicious
behaviours, especially if they are issued
from the external area.

. For dataexchanges, B wantsto secure branch
offices-to-headquarters communications,
and remote users-to-headquarters connec-
tions.

. In a next future, B expects to equip the
headquarters with a wireless network for
internal users.

A MINIMAL AND LOW COST
PROTECTION

The first architecture is a low-budget one, based
on the existing routers that are increased with
some security functions like filtering capacities
of a firewall, and where several DMZ may be de-
fined for hosting servers. Because all the security
relies on a single router only, this router must be
really well-protected in terms of availability (i.e.,
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redundancy for power supply, routing engine, and
fans tray appear as mandatory).

Company A Case Study for Minimal
Protection

Regarding A company’s requirements, the head-
quarters’ network must be protected from the
external area, so that the best position for most
sensitive servers is within the internal area, as
depicted in Figure 1.

Because of its border position, the router is
highly likely to be attacked from Internet, and
with its ACL configuration, only the most basic
network attack attempts are blocked. As a con-
sequence, the servers positioned in the router’s
DMZ are not highly protected, and should sup-
port fewer strategic functions as possible. With
the condition that each router’s DMZ must host
machines accessible from the external area, the
router’s DMZ hosts at least the DNS server, In-
ternet Web server.

The three public IP addresses allocated by the
ISP for the headquarters serve as follows. The
first one is assigned to the router for its external
link, the second one to the Internet Web server,
and the third one to the DNS server. The e-mail
proxy is accessible thanks to the port redirection
done by the router.

Internal usersatthe headquartersare protected
from external area thanks to the router’s ACL,
which must be very strict for incoming traffic.
Additionally, unidirectional NAT functionenables
internal users to perform outgoing connections
withonly one public IP address (the router’s exter-
nal one). With private addresses remaining hidden,
internal machines are not directly reachable from
the external area and are better protected.

DNS and Internet Web servers must be visible
at least from the external area, so they must be
located in a router’s DMZ. Unlikely RADIUS,
DHCP and e-mail servers are internally used
only: since A company trusts its internal staff
(see A company’s profile in section “Needs and

Constraints for the Companies”), they are posi-
tioned in the internal area.

Anti-virus is also an important function in
the network, and is required by A company to
protect the e-mail server, in addition to its in-
ternal computers. As such, it must be separated
from the internal area where the e-mail server is
already located, but it must also be connected to
the external area in order to download viruses’
signatures updates, and to exchange e-mails
with external servers. Therefore, it is located in
a router’s DMZ, separated from the DNS and
Internetservers’ one, so thatall incoming e-mails
go through anti-virus and next, are forwarded to
the internal e-mail server thanks to the integrated
e-mail proxy function of the anti-virus. inaddition,
the proxy may be configured so that the e-mail
server is the only one authorized to initialize the
connection with the proxy: this results in a better
protection for the e-mail server.

For remote users’ access, an SSL VPN is
established between the users’ laptop and the
SSL gateway, and during establishment, users
are authenticated by the SSL gateway thanks
to the RADIUS server. In the architecture, the
router supports the SSL gateway function, that
is, it gets access to the e-mail server on behalf of
users and relays new e-mails to the users under
HTTP format.

For the branch offices, an L2TP/IPsec or IP-
sec tunnel is established with the headquarters
between the two border routers, so that branch
offices’ users may access to the e-mail server and
any other server as if they were connected to the
headquarters.

In this kind of architecture, ACL in the router
must be very restrictive, so that malicious behav-
iours coming from external area are blocked.

For example, incoming traffic (i.e., from ex-
ternal area) that is authorized is restricted to the
following:

*  SSL connections from remote users (users
are authenticated, and traffic is encrypted



using shared keys between the headquarters
and the remote user),

. L2TP/IPsec or IPsec tunnels from branch
offices (public IP addresses of the branch
offices are well known, and routers are
authenticated through IPsec tunnel),

. SMTP traffic that goes directly to anti-vi-
rus,

. HTTP traffic which is directly forwarded
to Internet Web server except if the HTTP
traffic is received due to a previous internal
user’s request,

. DN traffic.

All other incoming traffic is forbidden.
The resulting architecture for Company A is
given in Figure 1.

Company B Case Study for Minimal
Protection

Regarding B company’s requirements, the head-
quarters network must be protected both from

Security Architectures

internal and external areas. As such, the most
sensitive serversshould not be accessible to users,
and access should be under the router’s control.

The router only blocks the most basic network
attack attempts, so to block malicious behaviours
and protect internal staff as much as possible, its
ACL configuration must be very restrictive.

The Internet/Extranet Web and the DNS server
must be in the border router’s DMZ because they
are visible from the Internet. Similarly the MolP
server is placed in a DMZ so that exchanges with
the branch offices’ MolP servers are possible
throughthe external area. The e-mail proxy is inte-
grated inthe anti-virus server and requires access
from the external area for e-mail exchanges.

All these servers are located in router’s DMZ,
with the idea that each DMZ hosts machines that
are accessed by the same category of persons or
machines, and it protects them with a specific
security policy. So, the router defines four DMZ
including respectively: Internet Web and DNS,
anti-virus with e-mail proxy function, Extranet
Web, and MolP.

Figure 1. Company A architecture with minimal protection
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Because DHCP is only used for internal staff,
and is not so sensitive, it may remain in the in-
ternal area.

Servers like intranet Web, e-mail, LDAP or
RADIUS, and simulation server are too sensitive,
so they are located in the internal area, but they
are not protected at all from the internal staff, and
misbehaviours. Because of it, this router-only-
based architecture is not suitable for B’s security
requirements.

Note that the extranet Web as well as all other
internal servers accessed from Internet with no
mandatory VPN connection (Internet Web, DNS,
e-mail proxy) should be provided with a static
bidirectional NAT translation, or portredirection,
defined in the router. The four public addresses
provided to B may be assigned to the following
headquarters’ equipments: external link of the
router, Internet Web server, DNS server, Extranet
Web server.

xDSL remote users and branch offices should
connectthrougha L2TP/IPsecor IPsec VPN tothe
border router so they have access to the internal
resources like e-mail, simulation server.

During VPN establishment, remote users are
authenticated by the router which should contact
the LDAP or RADIUS server for authentication
verification. The authentication of remote routers
in branch offices may be performed based on pre-
shared keys or public key certificates known by
the router itself. Additionally to VPN, if needed,
the Intranet Web SSL protection may be activated
to protect data exchange and login/password of
users if they are required to authenticate to the
Intranet Web.

For remote partners to get access to the Ex-
tranet Web, a specific rule into the router may
be configured to permit packets with a source
address belonging to the partner’s address
spaces (if known), the destination address of the

Figure 2. Company “B”” architecture with minimal protection
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Extranet Web and the destination port number
of the extranet Web. For data confidentiality
reasons, during transfer, an SSL connection may
be established betweenthe partner’s machine and
the extranet Web. Moreover, a stronger security
access to the extranet Web may be obtained by
requiring authentication of partners based on
login/password under the control of the LDAP/
RADIUS server. As a result, access control is
twofold based on the source IP addresses (done
in border router) and the login/password (done in
the Extranet Web).

Inthisarchitecture, ACL forauthorizedincom-
ing traffic (i.e., from external area) in the router
may look like the following:

e SSL connections from partners (based on
IP address if known, and login/password)
to extranet Web

. L2TP/IPsec or IPsec tunnel from branch
offices (public IP addresses of the branch
offices are well known, and routers are
authenticated through IPsec tunnel)

. L2TP/IPsec or IPsec tunnel from remote
users (authentication is made through tun-

nel)

. SMTP traffic that goes directly to anti-vi-
rus

. MolP traffic, that goes directly to the MolIP
server

. HTTP traffic, that is directly forwarded to
Internet Web server except if it comes from
an internal user

. DN traffic

All other incoming traffic is forbidden.

The resulting architecture for Company B
is given in Figure 2. In conclusion of these two
case studies, the main advantage of this kind of
architecture is its low cost, but all the security
leans on the integrity of the router and as such this
basic architecture appears as suitable for small
companies only (B company’s requirements are
not achieved).

12
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Note that in thiskind of architecture, only net-
work-layer and protocol-layer attacks are blocked.
There’s no way to block ActiveX or JavaCode
attacks, or to filter visited Web sites, except if
additional proxies are added. Even with proxies’
introduction, there’s no way to protect theminan
efficient way within this type of architecture.

A MEDIUM-LEVEL SECURITY
ARCHITECTURE

Thesecondtype ofarchitecture equipped with one
border routerand one firewall, is more complex and
may serve to define many DMZ to isolate servers.
The security of the architecture is higher than the
first one because a successful intrusion into the
router may only affect network elements around
the router, and not elements behind the firewall
benefiting from the protection of the firewall.
An intrusion into the headquarters assumes that
two intrusions are successfully performed, one
into the first router or router’s DMZ to bypass its
security policy, and a second one into the firewall
ahead of the headquarters.

A firewall instead of a second router is in-
troduced for a stronger security. The resulting
security level is higher as the firewall is hardware
cleanly designed equipment which additionally
to routing and NAT functions may implement
high-level functions like IDS/IPS and proxies,
and moreover, predefined ports’ behaviour with
controlled exchanges in between (cf. section
“Filtering Elements and DMZ”). Note that if the
company chooses a software firewall product
(i.e., software installed on a computer with many
network cards), that can be installed with its own
operating system or with the computer’s exist-
ing operating system, the authors recommend to
install it with its own including operating system
because of possible weaknesses in the computer’s
existing operating system.

Aspreviously explained, serverspositionedin
the router’s DMZ are not highly protected, and
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should support non strategic functions for the
company. Sensitive ones, like RADIUS, LDAP,
intranet Web, extranet Web, e-mail should remain
in the firewall’s DMZ.

Note that the number of DMZs is generally
limited because of budget savings. However, if
financially affordable, the general idea that should
be kept in mind when defining the architecture
is each DMZ should host machines that should
be accessed by the same category of persons or
machines. This avoids persons from one category
attempting to get access to resources of another
category by realizingan attack locally tothe DMZ
which remains undetectable by the firewall. As
such, one DMZ may be defined for the extranet,
another one for the Intranet.

Notethatnoserversare positioned inthe subnet
between the firewall and the router: otherwise, a
successful intrusion on that server would lead to
the intruder installing a sniffing tool and so spy-

ing all the traffic of the company which is going
through this central link.

Company A. Case Study for Medium
Protection

Internal users are better protected from the Inter-
net attacks than in the first type of architecture
with the extra firewall introduction.

The Internet Web and DNS servers have the
same level of protection than in the first architec-
ture against possible attacks from Internet area.
Even if internal users are considered as trusted
by company A, the RADIUS server positioned
in a firewall’s DMZ is better protected than in
the first architecture as internal users have no
direct access to it. On the other hand, the e-mail
and DHCP servers within the internal network
remain with the same level of protection against
potential employees’ misbehaving.

Figure 3. Company “A” architecture with medium protection
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The e-mail service is well protected from
Internet thanks to the router and firewall which
are configured so that SMTP packets coming
from Internet and addressed to the e-mail proxy
are permitted.

Remote users’ access and branch offices’
access are achieved in the same way than in the
first kind of architecture (see section “Company
A Case Study for Minimal Protection”).

Finally, for users of remote branches to get
their e-mails through the VPN, one rule should
be configured in the firewall to permit machines
from branch offices to send POP or IM AP packets
to the e-mail server.

With this kind of architecture (as depicted
in Figure 3), all requirements of Company A are
achieved and this solution can be a good value for
small and medium-sized companies, both from a
technical and financial point of view (i.e., it gives
the best ROSI - return on security investment).

However the security can be improved as
shown for RADIUS server. Additionally, some
elements may be outsourced as requested by A

Security Architectures

company, like firewall management, router man-
agement, SSL gateway.

Company B. Case Study for Medium
Protection

Internal users are better protected from the Inter-
net attacks than in the first type of architecture
with the extra firewall introduction.

With the addition of the firewall (as depicted
in Figure 4), sensitive servers like Intranet/Ex-
tranet Web, Simulation server, e-mail server, and
LDAP/RADIUS server, three DMZ are defined
on the firewall:

. Oneisthe Intranet DMZ for hosting Intranet
resources like the Intranet Web, the Simula-
tion server, and the e-mail server.

. One is for the Extranet resources including
the Extranet server.

. The latest one is for the authentication
server either the LDAP or RADIUS server.

Figure 4. Company “B”” architecture with medium protection
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For its protection, the firewall should be
configured so that communications to the
authentication server are restricted to only
the machines needing to authenticate users:
the headquarters’ border router (for remote
users’ authentication), the intranet Web
(employees’ authentication), the extranet
Web (client’s authentication) and the e-mail
server (employees’ authentication).

The extranet Web is moved to the firewall’s
DMZto offer extranet partnersahigher protection
level. Only the DHCP server remains connected
to the headquarters to ensure the dynamic con-
figuration of internal machines.

As the firewall is unable to securely support
dynamic port allocation, the MolP server is po-
sitioned in the router’s DMZ and the router only
authorizes incoming MolP calls from remote
branches (based on source IP addresses).

The Internet Web, the DNS server, and e-mail
proxy also remain in the border router’s DMZ
because they are visible on the Internet, so they
may be subject to intrusions and in case of suc-
cess, subverted subnets are limited to the router’s
DMZ, which is far from the sensitive DMZ of
the firewall.

xDSL remote users’ access and branch offices’
access are achieved in the same way than in the
first kind of architecture (see section “Company
B Case Study for Minimal Protection”).

For remote partnersto getaccessto the extranet
Web, aspecificrule into the router and the firewall
may be configured. Otherwise, authentication
process remains unchanged compared to the
previous architecture.

The security policy of Company B, as defined
insection “Needs and Constraints for the Compa-
nies”, is respected with this type of architecture.
In terms of ROSI, it can be a suitable solution for
classical medium to big-sized companies without
critical sensitivity.

All the network or security based servers are
under the firewall or router’s control contrary to

the first architecture, except the DHCP server
which remains into the private network for func-
tional reasons.

Servers which access is restricted to the same
group of persons or machinesare grouped together
in the same DMZ.

Note thatthe presentarchitecture assumesthat
a number of DMZ is available in the firewall and
router. In case the firewall and/or the router is not
provided with enough DMZ, or for budget sav-
ings, a first solution would be to move some of the
equipments into the headquarters with the same
drawbacks as described in the first architecture.
A second solution is to limit the number of DMZ
and to group servers together in the same DMZ,
but with the risk that users benefiting from an
authorized access on a server, attempts illegally
to connect to another server in the same DMZ.

HIGH-LEVEL SECURITY
ARCHITECTURE

Thethird architecture equipped with two firewalls,
is the most complex one giving a maximum level
of protection, with the possibilities to define many
DMZ to isolate servers. The resulting security
level is obviously higher as there are two firewalls
implementing high-level security functions like
IDS/IPS, proxies.

When defining a high-level security architec-
ture, the more lines of defense are introduced, the
more difficultthe attacker will break through these
defenses and the more likeliness the attacker will
give up the attack. All those principles targeting
delaying (rather than preventing) the advance of
an attacker are better known under “defense in
depth” strategy and are today widely applied by
security experts.

The security of this architecture is higher
than the two previous ones because a success-
ful intrusion into the headquarters assumes that
two intrusions are successfully performed, one
into the first firewall to bypass its filter rules,
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and a second one into the firewall ahead of the
headquarters.

Note that for better understanding and further
references, the firewall directly connected to the
external area is called “external” firewall, while
the one directly connected to the internal area is
called “internal” firewall.

In this kind of architecture, the fundamental
idea that should be keptin mind is that the firewall
products mustcome fromdifferent manufacturers
orsoftware editors, inorder to preventweaknesses.
Within the same manufacturer/editor, common
weaknesses from one product to another may
result from to the same development teams using
the same version of operating system

Moreover, in case a software firewall product
is selected to be installed on a computer with
many network cards, the best from a security
point of view is to install it with its own included
operating system.

Contrary to previous architectures, servers
positioned inthe DMZ are highly protected, so the
way to choose the best DMZ for each server is to
put it as close as possible to persons using it, i.e.
Internet Web server should be on the “external”
firewall, while Intranet Web server should be on
the “internal” firewall.

Furthermore, asalready explained inthe other
architectures, each DMZ should host machines
that should be accessed by the same category of
personsor machines. Thisavoids persons fromone
category attempting to get access to resources of
another category by realizingalocal attack within
the DMZ with no detection by the firewall.

Finally, this architecture can be improved
by introducing a router between the “external”
firewall and external area, especially if firewall
productsare software onesinstalled onacomputer
(equipped with network cards), and those firewalls
have been installed on the existing operating
system instead of their own one. Otherwise the
risk is that an intruder finds a way to shutdown
the firewall process, so that the “external” firewall
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is like a simple computer having only routing
activated with no security rules.

Please note, that for the next following case
studies, the considered architectures are based
on two firewalls without any additional border
router.

Company A. Case Study for
High-Level Security Architecture

Internal users are better protected from the In-
ternet attacks than in the previous type of archi-
tecture, due to the two firewalls.

The Internet Web and DNS servers are also
better protected than before against possible at-
tacks from Internet area. They are still located
on a DMZ of the “external” firewall because
incoming traffic addressed to these two servers
comes mainly from external area.

The RADIUS server is used both for internal
staffauthentication, and remote offices/users’ one.
Considering the number of employees, it seems
that the number of authentication requests seems
to be higher from the internal area. Therefore,
RADIUS is located on a DMZ of the “internal”
firewall.

Because there are more DMZs than in the
previousarchitecture, e-mail server can be located
in a DMZ of a firewall. Considering Company
A’s requirements, anti-virus with e-mail proxy
function is moved to a DMZ of the “external”
firewall, and then the e-mail server is connected
to a DMZ of the “internal” firewall. Note that the
e-mail serverisnotlocated onthe same DMZ than
the RADIUS server, because incoming requests
sent to RADIUS come from unauthenticated us-
ers, and may contain malicious information like
e-mail server attacks.

Because DHCP is only used by internal staff,
and is not so sensitive, it can remain in the in-
ternal area.

Remoteusers’ access and branch offices access
are achieved in the same way than in the two first
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kinds of architecture (see section “Company A
Case Study for Minimal Protection”).

With this kind of architecture (as depicted in
Figure 5), all requirements of Company A are
achieved, and intrusions attempts become really
hard. However, this kind of solution is probably
too much expensive regarding the targeted se-
curity requirements for small and medium-sized
companies.

Company B. Case Study for
High-Level Security Architecture

Internal users are better protected from the In-
ternet attacks than in the previous type of archi-
tecture, due to the two firewalls.

The InternetWeband DNS serversare located
on a DMZ of the “external” firewall because
incoming traffic addressed to these two servers
comes mainly from external area.

In order to improve the filtering level of some
sensitive servers like intranet Web, some ad-

ditional proxies can be added. For instance, an
HTTP proxy for intranet Web can be installed in
the MolP DMZ todo users’ authentication butalso
high control on HTTP data (format and content).
The “external” firewall should be configured so
that HTTP traffic to Intranet Web is redirected
to HTTP proxy for a first filtering. As such, the
efforts required for introducing Intranet Web are
really higher than before.

Anti-virus functions can be separated for e-
mail server and internal staff needs, that is, the
e-mail anti-virus functions remainthe sameasthe
previous architecture, while a specific anti-virus
server dedicated to internal needs can be added
on the intranet DMZ of the “internal” firewall.

To improve reactivity of Company B when
malicious behaviours occur, IDS functions can
be added on servers (HIDS function) or subnets
(NIDS). Examples of IDS positioning may be:
HIDS within the Simulation server (if it contains
very sensitive data) or LDAP/RADIUS server,

Figure 5. Company A architecture with high-level protection
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Figure 6. Company “B”” architecture with high-level
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and NIDS on the internal side of the “internal”
firewall.

In order to avoid direct communications be-
tween subnets of the internal network or to protect
servers from users, VLANSs can be defined. For
example, the access to the accounting database
server may be allowed for the accounts depart-
ment staff only and separated from the rest of
the network.

All other servers’ positions remainunchanged
compared to the previous architectures.

Remote users’ access and branch offices’ ac-
cess are achieved in the same way than in the two
first kinds of architecture (see section “Company
B Case Study for Minimal Protection”).

With this kind of architecture (as depicted
in Figure 6), all requirements of B company
are achieved, and beyond them, security can be
improved with additional proxies capabilities or
IDS external elements.

In terms of ROSI, this solution is mandatory
forcompanieswith critical sensitivity (e.g. banks),
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but it can also be suitable for all classical medium
to big-sized companies.

When Company B will introduce wireless
equipmentsinits network (Kizza, 2005), itshould
first strongly control mobiles’ access as they will
gain access to the headquarters’ network. For a
higher security level, the wireless network may
be considered as a specific VLAN within the
“internal” network, and/or an extra DMZ host-
ing APs.

CONCLUSION

This chapter addresses the problematic of design-
ing security architectures and wishes to give as
much information as possible in these few pages,
so it helps administrators deciding which archi-
tecture is the most suitable for them.

For more concrete explanations, two compa-
nies were considered with different sizes, and
constraints. The first one, A, is medium-sized
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company with two branch offices and 35 employ-
ees: it wants to be protected from external area:
it has no internal security expertise, implements
a limited number of servers, and restricts remote
access to e-mails. The second company, B, is
big-sized with about 20 branch offices and 300
employees: it wants to be protected both from
internal and external areas: the staff expertise is
good: a number of network and security servers
are implemented; access from branch offices
and remote users is possible to Intranet Web,
e-mail and any internal servers: it requires a
highsecurity level with redundancy and alarms
consideration.

For both companies, three families of architec-
turesare studied, alow security level architecture
with a router-only protection, a medium level
security architecture with one router and one
firewall and a high security level architecture
with two firewalls. For each of these six cases,
explanations or discussions are given relative
to the positioning of equipments, the objectives
of the DMZ, the number of DMZs, the VPN
mechanism selection (L2TP/IPsec, IPsec, SSL)
for a secure access by remote users and remote
branches, the access control performed by proxies,
firewalls and routers. Other discussions include
users’ authentication by LDAP/RADIUS servers,
the e-mail problematic with the requirement for
the open e-mail system to be reachable by any
Internet machine, and to be protected so to avoid
e-mail divulging, careful WiFi introduction into
existing networks, VLAN usage to partition the
network and limit direct interactions between
machines ... Recommendations are also given
for the selection of the firewall product and its
installation.

To conclude, as described in this chapter,
finding the appropriate architecture is a huge task

as the final architecture depends on so various
parameters like existing security and network ar-
chitectures, security constraints, functional needs,
size of companies, available budget, management
of remote users or branch offices.

The idea of the authors, when writing this
chapter, wasto give useful guidelinestosucceedin
defining the appropriate architecture that reaches
best compromise between companies’ needs and
constraints. Hope it helps.
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ABSTRACT

GRID computing implies sharing heterogeneous resources, located in different places belonging to dif-
ferent administrative domains over a heterogeneous network. There is a great similarity between GRID
security and classical network security. Moreover, additional requirements specific to GRID environ-
ments exist. We present these security requirements and we detail various secured middleware systems.
Finally, we give some examples of companies using such systems.

INTRODUCTION

Gridtechnologiesenable large-scale aggregation
and harnessing computational, data and other
resources across institutional boundaries. Fifty
years of innovation have increased the speed of
individual computers by an impressive factor, yet
they are still too slow for many scientific problems.

A solution to the inadequacy of computer power
is to “cluster” multiple individual computers.
Firstexplored inthe early 1980s, thistechnique is
now standard practice in supercomputer centers,
research labs and industry. Although clustering
can provide significant improvements in overall
computing power, a cluster remains a dedicated
resource, builtatasingle location. Rapid improve-

Copyright © 2008, IGI Global, distributing in print or electronic forms without written permission of IGI Global is prohibited.
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ments in communication technologies led many
researchers to consider a more decentralized ap-
proachtothe problem of computing power. Several
projects then saw the light of day: (Del Fabro,
2004; http://www.globus.org; http://setiathome.
ssl.berkeley.edu) to name a few. Internet com-
puting came to something much more powerful
because of the ability for communities to share
resources as they tackle common goals in aseem-
ingly virtual machine. Science is increasingly
collaborative and multidisciplinary, and it is not
unusual for teams to span institutions, countries
and continents.

GRID computing implies sharing heteroge-
neous resources, located in different places be-
longing to different administrative domains over
a heterogeneous network. As GRID applications
gained popularity and interest in the business
world, securing business trades was not regarded
lightly way. Securing information encompasses
authenticating the source of a message, verifying
the integrity of the message to ensure there has
been no malicious modification, or protecting the
confidentiality of the message being sent from
prying eyes.

Because of the cross institution nature of GRID
application communications, GRID computing
has specific security needs. It has to protect a
GRID community against unwanted eyes, and
yet, it has to allow wider and wider access to
many more identified participants. The challenge
was securing these legitimate participants while
not affecting local entities” authority neither the
performances. The geographical dispersion of
GRID participantsisoften unpredictable, leaving
us lessmarginto superimpose anew constraining
protocol on the existing systems.

OVERVIEW OF DISTRIBUTED
SYSTEMS AND GRID COMPUTING

For several decades, researchers have tried to
federate data-processing resources through

networks: the first distributed systems were de-
veloped in which both data and treatment could
be distributed. Parallel computing has moved
from a proprietary design, centred on a super-
computer that was supported by homogeneous
processors connected to an internal network,
towards heterogeneous clusters of workstations
distributed worldwide. The growing popularity
of the Internet combined with the availability of
powerful computers and high-speed networks as
low cost commodity componentsare changing the
way we do computing. These technologies enable
the clustering of a wide variety of geographically
distributed resources (such as supercomputers,
storage systems, data sources, special devices
and services that can be used as a unified re-
source). This new paradigm is popularly termed
as “GRID” computing. The GRID is analogous
to the electrical power grid and aims to couple
distributed resources and offer consistent and
inexpensive access to resources, irrespective of
their physical location.

At the Beginning: Metacomputing

Metacomputing appeared at the beginning of the
mineties. The ideawasto gatherwithinametacom-
puter agroup of small independent unitsequipped
with calculation and storage capacities.

But network performance did not make it pos-
sible to develop such platforms on WAN. Tools
were then developed to allow the installation of
clusters on high performance LAN.

Parallel virtual machine (PVM) (Sunderam,
1990) was developed by Oak Ridge National
Laboratory in 1990, then MPI (Message Passing
Interface 1993) (Franke, 1994). These software
tools simply made it possible to facilitate the
programming of these applications by exchang-
ing messages.
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The firstappearance of the Grid goes back to 1998
(Foster, 1998). This new concept was then defined
as being “hardware and software infrastructure
that provides dependable, consistent, pervasive,
and inexpensive accessto high-end computational
capabilities.”

A GRID isasoftware toolbox which provides
services to manage distributed material and soft-
ware resources. Thisevolution gave metacomput-
ing anew dimension in particular by allowing the
interconnection of several clusters.

Grid’5000 is a French experimental GRID
linking together nine towns using optical fibres
of 10Gb/s. One of the hardware objective of the
platformistoreach 5,000 processorsin 2007. This
platform permits to deploy, to test, to improve
applications, middleware, data Grid, security
infrastructure.

Peer-to-Peer

An important characteristic of this family of
metacomputing applications is that each site
cooperates on an equal basis. The appearance of
peer-to-peer (P2P) isdirectly related to the advent
of Internet (Oram, 2001).

Compared to GRID Computing, the assets
of P2P are:

. Choice of decentralized, and nonhierarchical
organization

. Management of instability, and fault-toler-
ance

Indeed, P2P application is deployed to broad
scaleandaninterruption onanode or onanetwork
link does not endanger all the applications.

We find a wide variety of P2P systems
(Saxena, 2003) currently used such as Nasper,
Gnutella, Kazaa where peers are unaware of the
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total membership of nodes in the system. There
are more structured P2P systems (e.g., Chord and
Pastry). Most large-scale P2P systems covers more
traditional, synchronous group communication
systems such as SETI@Home, Totem or Horus
where scalability is typically limited, and group
membership requires constant online presence of
each peer. Client programs such as MSN Mes-
senger, AOL Instant Messenger allow users to
exchange text, voice and files.

Users of P2P systems ask the enhancement of
access control with new authentication and autho-
rization capabilities to address users that know
little about each other. P2P systems introduce other
problems that require to focus the attention on
protection from those who offer resources, rather
than from those who want to access them, JXTA
(http:/iwww.jxta.org) provides some functionality
(e.g., encryption, signatures and hashes) for the
development of secure P2P applications. Reputa-
tiontechniquesallow the expressionand reasoning
about trust in a peer based on its behavior and
interactions other peers have experienced with it
(Damiani, 2002).

A Last Evolution Towards Total
Computing

The lastmost recentevolution permitsthe develop-
ment of GRIDs on a very large scale. New mid-
dleware allow data management in completely
heterogeneous media, wireless and mobile. This
last family tends to associate qualities of GRID
computing and peer-to-peer.

The word computing is often associated with
the final GRID: GRID computing or global com-
puting, are the terms that are usually used. But
these platforms are not devoted exclusively to
computing; it is also possible to find Data GRID
type applications. In the continuation of this
chapter, we will not differentiate between the
concepts of GRID and GRID computing.
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SECURITY REQUIREMENTS FOR
GRID COMPUTING

Security has often been a neglected aspect of
most applications or systems design until a cyber
attack makes it real. Oftentimes, security practi-
tioners consider security as being a step behind
electronic war. However the first step towards a
better protected system is awareness. Just like
many other systems and architectures, GRID
computing paid little attention to securing its
communications. The need was very bleak since
the instigation for GRID computing emerged from
awell-thinking scientific community working for
acommon interest. As GRID applications gained
popularity and gained interest in the business
world, securing business trades was not regarded
inalightway. Securing information encompasses
authenticating the source of a message, verifying
the integrity of the message against malicious
modification, or assuring the confidentiality of
the message being sent against prying eyes. As
electronic communication becomes pervasive,
access control to privileged information became
increasingly pertinent, and when new forms of
attacks, such as ones not aiming at theft of infor-
mation (denial of access) emerged, new protective
measures needed to be put into place to ensure
constant availability of service.

Traditional Security Features

Thereisagreatsimilarity between GRID security
and classical network security. It depends on the
activity type, on the risks firms are ready to take
and overall on the cost of the installation and the
configuration of security systems such as firewall.
All these features exist for the GRID; however,
some are more important in this case. Moreover,
additional requirements specific to GRID envi-
ronments exist. Indeed, security policies have
to protect a GRID computing platform without
adding too many constraints that could seriously
decrease performance in terms of calculation

power, for example. In particular, we can notice
that there is a greater need for dynamicity, and
greater importance of process supervision and
of rights delegation. Classical security features
have to be adapted to GRID computing environ-
ments.

Authentication, Authorization, and
Auditing (AAA)

Each entity of the GRID must be able to authenti-
cate the others. GRID entities must be authorized
to communicate with other entities from the
same domain or from another one. Auditing must
take into account the dynamic aspect of GRID
environments where component binding varies
considerably and can have a short life cycle.

Confidentiality, Integrity, Availability
(CIA)

Communication between GRID entities must
be secure. Confidentiality must be ensured for
sensitive data from the communication stage to a
potential storage stage. Problems of integrity must
be detected in order to avoid treatment faults.
Availability is directly bound to performance and
cost in GRID environments, and is therefore an
important requirement.

Fault Tolerance

In GRID environments fault tolerance must be
managed to ensure that a fault on a component
does not cause the loss of all the work performed.
Moreover, it can be important, in the particular
case of the GRID, to recover a part of the work on
a faulty node in order to increase global perfor-
mance when a fault occurs. In the framework of
fault tolerance, it is also required to supervise, to
trace a process (initialization, used nodes, bind-
ings) and to store this information.
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SECURED MIDDLEWARE OF GRID
COMPUTING

Whereas very few turnkey security systems exist,
alotof organizationsand companiesare currently
trying to develop some like Global GRID Forum
(GGF), Enterprise GRID Alliance (EGA), GRID
Research Integration Development and Support
Center (GRIDS), secured systems for GRID are
presented below.

Systems Using X509 Certificates

One of the most popular security middleware for
GRID is Globus using GSI [11] (GRID Security
Infrastructure). GSI is based on the PK1 security
architecture which authenticates servers, usersand
processes. In order to do so, an X509 certificate
signed by a certificate authority (CA) is delivered
for each user and machine.

A certificate is a file which contains at least
the follow information:

. The name of the authority which created the
certificate

Figure 1. Delegation method
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. The name and first name of the user
e Organization name

. Unit name

. E-mail address

. Public key

e \Validity period

. Numeric signature

To simplify the procedure and to avoid users
having to authenticate themselves each time they
have to submita calculation, a proxy is used. This
is the single sign on (SSO) method.

The proxy is a new certificate with a new pri-
vate/public key. This new certificate is signed by
the user himself and not by the CA Figure 1.

This credential mechanism provided by the
proxy impliesthat once someone accessesaremote
system, he can give the remote system permis-
sion to use his credentials to access other systems
for him. When connections are established, the
SSL protocol is used to encrypt communications.
Table 1 shows a comparison of X.509 public
key certificates with a X509 proxy certificates
(Welch, 2004).

Sign

Sign

Table 1. Comparison of X.509 public key certificates and X.509 Proxy Certificates

Certificate Attribute X.509 Public Key Certificate X.509 Proxy Certificates
Issuer/Signer A Certification Authority A public key certificate or another Proxy Certificate
Name Any as allowed by issuer’s policy Scoped to namespace defined by issuer’s name
Delegation from Issuer None Allows for arbitrary policies

expressing issuer’s intent to

delegate rights to Proxy

Certificate bearer
Key pairs Uses unique key pair Uses unique key pair
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A lot of middleware use GSI, to secure their
system or to extend it for their own requirements
like GRID Particle Physics (GRIDPP), TeraGrid.
Another example is the data-exchange systems
which often use GRIDftp (module of Globus)
with GSI like DataGRID.

Systems Using IPSec and DNSec

GRIDSec (Le, 2002, 2003) is an architecture
using DNSSec as a key distribution system,
SSH to secure initial authentication and IPSec to
protect the users communication, as illustrated
in Figure 1.

DNSSec and Secure Key Management

The fundamental objectives of DNSSec are to
provide authentication and integrity to the inher-
ently insecure DNS. Authentication and integrity
of information held within DNS zones are pro-
videdthrough cryptographic signatures generated
through the use of public key technology

To make the secure network transport scal-
able, the SSH client is modified to query the DNS
server for the host key of an SSH server. This key
distribution server will still host the usual DNS
resource records, the host key, and a signature
authenticating that host key for each SSH client

Figure 2. GRIDSec model

of the domain. The server is transformed by the
DNSSEC extensions into a local Certification
Authority.

IPSec to Secure Data Transport

IPSec is a protocol suite for networking devices
tocommunicate privately using IP. IPSecrequires
a secret key distribution mechanism.

Authors propose to open the architecture with
the implementation of anonproprietary certificate
authority infrastructure that will allow resources
to authenticate other resources directly, without
appealingtoacentral authority like Kerberos. The
security extension is used to the DNS protocol,
referred to as the DNSSEC extensions.

GRIDSec Architecture

In a GRIDSec architecture, a DNSSec server is
defined as a key distribution system federating
several zones. Each zone has an SSH server to
manage and identify each zone’s key to the DNS-
Sec server; each zone also has a VPN module to
enable secure data exchange between different
zones through the Internet.

The GRID system overlaid by GRIDSec has a
Resource Broker agentto obtainand locate the re-
source requested by a given user (see Figure 2).

Resource

DNSS server

[VPN module]
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Eachsite participatingtothe GRID hasa VPN
module and an SSH server. An initial phase en-
compasses the authentication of each SSH server
to a federating DNSSec server. The OpenSSH
client installed on the SSH server enables the
secure key exchange between each SSH server
and the DNSSec server. The SSH server sends a
request for registration (1) to the DNSSec server.
The DNSSec server sends in return its public key
(2); the requester SSH server will encrypt its own
public key with that key and digitally sign it with
HMAC (3). This authentication phase occurs for
each zone (4) and (5).

In a second phase, secure VPN tunnels will
be created between the sites (6) since IPSec can
reuse the previously exchanged secret keys. At
this stage, the SSH servers’ keys have been gath-
ered by the DNSSec. A user in a federated zone
can request a resource located by the resource
broker to be in a different zone. SSH server C
will request SSH server A’s public key from the
DNSSec server. Using IPSec, the two sites will
be able to establish pairwise VPN links.

In a third phase, when SSH servers’ keys
change (due to compromised keys, or security
maintenance to renew keys), the DNSSec server
will update its SSH keys record files (7).

Systems Using Fine Authorizations

The Legion (http:/legion.virginia.edu) system
provides a fine mechanism of authorization. Each
resource contains a list of objects which can ac-
cess it. Moreover each method of an object has
an “allow” and “deny” list, which specifies the
authorizations (ACL). An object will be autho-
rized to access a method if and only if it does
not appear in the deny list and does appear in
the allow list.

GRIDLab focuses on the development of a flex-
ible, manageable and robustauthorization service
called GAS (GAS; www.gridlab.org/gas). The
main goal of GAS is to provide functionality that
wouldbe able to fulfill most authorization require-
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ments of GRID computing environments. GAS is
designed as atrusted single logical point for defin-
ing security policy for complex GRID infrastruc-
tures. As the flexibility is a key requirement, it is
tobe able toimplementvarious security scenarios,
based on push or pull models, simultaneously.
Thanks to theses characteristics, GAS is also
interoperable with other security toolkit like
Globus.

Systems Using Sandboxing

In GRID computing relying in P2P architecture,
applications are often transferred fromaresource
toanother without having the capabilities to check
mutual authenticities. In front of this difficulty
to secure P2P systems, applications are more and
more performed in a secure context (i.e., in a box
which is an interface from and to the applica-
tions. Operations are woken up and permissions
are given or refused. Permissions can mainly
be applied to network, file system and system
configuration. Thus, even if someone succeeds
to transmit a malicious code, it is ineffectual be-
cause of permission requirements. Thisconceptis
calledthe “Sandboxing”. Several implementations
of the sandboxing exist: Java Sandboxing, Java
Webstart, Gentoo Sandbox, Norman Sandbox,
FMAC, Google Sandbox, S4G (Sandbox for
GRID). Figure 3 shows a simplified representa-
tion of the Java Sandbox Architecture.

Either they intercept systems calls: strace,
Iproc, allowing or refusing them; or they let the
application running in a virtual context, like
chroot.

Figure 3. Simplified Java sandbox architecture

Java Application

Sandbox

JVM

oS

Hardware Network
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HiPoP (Hantz, 2005) and XtremWEB (http:/
www.lri.fr/~fedak/XtremWeb) are two examples
of GRID computing systems using this concept
of sandboxing. HiPoP means Highly distrlbuted
Platform Of comPuting and is a platform entirely
written in JAVA. It performs coarse grain tasks
having dependences in a highly distributed way.
This platform relies on a P2P architecture. On
the contrary of others platforms, which use static
sandbox where permissions stay the same from
the beginning to the end of the execution of the
deamons, HiPoP uses HiPoP Dynamic Sandbox
(HDS) (Hantz, 2006).

Figure 4 shows an example of HiPoP permis-
sion attribution where the left part of the figure
is a piece of a direced acyclic graph (DAG) to
perform. When R1 has finished its execution
of the task J1, it asks (1) the resource provider a
reference of a resource to perform J2. Then the
resource provider chooses the resource R2 and
signals it (2) that R1 will contact it to perform a
task. Thus R2 will accept the connection from
R1. Without this query, R2 would reject all com-
munications from all the peers. To continue, the
resource provider advertises (3) R1 that it can

Figure 4. Dynamic permission attribution

submit its task to R2. Finally, R1 submit (4) the
task J2 to R2.

Afterthissubmission, the network permission
is automatically removed and R1 will no longer
access to R2.

Network permissions are just an example of
permissions that HiPoP takes into account, but
it also manages file permissions (tasks are only
authorized to read and write files in a temporary
directory identified by them). Moreover, tasks
can not read information on the resource system
(hostname, IP address, type of the resource, OS
used) and can not modify the administration
system like overload the security manager, added
some additional permissions.

SECURED GRID COMPUTING IN
INDUSTRY

GRID computing is developing considerably
in research centres, and companies are now us-
ing this type of technique more and more. The
multinationals find it difficult to face up to the
complex computing infrastructures which do
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not react sufficiently quickly to the evolutions
of the expectations of their activities. Currently
the majority of the professional applications are
managed inarigid way. Inanswer to this problem,
certain companies have designed an adaptable
infrastructure which shares and automatically
manages the system resources.

The users develop their applicationson GRID
architecture inside or outside the company but
use machines located in other companies which
are legally or financially dependent. For the mo-
ment, security techniques do notallow companies
to widely use machines distributed all over the
Internet.

AIM OF GRID
The aim of GRID is:

. To obtain a more efficient use of resources
inside the company or inside the group by
reserving unused machines

e Todistribute the application load by distrib-
uting the treatments on idle or underloaded
resources

e To optimize the material and software
investments by having a global view and a
policy at the company level and not only at
the service level

»  To concentrate computing power to carry
out complex calculations with powerful
modeling software

To reach this aim, it is necessary to solve
problems of security, fault-tolerance, scheduling of
tasks, datatransferand communication time. The
first two problems are the most fundamental. To
solve the first, a certain number of solutions exist
to allow authentication, integrity, confidentiality
andtomaintain replay. The second problemisalso
significant, because ina GRID structure, machines
canbreak down, canbe moved, or canbereplaced.
A solution then consists in regularly saving an
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image of the application to be able to recall it
after having to restart due to a problem.

Examples and Domains Concerned

The main American public agencies support the
Globus system: NASA, the NSF, DARPA, and in
the same way, large software distributors like IBM,
Sun, Cisco, Microsoft. GRIDXpert (http:/www.
ud.com) target 4 sectors: manufacturing, energy,
biotechnology and finance. The network game
domain canalso be approached with Butterfly.net.
Security inthe GRID is directed towards the use
of Web service technology. Microsoft’s Passport
project or Sun’s Liberty Alliance were developed
to solve security problems by using certificates.
Research laboratories have joined the companies:
INRIA with Microsoft and Alcatel. Large Data
processing companies like IBM, Sun, Microsoft,
Platform, and United Devices have taken a clear
turn in the direction of the GRID.

The GRID computing version of Oracle (http:/
www.oracle.com/technologies/grid/index.html) is
a software architecture designed to pool together
large amounts of low cost modular storage and
servers to create a virtual computing resource
which can be transparently distributed. The
resources can include storage, servers, database
servers, application servers, and applications.
Pooling resources together offers dependable,
consistent, pervasive, and inexpensive access to
these resources regardless of their location and
the period where they are needed.

Oracle 10g is managed by Oracle Enterprise
Manager 10g GRID Control, a Web-based man-
agement console that enables administrators to
manage many application servers as though they
were one, thereby automating administrative tasks
and reducingadministrative costs. Oracle 10g sup-
ports single sign on (SSO) permitting users to be
authenticated only one time to be allowed to access
servers. OracleAS 10g provides a single, unified,
standard based end-to-end security and identity
management infrastructure based on Oracle In-
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ternet Directory, OracleAS 10g Single sign-on
server and OracleAS certificate authority.

To provide a secure environment to run
enterprise applications, OracleAS 10g provides
a number of security enhancements including
comprehensive Java2 security support; SSL
support for all protocols (RMI, RMI-over-110P,
SOAP, JMS, LDAP); a least privilege model for
administrative privilege; and a comprehensive
PKI-based security infrastructure.

Platform Symphony (http://www.platform.
com/) is an enterprise providing GRID software
forfinancial services. This system allows forward-
thinking financial services firms to easily move
toatrue GRID environment where multiple users
and applications share computing resources in
virtual pools that dynamically adjust and scale
based on the priorities and needs of the business.
Platform symphony is based on the scalable
platform enterprise GRID orchestrator (EGO)
that sets the benchmark for GRID performance
and reliability across heterogeneous enterprise
environments.

DFI (http:/www.d-fi.fr) proposes atechnology
allowing users to optimize the computing power
of all the machines of a company to redistribute
them to the applications which require it, accord-
ing to their needs. This system relies on Oracle’s
GRID Control and Sun’s System Manager.

On-Demand Computing

On demand computing is an approach already in
use. Companieshave accesstoapowerful calcula-
tion resource and only pay large Computer firms
for the resources they actually use. The goal is to
adapt the power of computing, storage and also
budget. For example, the Danish company Lego
(http:/ivww.pcexpert.fr) thinks that the use of
the IBM technique “on demand” will enable it to
reduce management costs of its infrastructure by
30%. Indeed, it has one peak period at Christmas
time when it needs very significant power over

a short period. Why thus be equipped all year
long with a calculation capacity which will only
be used for one month?

Datasynapse’s GRIDServer (http://www.
datasynapse.com/solutions/gridserver.html) cre-
ates a flexible, virtual infrastructure that enables
organizationstoimprove application performance
and resiliency by automatically sharing and man-
aging computing resources across the enterprise.
GRIDServer is adaptive GRID infrastructure
software designed to virtualize compute and
data intensive applications. By creating a virtu-
alized environment across both applications and
resources, GRIDServer providesan “ondemand”
environment to provide real-time capacity for
process intensive business applications.

CONCLUSION

Computational GRID are becoming increasingly
usefuland powerful inthe execution of large-scale
and resource intensive applications. Data transit
through multiple networks and their security
can be put at risk. Network security is a hard-to-
define paradigm in that its definition varies with
the different organizations which implement it.
Security is defined by the policies that imple-
ment the services offered to protect the data.
These services are confidentiality, authentication,
nonrepudiation, access control, integrity and to
protect or to prevent against such attacks. GRID
computing has its specific security requirements
due to the nature of its domain distribution. We
are dealing with existing and the issue of trust is
very important. A certificate authority needs to
identify and authenticate a legitimate GRID par-
ticipant to other participants, without damaging
the local entities’ authority. Since Grid comput-
ing is a voluntary contribution and a trust-based
relationship between different domains, it is
importantto establish a host-based authentication
approach. Most of the time, participants speak
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to each other and identify themselves before
engaging into such a collaboration; it cannot be
an anonymous relationship.

Confined in research laboratories, GRID
Computing is finally making its entrance in the
business world. GRID computing has its specific
security requirements due to the nature of its ap-
plication domain. Large software publishers like
Microsoft, Sun, IBM or HP are developing and
offering GRID computing solutions. Thus far
thistechnique is still inside the company. Indeed,
it is too difficult to ensure security for Internet
deployment. Therefore, GRID computing is pri-
marily used inside companies or, when necessary,
between several companies by using VPN.
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ABSTRACT

Security issues of Symbian-based mobile computing devices such as PDAs and smart phones are sur-
veyed. The evolution of Symbian OS architecture is outlined. Security threats and problems in mobile
computing are analyzed. Theft/loss of the mobile device or removable memory cards exposes stored
sensitive information. Wireless connection vulnerabilities are exploited for unauthorized access to mo-
bile devices, to network, and to network service. Malicious software attacks in form of Trojan horses,
viruses, and worms are also becoming more common The Symbian OS is open for external software and
content which makes Symbian devices vulnerable for hostile applications. Embedded security features
in Symbian OS are: a cryptographic software module, verification procedures for PKI signed software
installation files, and support for the communication security protocols IPSec and TLS. The newest
version 9.3 of Symbian also embeds a platform security structure with layered trusted computing, pro-
tection capabilities for installed software, and data caging for integrity and confidentiality of private
data. Fundamental security requirements of a Symbian based mobile device such as physical protection,
device access control, storage protection, network access control, network service access control, and
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network connection security are described in detail. Symbian security is also evaluated by discussing
its weaknesses and by comparing it to other mobile operating systems. Current availability of add-on
security software for Symbian based mobile devices is outlined in an appendix. In another appendix,
measurement results on how add-on security software degrades network communication performance
of a Symbian based mobile device are presented and analyzed as a case study.

INTRODUCTION

Users of the Internet have become increasingly
more mobile. Atthe same time, mobile users want
to access Internet wireless services demanding
the same quality as over a wire. Emerging new
protocols and standards, and the availability of
WLANS, cellular data and satellite systems are
making the convergence of wired and wireless
Internet possible. Lack of standards is however
still the biggest obstacle to further development.
Mobile devices are generally more resource
constrained due to size, power and memory. The
portability making these devicesattractive greatly
increases the risk of exposing data or allowing
network penetration.

Mobile handheld devices can be connectedtoa
number of differentkinds of networks. Such wire-
less networks are cellular networks, personal area
networks (PANS), local area networks (LANS),
metropolitan area networks (MANSs) and wide
area networks (Satellite-based WANS). Network
services needed for transferring data to and from
a mobile device include among others e-com-
merce, electronic payments, WAP and HTTP
services. The network connection of a mobile
device can be based on a dial-up connection
through a cellular network (GSM, UMTYS), be
based on packetcommunicationthroughacellular
network (GPRS), be aWLAN or a Bluetooth con-
nection, or be an infrared link (IrDA). Network
connection examples are e-mailing (pop3, pop3s,
imap, imaps, smtp, smtps), web browsing (http,
https), synchronization with a desktop compu-
ter (HotSync, ActiveSync, SyncML), network
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monitoring/management (snmp), reception of
video/audio streams, and communication of any
installed application.

Realization of data services over mobile
devices offers interesting new features for the
user, but also a threat to security. A mobile de-
vice optimized for data services requires that the
terminal becomes an open platform for software
applications, i.e. the mobile device becomes more
vulnerable to attacks. Mobile computing also
requires operating systems supporting mobile
environments. Such a widely used operating
system is Symbian OS.

Symbian is a common operating system
for mobile communication devices. The most
important requirements are multitasking/thread-
ing, real-time operation of the cellular software,
effective power management, small size of the
operation system itself, ease of developing new
features, reusability, modularity, connectivity
and robustness (DIGIA Inc., 2003). The world’s
top mobile phone manufacturers with the largest
market share have chosen Symbian. According to
many analysts, the major part of operation systems
for mobile communication devices of the future
will rely on Symbian or on Windows.

In this chapter, security issues of Symbian
based mobile devices are surveyed.

BACKGROUND

Mobile computing device types are pocket PC,
also called personal digital assistant (PDA), and
smart phone. Symbian is the leading operating
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system for smart phones currently available on
the market. Symbian was founded as a private
independent company in June 1998 by Ericsson,
Matsushita, Motorola, Nokiaand Psion. Currently,
Symbianis owned by BenQ, Ericsson, Panasonic,
Nokia, Siemens AG, and Sony Ericsson. There
are both open and closed platforms based on
Symbian OS. Examples of open platforms are
the Nokia platforms UIQ, Series 60, Series 80,
and Series 90 and examples of closed platforms
are the platforms developed for NTT DoCoMo’s
FOMA handsets. The most recent version of
Symbian OS is Symbian OS v9.3. (Symbian OS
Version 9.3, 2006)

During recent years, security has become a
very importantissue when Symbian OS platforms
and applications are developed and designed.
The security threats related to data stored in the
devices, network communication, and software
installation have increased in parallel with the
evolution of the Symbian device platforms and
the increasing use of Symbian devices. Symbian
devices are becoming more commonly used also
by corporate employees for storing confidential
data. Such data are easily physically accessed if
the device is lost or stolen. Confidential data sent
to and from Symbian devices over various wire-
less network connections can be captured “from
the air” by intruders. Malware attacks are also
an increasing threat against Symbian devices.
The first Symbian worm, Cabir, was detected
in 2004. Today, there are already several known
Symbian viruses and malware threatening smart
phone users.

Security solutions for Symbian devices are
currently under ongoing development. The Sym-
bian OS provide embedded security features i.e.
underlying support for secure communications
protocols, such as TLS/SSL, and authentication
of installable software using digital certificates.
Security solutions are also developed by several
third party companies. Such solutions include
anti-virus software, personal firewalls, memory
card encryption, and access control systems.

SECURITY THREATS AND
PROBLEMS FOR MOBILE DEVICES

Today’s mobile devices offer many benefits to en-
terprises: accesstoe-mail/Internet, to customer’s
information, and to vital corporate data. These
benefits are however associated with risks such as
loss/theft of device, malicious software, unauthor-
ized access to data or device, hacking, cracking,
wireless exploit, etc.(de Haas, 2005)

Modern mobile devices, such as smart phone
and PDA computers, are small, portable and thus
easily lost and stolen. In addition they have con-
nection interfaces to several types of wireless
networks such as general packet radio service
(GPRS), wireless local area network (WLAN),
infrared data association (IrDA), and Bluetooth.
Unfortunately only few such devicesare presently
equipped with firewalls or anti-virus software.
Moreover, many mobile devices lack credible
physical and electronic access control. These
features make mobile computing devices targets
of security attacks such as (Olzak, 2005):

. Theft/loss of the device and removable
memory cards

. Malicious code

. Exploit of wireless connection vulnerabili-
ties

The most serious security threats with mobile
devices are unauthorized access to data and cre-
dentials stored in the memory of the device.

Theft/Loss of Information/Device

Obviously, by design modern mobile computers
and other types of portable devices have a higher
risk of being stolen than a nonportable device.
Many users are carrying around confidential
corporate or clientdataon mobile devices without
any protection. Often such devices cause security
risks if stolen. Often bigger loss comes from the
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loss of the data than the loss of the device itself
when the device is stolen.

Most platforms for mobile devices only of-
fer simple software-based login schemes. Such
schemes can however easily be bypassed by
reading the information from the device without
login. Accordingly, critical and confidential un-
encrypted data stored in the device memory is
an easy target for an attacker who has physical
access to the device. Encryption and authentica-
tionare therefore strongly recommended solutions
in order to avoid loss of data confidentiality, if a
mobile device is lost or stolen. (Symantec, 2005;
Hickey, 2005)

Malicious Software

Malware have constituted agrowing threat for mo-
bile devices since the first Symbian worm (Cabir)
was detected in 2004. Malware isstill notaserious
threat, but the continuous increasing number of
the mobile device users worldwide is changing
the situation. In the near future the threat might
become similar to the problems encountered in
the PC world today. Most likely the development
of malware makes especially companies to face
completely new Kinds of attacks such as Trojan
horses in games, screensavers and other applica-
tions, which attempt to make false billing, delete
and transfer data. Malicious software does not
only cause serious threats for the mobile device
itself, it may also cause a threat for the network
which the mobile device is connected to. (F-Se-
cure, 2004; Hicks, 2005)

Viruses are easily spread to an internal com-
puter network and there are several methods by
which a mobile device can be infected. Malware
can be received manually via MMS, Bluetooth,
infrared or WLAN, or by downloading and install-
ing from the Web. Current malware is primary
focused on Symbian OS and Windows based
devices. Malware may result in (Olzak, 2005):
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. Loss of productivity

. Exploitation of software vulnerabilities to
gain access to recourses and data

. Destruction of information stored ona SIM
card

. Hi-jacking of air time resulting inincreased
costs

Wireless Connection Vulnerabilities

Handheld devices are often connected to the
Internet through wireless networks such as cel-
lular mobile networks (GSM, GPRS, and UMTS),
WLANSs, and Bluetooth networks. These networks
are based on open air connections and are thus
by their nature easy to access. Furthermore,
confidential data transmitted over an unprotected
wireless network can easily be captured by an
eavesdropper. Transmitting data over wireless
networks are open doorways for hackers, outsid-
ers and causes a remarkable security risk. Data
transmitted over the air can be easily exploited,
if the networks are unprotected.

Despite the mentioned security risks, many
Bluetooth networks and especially WLANS are
stillunprotected eventoday. WLANSs have earlier
been associated with serious security vulner-
abilities because of the lack of user authentication
methods. However, today WLANSs fulfill secure
user authentication requirements, when solutions
based on the recently ratified security standard
802.11i are implemented.

For any wireless connectivity, the most effec-
tive way to ensure end-to-end security isto set up
a Virtual Private Network (VPN) channel. The
datachannelisthenencrypted. Inaddition to avoid
security risks, users should disable all wireless
network connections, including Bluetooth, infra-
redand WLAN whenever these connectionsaren’t
needed. (Taylor, 2004; Ye & Cheang, 2005)
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SYMBIAN OS ARCHITECTURE

The Symbian OS is implemented and used in
several different user interface platforms, both
open and closed. Notable is that “open” doesn’t
in this case mean that the Symbian OS source
code is publicly available. It rather means that the
APIs are publicly documented and anyone is able
to develop software for Symbian OS devices. The
latest version of Symbian is Symbian OS v9.3.
The architecture, visualized in Figure 1, has five
layers (Siezen, 2005):

*  User interface (Ul) framework

e Application services

. OS services

. Base services

. Kernel services and hardware interface

Ul Framework

The user interface (Ul) framework consists of
the Ul application framework subsystem and
internationalization support. The main objective
of the graphical user interface (GUI) framework is
to minimize Ul designer constraints by defining
as little policy as possible. This makes porting
of application user interfaces between different
Symbian phones easier. Internationalization sup-

Figure 1. Symbian OS architecture overview

port provides i.e. operating system compatibility
for various input languages.

Application Services

The application services provide application
engines for the central mobile phone applica-
tions with the purpose to ensure compatibility
between different Symbian devices. Application
services include:

. Personal information management (P1M)
services: Applications such as agenda, to-
do, and contacts

. Messaging services: Short message service
(SMS), enhanced message service (EMS),
ande-mail (including supportfor both POP3
and IMAPA4 protocols)

e Content management services

. Internet and web application support:
HTTP transport framework and WAP
stack

. Data synchronization services (OMA):
Providing the OMA (SyncML) data syn-
chronization client

. Provisioning services (OMA): Enables
the network operator to deliver settings to
the mobile device using a technique based
on the Nokia Ericsson over-the-air (OTA)

Ul Framework I
Java JIME
Application Services I
Generic Comins Services Multimedia | -, ctivity
& Graphics Services
Senvices

Base Services

Kemel Services & Hardware Abstraction
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specification and the Nokia smart messaging
specification.

Java

The Symbian OS provides a Java application
execution environment which is optimized for
mobile devices and mobile applications. This
provides compatibility with mobile device Java
applications and advanced Java applications able
to make use of capabilities of a Symbian device.
Symbian OS versions 9.1 and later support 2ME
MIDP 2.0 and CLDC 1.1.

OS Services

The OS services level is the heart of the Sym-
bian OS. These services provide important OS
infrastructure components such as multimedia
and graphics subsystems, networking, telephony,
short link protocols, security services, and PC
connectivity infrastructure.

Multimedia and Graphics Services

Multimediaand graphics services consist of mul-
timedia, OpenGL ES, and the graphics subsystem.
Multimedia services include multimedia frame-
work (MMF), mediasupportlibrary (MSL), image
conversion library (ICL), and camera support.

OpenGL for Embedded Systems (OpenGL
ES) is a subset of the OpenGL 3D graphics API
specially designed for embedded devices such as
mobile phones.

Thegraphicssubsystem implementsthe graph-
icsdeviceinterface (GDI)and providesi.e. shared
access for Symbian OS applicationsto components
such asthe screen, keyboard and pointing devices
input, bitmap fonts, and scalable fonts.

Security Services
Symbian OS v9 provides extended platform se-

curity in form of capability control of installed
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applications. This ensures the integrity of the
Symbian devices and the network, and still
enables an open environment for third party ap-
plications. Other embedded security features are
data confidentiality, integrity, and authentication
realized by providing underlying support for se-
cure communication protocols such as TLS/SSL
and IPSec. The Symbian OS security services
alsosupportauthentication of installable software
using digital signatures. Embedded security fea-
tures in Symbian OS are surveyed in more detail
in a later section

Comms Services

Networking, telephony and short link protocols
areactually subsystems of the “Comms Services”
of the Symbian OS services. The purpose of the
Comms services is to provide key frameworks
and system services for communication and
networking.

The networking services contain the key
frameworks and system services for wide area
communication. Various communication proto-
cols can be implemented through a socket inter-
face. Both IPv4 and IPv6 are supported using a
dual IP stack. A plug-in architecture is provided
for the IP stack allowing licensees to implement
extensions, such as IPSec for secure network
communication.

The telephony subsystem provides a multi-
mode API for the clients. An abstraction layer for
cellular networks is provided including support
for GSM, GPRS, EDGE, CDMA (1S-95), 3GPP2,
CDMAZ2000 1 x RTT, and 3GPP W-CDMA.

The Symbian OS services provide support for
point to point communications through the short
link services. Supported short link technologies
include Bluetooth, serial, USB, and infrared
(IrDA).
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Connectivity Services

The connectivity servicesimplementsthe connec-
tion manager and the connectivity framework. The
connection manager handles connections between
aPC anda Symbian OS device including both PC
sideand mobile device side components. Standard
TCP/IP protocols are used for data transfer.

The connectivity framework implements the
PC Connectivity toolKkit. Features of this toolkit
are:

. PC and mobile device synchronization
»  Software install from PC

. Backup and restore

. Remote file management.

Base Services

The base system services provide the program-
ming framework for all other components, than
the above mentioned. The main elements visible
for the user are the file system and the common
user libraries.

Kernel Services and Hardware
Abstraction Interface

The main functionality of the kernel services and
the abstraction interface is to ensure Symbian
OS robustness, performance, and efficient power
management. These are all essential in a mobile
phone. The kernel servicesand hardware abstrac-
tion interface include also logical device drivers.
The kernel is the core of the system and performs
i.e.memory allocation, power management, owns
device drivers, and implements the scheduling
policy. The logical device drivers provide driv-
ers and/or software controllers for devices such
as DTE serial port, DCE serial port, USB client
11, keyboard, Ethernet, etc. For more details
about the architecture of Symbian OS v9.1, see
(Siezen, 2005).

EMBEDDED SECURITY FEATURES
IN SYMBIAN

Original embedded security feature in Symbian
OS are:

. Cryptographic module with:
° implementations of symmetric algo-
rithms (DES, 3DES, RC2, RC4, and
RC5) and asymmetric cryptographic
algorithms (RSA, DSA, and DH)
°  Implementations of hash functions
(MD5, SHAL, and HMAC)
° A pseudo-random number generator
for cryptographic key generation
. Certificate management module
. Password locking of contents of multimedia-
card (MMCs) and other removable memory
cards
. Installation packet signing, see (Symbian
Signed, 2006).

IPSec and VPN support were added in Sym-
bian OS v6.0. SSL/TLS support and a content
security feature, a digital rights management
(DRM) API, were introduced in Symbian OS
v6.0. platform security features were embedded
in Symbian OS v9.1:

. To control access to sensitive operations and
to sensitive APIs.

. To provide confidentiality of private data in
a Symbian device.

e To protect the hardware and software in-
tegrity of a Symbian device. (Symbian OS,
2006)

Installation Packet Signing
Developers of Symbian applications should fol-

low the Symbian Signed procedure described in
(Symbian Signed, 2006):
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e An application developer request and gets
from VeriSign a publisher ID on a X.509
certificate for a signature key pair.

. The developer creates a SIS file and signs
it with the private key of the certified key
pair.

e The developer sends the application to a
Symbian Test House.

. If test criteria are met, then the VeriSign
certified signature is removed and replaced
by a signature created by the Symbian Root
certified private key.

e The Symbian Signed SIS file is returned to
the developer for distribution to Symbian
device users.

The Symbian Software Installer:

. Stores the Symbian Root Certificate on the
Symbian device if it isn’t already stored.

. Tries to verify the SIS file signature with
the public key on the Symbian Root Cer-
tificate.

. Installs the SIS file only if the signature is
verified.

Certificate Management

The Certificate Management module:

. Stores WTLS certificates and X.509 certifi-
cates. Certificates are used for authentication
of application developers, web servers, and
Symbian device users.

. Nerifies trust in stored certificates.

e Checks certificate revocation using the
online certificate status protocol (OCSP).
Certificate management is implemented by
methods of the CcertStore class. (Symbian
0S, 2006)

Platform Security
Platform security is based on the following con-

cepts: (EMCC Software, 2005; Shackman, 2005;
Heath, 2006):
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. Unit of Trust: The kernel, file system and
the software installer are part of a trusted
computing base (TCB)and have unrestricted
accesstothedevice’sresources. The TCBis
responsible for maintaining integrity of the
device. Other system components surround-
ing the TCB comprise a trusted computing
environment (TCE).

. Capability Model: A capability isan entity
of protection. Functionality in Symbian OS is
implemented by aset of application program-
ming interfaces. An APl needing protection
is associated with a capability. Applications
must be authorized by the Symbian Software
Installer to access the capabilities they wish
to use. Only authorized applications are
trusted to use capability protected APIs.

o Data caging: Data caging is a filing system
facility for protection of private data.

Permissions

Authorization of an application can give the ap-
plication either ‘Blanket’ permission or ‘Single
shot’permission to a Symbian API. ‘Blanket’
permission grantsacapability until the application
isuninstalled or re-installed. ‘Single shot’ permis-
sion requires end-user permission each time the
application is started. ‘Single shot’ permission
can be given to all unsigned applications and to
some Symbian Signed applications.

Capabilities

Capabilities requested by anapplication are listed
in its project definition file (MMP). Capabilities
are grouped in three sets for authorization by the
Symbian Software installer:

. “Unsigned-Sandboxed” set consisting of the
capabilities
°  Nonclassified APIs
°  ‘LocalServices’ and ‘UserEnviron-
ment” with ‘Blanket’” permission
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°  ‘Network Services’, ‘ReadUserData’,
and ‘WriteUserData’ with ‘Single shot’
permission

. “Basic” set consisting of the capabilities

‘Network Services’, ‘ReadUserData’, and

‘WriteUserData’ with ‘Blanket’ permis-

sion

. “Extended” set consisting of the capabilities

‘NetworkControl’, ‘PowerMgmt’, “Trusted-

ul’, ‘SwEvent’, “ProtServ’, ‘MultimediaDD’,

‘ReadDeviceData’, ‘WriteDeviceData’,

‘DRM’ and “SurroundingsDD’.

Applications in the “Basic” and “Extended”
sets are all Symbian Signed. The most powerful
capabilities:

*  AllFiles: Granting read access to entire file
systemandwriteaccessto private directories
of other processes.

. CommDD capability: Granting access to
communicating device drivers.

. DiskAdmin capability: Granting accessto
specific disk administration operations.

e TCBcapability: Granting unrestricted ac-
cesstoall hardware and software, including
write access to executables and shared read-
only resources are however not included in
the “Extended Set”.

A Symbian process will always get the capa-
bilities of the executable file. Capabilities cannot
change during execution. Alibrary module can be
loaded dynamically only if it has equal or more
capabilities than the calling process.

Data Caging

Data caging implements a protected directory
structure in Symbian OS:

. Sstem critical file and executable files are
stored in \Sys, which can be modified only

by the Symbian OS Kernel, File Server,
and Software Installer. Executable files are
stored in \Sys\bin, which is the only place
from which C++ programmed software can
run. A locally unique security identifier
(SID) must be contained inevery executable
file.

. Read-only resource files shared by all ap-
plications are stored in \Resource, which
can be modified only by the Symbian OS
Software Installer.

. Private data for all installed programs is
stored in \Private by the Symbian OS Soft-
ware Installer. Only the process of running
the executable file with SID=<SID> has
access to its private data in the subdirectory
\Private\<SID>\.

Other directories than \Sys, \Resource, and

\Private are not protected by data caging.

Other Platform Security Features

Security options for client/server communica-
tion are available. Every Symbian OS server
process can define and check what capabilities,
which SID, and which VID (Vendor Identifier)
are required from the calling client process. The
calling client process can check the name of the
Server process.

Anew secure backup and restore functionality
is implemented. Also file capabilities are backed
up and restored. Private data files are backed
up and restored in cooperation with the owning
process.

The data-sharing mechanism in earlier Sym-
bian OS versions has been replaced by a Central
Repository for secure storage of structured data.
Central Repository is implemented as a Symbian
OS server process, which manages the data stor-
age.
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PHYSICAL PROTECTION

Physical security involves safekeeping systems
from theft, physical and electromagnetic dam-
age, and preventing unauthorized access to those
systems (Rittinghouse & Ransome, 2004). Today,
device theft is more attractive to thieves as mo-
bile devices become smaller and more powerful
(Grami & Schell, 2005). When a stolen device is
reported, location technology can be employed to
help track down the thief. All employees should
be held responsible for taking every reasonable
precaution to ensure the physical security of
their mobile devices from theft, abuse, avoidable
hazards, or unauthorized use.

Protection of stored content against power
failures and other functional failures and pos-
sibilities to recover stored content after damage,
after a functional failure or after a not prevented
intrusion attack are highly important security
measures. Shielding the mobile device from un-
wanted wireless communication, protection of
stored content in case of theft or other loss of the
mobile device and visible ownership information
for return of a lost or stolen mobile device are
other essential security measures. When amobile
device is misplaced or stolen, it can be used to
purchase items, enabling thieves to easily com-
mit fraud. There are no safeguards against theft
of electronic cash on such devices (Hong, 2005).
Inthe near future, when many mobile devices are
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used in home automation, for instance to remotely
lock/unlock doors, insufficient physical protection
of mobile devices is also a threat to the owner’s
home security.

DEVICE ACCESS CONTROL

Itishighly importanttoimplementreliable access
control mechanisms for Symbian devicesin order
to protect the data stored in memory, since physi-
cal access control mechanisms are ineffective
due to the small size and easy portability of such
devices. There are currently no widely adopted
standards for access control in Symbian based
mobile devices. Access control servicesare mostly
provided by third party companies, see section
‘Add-on Security Software’ for examples.

Access control on a mobile device can be
implemented using a combination of the follow-
ing security services and features (Perelson &
Botha, 2004):

*  Authentication service

. Confidentiality service
. Nonrepudiation service
*  Authorization

The principle of access control in a mobile
device is shown in Figure 2.

Figure 2. The principle of access control in mobile devices

Access Control

T —

Authentication —’

Authorization

1 2

3

1. The user presents an identity (e.g. password or biometric)
2. The user's identity is confirmed
3. An authenticated user is allowd access to a resource
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Authentication

An authentication service is a system confirming
that a user, trying to access the mobile device, is
the owner of or is permitted access to the device.
There are several methods in which a user can
authenticate to a handheld device. For Symbian
devices at least the following authentication
methods are available:

. Passwords/PINs
e Visual login
. Biometrics

Visual login and biometrics are, however,
only available as add-on security hardware and
software, see Appendix 1.

PIN and Password Authentication

PIN and password authentication means pro-
tection of the device’s system using a numeric
(PIN) or alphabetic (password) combination of
digits/characters which is to be entered by the
user in order to access the system. The PIN is
typically four digits of length and is entered by
the user from a ten-digit (0-9) numerical keypad.
However, PINs are susceptible to shoulder surf-
ing or to systematic trial-and-error attacks due
to their limited length and alphabet. Passwords
are more secure than PINs since they support a
larger alphabet and increase the number of digits
in the password string. (Jansen, 2003)

In Symbian based mobile phones the user is
normally by default authenticated to the SIM and
no password/PIN protection is activated for the
device itself. This means that the whole system
of the device can be accessed by removing the
SIM and starting the device in “offline mode”.
Most mobile phones, however, provide a system
lock function. This function locks the system if
the SIM is removed or changed. This lock code
typically consists of more digits than standard

PINSs, e.g. Nokia Series 60 phones use a five digit
numerical lock code.

Visual Login

An example of a visual login method is picture
passwords. A picture password system can be
designed to require a sequence of pictures or ob-
jects matching a certain criteria and not exactly
the same pictures. For example, the user must
find a certain number of objects with four sides.
Shoulder surfing of a picture password is much
more difficult than shoulder surfing passwords
or PINs. (Duncan, 2004)

Biometrics

Biometric user authentication is based on a tech-
nology which measures and analyzes physical or
behavioral characteristics of a human. Examples
of physical characteristics utilized for user authen-
tication to Symbian devices include fingerprint,
voice, and face (Biometrics, 2006; Yoshihisa,
2005). Biometric user authentication based on
behavioral characteristics can for example be a
system analyzing the movement of the person
carrying the device (Karkimo, 2005). Biometric
user authentication systems are becoming more
and more common in Symbian devices and such
systems are currently provided by several third
party companies.

Authorization

Hitherto, user authorization has generally not
been considered to be important for Symbian
based mobile devices. Thesedevicesaretypically
personal and the authentication process infers that
the user is authorized. It has also been assumed
that all data stored on a device is owned by only
one personwho isthe device owner. Itis, however,
becoming more common that handheld devices
replace desktop and notebook computers in com-
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panies. Thismeansthatasingle device, owned by
the company, may be used by several employees
and may contain confidential company informa-
tion. Thus, the need for proper user authorization
services isbecoming moreimportant. Needed user
authorization features for mobile devices include
(Perelson & Botha, 2004):

. File masking: Certain protected records
are being prevented from being viewed by
unauthorized users.

. Access control lists: Such a list defines
permissions for a set of particular objects
associated with a user.

. Role based access control: Permissionsare
defined in association with user roles.

STORAGE PROTECTION
Storage protection of a mobile device means:

*  Onlineintegrity control of all stored program
code and all stored data

e Optional confidentiality of stored user
data

. Protection against unauthorized tampering
of stored content

Protectionshould include all removable storage
modules used by the mobile device.
The integrity of:

e The operating system code

e The program code of installed applica-
tions

. Dystem and user data

can be verified when being used by traditional
tools like checksums, cyclic redundancy codes
CRC, hashes, message authentication codes
(MAC, HMAC), and cryptographic signatures.
Only hardware base security solutions for pro-
tection of verification keys needed by MAC:s,
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HMACsand signatures provide strong protection
against tampering attacks, since a checksum, a
CRC, and a hash of a tampered file can easily be
updated by an attacker. Online integrity control
of program and data files must be combined with
online integrity control of the configuration of a
mobile device. This is needed to give sufficient
protection against attempts to enter malicious
software like viruses, worms and Trojans. Mali-
cious software can be stored in the file system of
a tampered configuration.

Confidentiality required for user data can be
granted by file encryption software. This software
also protects the integrity of the stored encrypted
files, since successful decryption of an encrypted
file is also an integrity proof.

NETWORK ACCESS CONTROL

Symbian devices support various wireless net-
work connections. Typical networks are cellular
networkssuchas 2G, 2.5G, and 3G, wireless local
area networks (WLANSs), and local connectivity
networks such as Bluetooth and IrDA.

Identification Hardware

Identification hardware contains user informa-
tion and cryptographic keys used to authenticate
users to mobile devices, applications, networks,
and network services. Common identification
hardware used in Symbian devices include:

. Subscriber identity module (SIM)
*  Public key infrastructure SIM (PKI SIM)
. Universal SIM (USIM)

SIM

A basic SIM card is a smartcard securely storing
anauthentication key identifying a GSM network
user. The SIM card istechnicallyamicrocomputer,
consisting of a CPU, ROM, RAM, EEPROM and
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Input/Output (1/0) circuits. Thismicrocomputer is
able to perform operations based on information
stored inside it, suchas performing cryptographic
calculations with the individual authentication
key needed for authenticating the subscriber. The
SIM card also contains storage space fori.e. Short
message services (SMS) messages, multimedia
messaging system (MMS) messages, and a phone
book. The use and content of a SIM card is pro-
tected by PIN codes (Rankl & Effing, 2003).

PKI SIM

A PKI SIM card is a basic SIM with PKI func-
tionality. A RSA coprocessor is added which
performs public key based encryptionandsigning
with private keys. The PKI SIM card contains
space for storing private keys and certified public
keys needed for digital signatures and encryption
(Setec, 2006).

Figure 3. GSM authentication and key agreement

USIM

AUSIM cardisaSIMused in 3G mobile telephony
networks, such as UMTS. The physical size of a
USIM card is the same as a basic 2G GSM SIM
card, but USIM is based on a different type of
hardware. USIM isactually anapplicationrunning
on a UICC (Universal Integrated Circuit Card).
The USIM stores a pre-shared secret key as the
basic SIM (Lu, 2002).

Cellular Networks
2G and 2.5G
User authentication in 2G (Second Generation,

GSM) and 2.5G (“Second and a half” generation,
GPRS) networks is handled by a challenge/re-
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sponse based protocol. Every mobile station (MS)
sharesasecret key Kiwith its home network. This
key is stored in the SIM card of the MS and the
authentication centre (AuC) of the home GSM
network. Ki is used to authenticate the MS to the
visited GSM network and for generating session
keys needed for encrypting the mobile com-
munication. The authentication process, shown
in Figure 3, is started by the mobile switching
centre (MSC) which requests an authentication
vector from the AuC of the home network of
the MS. The authentication vector, generated by
the AuC, consists of a challenge/response pair
(RAND, RES) and an encryption key Kc. The
MSC of the visited network sends the 128-bit
RAND to the MS. Upon receiving the RAND,

Figure 4. UMTS authentication and key agreement
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the MS computes a 32-bit response (RES) and
an encryption key Kc using the received RAND
and the Ki stored in the SIM. The calculation is
processed withinthe SIM. The MS sendsthe RES
back to the MSC. The MSC verifies the identity of
the MS by comparing the received RES from the
MS with the received RES from the AuC. If they
match, authentication is successful and the MSC
sends the encryption key Kc to the base station
serving the MS. Then the MS is granted access to
the GSM network service and the communication
between the MS and the base station is encrypted
using Kc (Meyer & Wetzel, 2004).

2G and 2.5G networks provide reasonably
secure access control mechanisms. However,
lack of mutual authentication is a considerable
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vulnerability. An attacker could setup a false base
station and imitate a legitimate GSM network.
As a result, i.e. the Ki could be cracked and the
attacker could impersonate a legitimate user.
(GSM, 2006)

3G

Theauthenticationand key managementtechnique
used in 3G (third generation/UMTS) networks
is based on the same principles as in GSM net-
works, see Figure 4. A secret authentication key
is shared between the network and the MS. This
key is stored on the USIM of the MS and in the
AuC of the home network.

Unlike in GSM networks, UMTS networks
provide mutual authentication. This means that
not only the MS is authenticated to the GSM net-
work but the GSM network is also authenticated
to the MS. This protects the MS from attackers
trying to impersonate a valid network to the
MS. Network authentication is provided by a so
called authentication token AUTN. The MSC
(Mobile Switching Centre) of the visited network
sends the AUTN together with the authentication
challenge to the MS during the authentication
process. Upon receiving the AUTN, containing a
sequence number, the MS checks whether it is in
the right range. If the sequence number is in the
rightrange the MS has successfully authenticated
the network and the authentication process can
proceed. The MS computes an authentication
response, here called RES, and encryption and
integrity protection keys, called CK and IK, and
send these back to the MSC. The MSC verifies
the identity of the MS by checking the correctness
of the received RES.

Upon successful authentication, the MSC
sends the encryption key CK and integrity key
IK to the UMTS base station. The MS isnow able
to communicate with the UMTS network and the
communication between the MS and the base
station is encrypted with CK and the integrity is
protected with IK. (Meyer & Wetsel, 2004).

Local Connectivity Networks
IrDA

Symbian includes three different APIs for IrDA
(Infrared Data Association) connections:

. IrDA Sockets for socket based communica-

tion
. IrDA Serial for serial communication
. IrTranP for communication with digital

cameras and printers.

The IrDA standard doesn’t specify any access
control or other security features. However, since
infrared connections work with the line-of-sight
principle, access is easily controlled by physical
security measures. (Symbian OS, 2006)

Bluetooth

Bluetooth is a technique providing a wireless
medium for transmitting data and voice signals
between electronic devices over a short distance.
The specification is defined by the Bluetooth SIG
(Special Interest Group). SIG involvesa Bluetooth
Security Experts Group, which is responsible for
the security issues. The security is based on three
different services, authentication, authorization,
and encryption. The Bluetooth devices can be set
in one of three different security modes:

. Security mode 1: No security measures

. Security mode 2: Security measures based
on authorization

. Security mode 3: Authentication and en-
cryption

Bluetooth performs device authentication (not
user authentication) based onachallenge/response
process which can be either unidirectional or mu-
tual. The devices are authenticated using secret
keys called link keys. These keys are generated
either dynamically or through a process called
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pairing. When dynamical generation of the link
key is used, the user is required to enter a passkey
each time a connection is established. The same
passkey must be entered in both connecting de-
vices. When pairing is used, a long-term, stored
link key is generated from a user entered passkey,
which can be automatically used from several
connection sessions between the same devices.

Bluetooth access control also provides an
authorization service. The authorization service
allowsaBluetooth device to determine whether or
not another device is allowed access to a particu-
lar service. Authorization includes two security
concepts: trust relationships and service security
levels. Three different levels of trust between
devices are allowed by the Bluetooth specifica-
tion: trusted, not trusted, and unknown. By using
combinations of authentication and authorization,
Bluetooth provides three service levels as shown
in Table 1.

A major weakness in Bluetooth access control
is the lack of support for user authentication. This
means that a malicious user can easily access net-
work resources and services with a stolen device.
Furthermore, PIN codes are often allowed to be
short which is susceptible to attacks. However,
the coverage range of a Bluetooth network is
very short. This means that malicious access to
a Bluetooth network can mostly be prevented by
use of physical access control measures.

For more detailed information about access
control in Bluetooth networks, see the official
Bluetooth wireless info site (Bluetooth, 2006).

Table 1. Bluetooth service levels

Security of Symbian Based Mobile Devices

WLAN

WLANS provide wireless high speed Internet
connections and are supported by some Symbian
smart phones. Implementation and use of secure
access control mechanisms is essential in order
to protect WLANSs from unauthorized network
access, since WLANS are by their nature easy
to access and are unable to protect by physical
security measures. WLANS were earlier associ-
ated with serious security vulnerabilities. One of
the most significant concerns has been the lack
of proper user authentication methods. Today,
WLANS provide acceptable security through the
recently ratified security standard 802.11i.

Access Control Mechanisms Defined
in the 802.11 Standard

The authentication mechanisms defined in the
original WLAN standard 802.11 are weak and
not recommended. The 802.11 standard only
provides device authentication in form of the use
of static shared secret keys called wired equiva-
lent privacy (WEP) keys. The same WEP key is
shared between the WLAN access point and all
authorized clients. WEP keys have turned out to
be easily cracked with cracking software, which
is widely available in Internet. If a WEP key is
cracked by an intruder, the intruder gets full ac-
cess to the WLAN.

WEP authentication can be strengthened using
MAC filters and by disabling SSID broadcasting
on the access point. These measures, however,
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still don’t provide needed level of security. SSIDs
are easily determined by sniffing probe response
frames from an AP. MAC addresses are easily
captured and spoofed.

Access Control Mechanisms Defined
in the 802.11i Standard

The recently ratified WLAN security standards
WPA and WPA2 address the vulnerabilities of
WEP. WPA, introduced at the end of 2002, is a
subset ofthe 802.11istandard, and WPA2, ratified
in the summer 2004, provides full 802.11i sup-
port. The difference between WPA and WPA2
is the way how the communication is encrypted.
Furthermore, WPA2 provides support for ad-
hoc networks which is missing in WPA. User
authentication in WPA and WPAZ2 are based on
the same techniques. WPA is currently supported
in a few available Symbian smart phone models.
WPA2, however, is presently supported only in
the most recent model of Nokia Communicators,
Nokia 9300i (Wi-Fi, 2006).

Access Control Based on Pre-Shared
Keys

802.11i provides two security modes: home mode

and enterprise mode. 802.11i home mode is as
WEP based on a shared secret string, here called

Figure 5. 802.1X authentication in unauthorized state

pre-shared key (PSK). The difference compared
to WEP is that the PSK is never used directly as
an input for data encryption algorithms. 802.11i
home mode is suitable for small WLAN environ-
ments, such as small office and home WLANSs
where the number of users is low.

802.1X Port Based Access Control

For large enterprise WLAN environments
802.11i enterprise mode is recommended. This
security mode utilizes the 802.1X standard for
authenticating users. IEEE 802.1X is a standard,
originally designed for LANSs, to address open
network access. 802.1X has three different com-
ponentsinvolved: supplicant (client), authenticator
(WLAN AP) and authentication, authorization,
and accounting (AAA) server. The supplicantisa
user or client who wants to be authenticated. The
supplicantaccessesthe network viathe authentica-
tor which is, in case of a WLAN, a wireless AP.
The AAAserver, typically aremote authentication
dial-in user service (RADIUS) server, works as a
backend server providing authentication service
to an authenticator. The AAA server validates
the identity and determines, from the credentials
provided by the supplicant, whether the supplicant
is authorized to access the WLAN or not.
During the authentication process, the au-
thenticator works as an intermediary between the
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supplicantand the AAA server passingauthentica-
tion information messages between these entities.
Until the supplicant is successfully authenticated
onthe AAA server, only authentication messages
are permitted between the supplicantandthe AAA
server through the authenticator’s uncontrolled
port. The controlled port, through which a sup-
plicant can access the network services, remains

Figure 6. 802.1X authentication in authorized state
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in unauthorized state, see Figure 5. As a result
of successful authentication, the controlled port
switches to authorized state, and the supplicant
is permitted access to the network services, see
Figure 6.

802.1X binds the extensible authentication
protocol (EAP) protocol which handles the trans-
portation of authentication messages between the
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supplicant and the AAA server. The authentica-
tion message exchange is performed over the link
layer, using device MAC addresses as destination
addresses. A typical EAP authentication conver-
sation between a supplicant and an AAA server
ina WLAN is shown in Figure 7.

EAP supports the use of a number of authen-
tication protocols, usually called EAP types.
The following EAP types are WPA and WPA?2
certified (Wi-Fi, 2006):

. EAP-transport layer security (EAP-TLS)

*  EAP-tunneledtransportlayersecurity (EAP-
TTLS)

. Protected EAP version O/EAP-Microsoft
challenge authentication protocol version
2 (PEAPVO/EAP-MSCHAPV2)

. PEAPVL/EAP-Generic TokenCard (PEAPVL/
EAP-GTC)

» EAP-SIM

EAP-TLS, EAP-TTLS and EAP-PEAP are
based on PKlauthentication. EAP-TTLSand EAP-
PEAP however only use certificate authentication
for authenticating the network to the user. User
authentication is performed using less complex
methods, such as user name and password. EAP-
TLS provides mutual certificate based authentica-
tion between wireless clients and authentication
servers. This means thata X.509 based certificate
is required both on the client and authentication
server for user and server authentication.

EAP-SIM is an emerging EAP authentication
protocol for WLANS and is recently supported
by several WLAN Hotspot environments. This
standardisstillan IETF draft. EAP-SIM is based
on the existing GSM mobile phone authentication
system and the SIM. A WLAN user is thus able
to authenticate to the network using the secret
key and algorithms embedded on the SIM card.
In order to implement EAP-SIM authentica-
tion in a WLAN, a RADIUS server supporting
EAP-SIM and equipped with a GSM/MAP/SS7

(GSM/Mobile Application Part/Signalling System
7) gateway is needed. Additionally the WLAN
clientsoftware mustsupportthe EAP-SIM authen-
tication protocol. During the EAP authentication
process, the RADIUS server contacts the user’s
home GSM operator through the GSM/MAP/SS7
gateway and retrieves the GSM triplets used to
authenticate the user. The triplets are sent to the
wireless client, via the AP, and if the supplicant
and the user’s SIM card are able to validate the
GSM triplets, the RADIUS server requests the
AP to grant the client network access.

For further reading about WLAN access con-
trol and security (see Pulkkis, Grahn, Karlsson,
Martikainen, & Daniel, 2005).

ACCESS CONTROL FOR
APPLICATIONS AND
NETWORK SERVICES

Typical network services transferring confidential
data to and from a Symbian devices are E-com-
merce and electronic payments. These services
normally run over HTTP and WAP connections.
This section concentrates on access control in
such connections as well as local applications
handling confidential data.

Local Applications

Symbian OS doesn’t support individual user
accounts and has no concept of user logon at
operating system level. Mobile applications, han-
dling confidential data, should thus require user
authentication before access to the application is
granted. Applications should also support “ses-
sion timeout” for the case that a mobile device
is lost or stolen, while the device user is logged
in to an application. This means that a limited
time is specified for which an application can
be inactive before re-authentication is required
(DevX, 2006).
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Client/server Applications

Symbian OS provides the possibility to develop
tailor made client/server applications based on
socketcommunication. SSL socketsare supported
providing mutual certificate authentication. X.509
based certificates are supported in Symbian de-
vices and a certificate management application
and certificate validation module is embedded in
the operating system (Siezen, 2005).

Typical client/server applications are WAP
andHTTP services. The communication between
the WAP/HTTP browser residing on the Symbian
device and the WAP/HTTP server consists of
two parts:

1.  Thewirelessconnection betweenthe mobile
device and its mobile carrier

2. Thelnternetconnection betweenthe mobile
device and the Internet host/server via the
mobile carrier

The security of the first mentioned connection
is based on hardware level security, and cannot
be affected by application developers. The second
mentioned connection is, however, to be secured
at the application level.

Security of Symbian Based Mobile Devices

WAP Connections

Wireless application protocol (WAP) is an open
standard for applications residing on mobile de-
vices. The protocol is currently widely used in
Symbian smart phones, also for confidential data
transmissions. Thus, security isanimportantissue
for the WAP protocol. WAP security protocols
and specifications are being developed by the
WAP Forum (Open, 2006). The evolution of WAP
security specifications is shown in Figure 8.

WTLS

The security in WAP versions 1.0 and 1.1 mainly
relies on the wireless transport layer security
(WTLS) protocol. This protocol is designed to
provide privacy, data integrity and authentication
between two communicating WAP applications.
WTLS is derived from transport layer security
(TLS) and optimised for low-bandwidth bearer
networks with relatively long latency. WTLS pro-
vides similar functionality as TLS 1.0 and adds
new featuressuch asdatagramsupport, optimised
handshake and dynamic key refreshing. WTLS
offers three levels of security:

Figure 8. The development of WAP security specifications
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e WTLS class 1: An encrypted channel is
used, but no authentication takes place.

. WTLS class 2: Certificate authentication
of the server is used but the client is au-
thenticated using alternative means, such
as username/password.

. WTLS class 3: Both client and server are
authenticated using certificates. (Open,
2006)

WMLScript and WIM

WAP Forum introduced two new initiatives in
WAP version 1.2 to address the lack of both
nonrepudiation services and real end-user au-
thentication in earlier WAP versions:

WMLScript (wireless markup language
script) Crypto Library
*  WAP identity module (WIM)

WMLScriptprovides cryptographic function-
ality of a WAP client (WAP Forum WMLScript,
2001). It defines a signature interface to digitally
sign application data with mobile devices.

WIM is used in WTLS and in application
level security functions (WAP Forum, 2001). The
main function of WIM is to store and process
user identification and authentication informa-
tion, such as private keys. An example of a WIM
implementation is a combination with SIM (Sub-
scriber Identity Module) of a mobile phone. This
combined SIM and WIM is called S/WIM.

TLS/SSL

SSL/TLS are security protocols for secure
communication in Internet based client/server
applications. WAP 2.0 adopts TLS as security
protocol and supports the tunnelling of SSL/TLS
sessions through a WAP proxy. TLS/SSL in WAP
2.0 replaces the WTLS protocol.

WPKI

Wireless Public Key Infrastructure (WPKI) is a
PKI specification for mobile environments. This
specification is supported since WAP version 2.0.
WPKI mainly describes the establishment and
maintenance of authentic bindings between entity
identifiers and public keys (Open, 2006).

HTTP Connections

For HT TP-based client/server applicationsthe SSL
protocol is a simple and secure way for providing
mutual authentication. Examples of applications
and systems using SSL are:

. Web browsers for secure communications
with web servers (HTTPS)

. E-mail client software for secure reading of
e-mail messages on e-mail servers

. Secure electronic transactions (SET), a pro-
tocol for secure financial transactions and
secure use of credit cards on the Internet

SSL supports mutual authentication based on
X.509 certificates. The Symbian operating system
integrates supportfor this protocol. Browsers sup-
porting HTTPS connections are available also in
Symbian devices.

NETWORK CONNECTION
SECURITY

Connection security means (Markovski & Gusev,
2003):

*  Availability of data communication

. Mutual authentication of communicating
partners

. Integrity of data communication

. Possibility of confidential data communica-
tion
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. Intrusion prevention/detection
. Malware rejection

Essential for fulfilment of all these security
requirements in a mobile device are security set-
tings and commitment to security policy rules
controlled by centralized security management
software.

Availability of data communication to/from
a mobile device is achieved if the connection
network is operational and can reject denial-of
-service (DoS) attacks.

Mutual authentication of communicating
partners can be achieved by:

. Using SSH, VPN or SSL software

. Using IEEE 802.1X/EAP-TLS in WLAN
connection networks

. USIM cards in UMTS cellular networks

Integrity and confidentiality of data commu-
nication is achieved by:

. Using SSH, VPN or SSL software

e Security protocols WPA and WPA2 in
WLAN connection networks

. SIM, USIM, PKI SIM, ISIM cardsincellular
mobile networks (GSM, GPRS, UMTS)

Intrusion prevention/detection is achieved
by:

. A traffic filtering firewall

. Logging of connection attempts

e Security audits based on communication
event logging, analysis of logged informa-
tion, alerts and alarms

. Control of remote synchronization (Palm
OS/HotSync, Windows CE & Windows
Mobile/ActiveSync, Symbian OS/SyncML
based)

. Shielding the mobile device from unwanted
wireless communication with electro-
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magnetic shielding bag. (MobileCloak™,
2006)

Malware rejection is achieved by using anti-
virus software and anti-spyware.

Basic Communication Security

Basic communication security of amobile device
can be defined as intrusion prevention and mal-
ware rejection. The basic intrusion prevention
tool is a configurable firewall with communi-
cation event logging and alert messaging. The
basic malware rejection tools are anti-virus and
anti-spyware with suspicious event alarming
features. The core of a malware rejection tool isa
malware recognition database. Malware rejection
tool providers constantly update this database
and the updated malware recognition database is
available to malware rejection tool users through
some network connection. An installed malware
rejection tool should always use the latest update
of the malware recognition database. Anti-virus
software for mobile devices is delivered for
example by (Symantec Corporation, 2006) and
(Kaspersky, 2005).

Authentic Data Communication

Authentic datacommunication is based on mutual
authentication of communicating parties. In 2G
cellular networks (GSM Data) authentication is
unidirectional. The mobile device isauthenticated
to the cellular network by use of the shared secret
key in the SIM card. Mutual authentication, for
example based on public key certificates, is how-
ever possible for packet data communication in
GSM networks (GPRS) in addition to PIN based
GSM authentication. In3G cellular networks, like
UMTS, authentication is mutual, the mobile device
and the network are authenticated to each other
by the authentication and key agreement (AKA)
mechanism. (Cremonini, Damiani, de Vimercati,
Samarati, Corallo, & Elia, 2005)



Security of Symbian Based Mobile Devices

InaWLAN authentication is mutual for WPA
and IEEE 802.11i (WPAZ2). The authentication of
a mobile client is based on presented credentials
and information registered in an AAA server.
The authentication protocol, EAP, also requires
authentication of the AAA server to the mobile
client. (Pulkkis, Grahn, Karlsson, Martikainen &
Daniel, 2005). Also a Bluetooth connection canbe
configured for mutual authentication. The default
security level of a Bluetooth service is:

. Incoming connection: Authorisation and
Authentication required,

. Outgoing connection: Authentication re-
quired. (Muller, 1999)

Integrity and Confidentiality of Data
Communication

Confidentiality and integrity of all data communi-
cationtoand from cellular mobile networks (GSM,
GPRS, and UMTSY) is provided by the security
hardware of SIM/USIM/PKI SIM/ISIM cards in
mobile devices. For data communication through
other network types (WLAN, Bluetooth, IrDA)
connection specific security solutions must be
installed, configured, and activated. Alternatively,
end-to-end security software like VPN and SSH
must be used. Available PDA VPN products are
referred to in (Taylor, 2004, Part V).

For WLAN connections available solutions
for confidentiality and integrity of all data com-
munication are WEP, WPA, and IEE 802.11i
(WPAZ2). WEP security is however weak, since
WEP protection can be cracked from recorded
WEP protected datacommunication (WEPCrack,
2004).

For Bluetooth connections link level security
corresponding to security mode 3 should be used
(Sun, Howie, Koivisto & Sauvola, 2001).

Connection Security Management

Security settings and commitment to security
policy rules should be controlled by centralized
security management software. Security audits
based on:

. Communication event logging
. Analysis of logged information
e Alertsand alarms

should be performed with timed and manual
options. When necessary, amobile device should
be shielded from unwanted wireless communica-
tion with an electromagnetic shielding bag.

Special attention should be paid to control
of remote synchronization (Palm OS/HotSync,
Windows CE & Windows Mobile/ActiveSync,
Symbian OS/SyncML based). Remote synchro-
nization should be disabled when not in use. Also
mobile devices should have basic communication
security features like:

. Personal firewalls

*  Antimalware protection software with up-
dated malware recognition data

. Latest software patches installed

Use and attempts to use remote synchro-
nization ports (see Table 2) should be logged
and alerts and alarms should be triggered by
unauthorized use or usage attempts. Passwords

Table 2. TCP and UDP port used by synchronization software

TCP Ports Used

UDP Ports Used

Activedync

290, P98, S67E, 5079

Hot3yne 14237, 14238

14237

SynchiL bazed 20 Chitg
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used by synchronization software in desktop and
laptop computers should resist dictionary attacks
and the PC/Windows option to save connection
passwords should not be used.

ADD-ON SECURITY SOFTWARE

Several security products are available for solv-
ing security problems associated with Symbian
OS based mobile devices. The security products
are designed to solve individual or more com-
prehensive security problems. Following list of
the product groups reveal versatility of Symbian
OS based smart phone security solutions (Taylor,
2004, part 111; Douglas, 2004):

e Authentication solutions

. Encryption software

. Anti-virus and firewall software
e VPN software

. Forensic analysis software

e Wireless security software

. Multifunctional software

Add-on security software products for Sym-
bian OS are presented in Appendix A.

EVALUATION OF SYMBIAN
SECURITY

This section concentrates on evaluating the secu-
rity of the Symbian OS by discussing its weak-
nessesand by comparing Symbianto other mobile
device operating systems. A case study with
security software performance measurements for
Symbian OS is presented in Appendix B.

Security Weaknesses
Symbian based mobile devices do not provide

all the security features required by corporate
security policies. Major weaknesses include:
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e Lack of user authorization

. No access controls in the file system

. Insufficient protection against malicious
applications

Symbian devices are designed to be personal
and it is thus assumed that all the data stored on
the devices is owned by the person using it. This
causes problems when the device is owned by a
company and it is used by many employees. In or-
dertomeetcorporate access control requirements,
Symbian devices should provide authorization
features such as file masking, access control lists,
androle-based access control. These authorization
features are however currently missing (Perelson
& Botha, 2004).

Malicious software is a growing threat for
Symbian devices. Although Symbian provide an
application signature feature (Symbian Signed)
it does not provide a complete protection against
malicious code. Viruses and other malicious soft-
ware are usually transmitted to a mobile phone as
SIS installation files. If the installation file is not
digitally signed by atrustedthird party, the system
will notify the user about it. Nevertheless, in case
the user chooses to install the application anyway,
the Symbian OS provides no protection against it
after it has been installed. An installed applica-
tion has full access to delete or change any file in
the file system. A Symbian application signed by
a trusted authority is neither 100% secure. The
installation and the application file are tested by
the authority by analyzing the functionality, but
the authority has no access to the source files.
Malicious functions of an application can thus
be programmed to be activated after a certain
time period. As a result, these functions will not
be discovered during the test phase (Smulders,
2004).



Security of Symbian Based Mobile Devices

Comparison to other Mobile Device
Operating Systems

Symbian, Palm OS, and Windows Mobile are cur-
rently the most common mobile device operating
systems. Inthis section the main security features
of these operating systems are briefly discussed
and compared. In the comparison, only inherent
security features are compared. Add-on security
software is not taken into account.

Windows Mobile

Windows Mobile is an operating system com-
bined with a suite of basic applications for mobile
devices based on the Microsoft Win32 API. The
Windows Mobile OS runs mainly on two different
kinds of devices: Pocket PCs and Smartphones.
The main security features of Windows Mobile
include (Microsoft, 2006):

e Authentication functionality

. Data encryption

. Application-level encryption

. Information service encryption
. Network-level encryption

Authentication Functionality

Windows Mobile supports 4-digit device pass-
wordsand in Pocket PC also astrong password op-
tionwith 7 or more alphanumeric and punctuation
characters. Windows Mobile authentication func-
tionality also provide SIM lock for GSM devices,
SSL and PCT for secure Web site authentication,
CHAP, MS-CHAP and PAP protocols for VPN
authentication, WTLS class 2 for secure WAP,
and file signing for code/application authentica-
tion. The local authentication subsystem (LASS)
is a new feature since Windows Mobile 5.0. It is
an OS feature that separates user authentication
fromtheapplicationand its authentication method.
LASS provides plug-in modules for additional
authentication methods such as biometric and

smartcard authentication. Windows Mobile also
provides a unique security feature known as
Role-Based Access Control. This feature, how-
ever, doesn’t provide any organizational roles for
users. The role-based access control is used for
assigning roles for over-the-air (OTA) messages
and determine which Windows Mobile device
resources the messages has access to.

Data Encryption

In Windows Mobile handheld devices sensitive
data can be stored in a relational database (SQL
Server CE). The stored data is protected with
128-bit encryption and a password. This feature
is only supported in Pocket PC.

Application Level Encryption

For application and network communication pro-
tection, the Windows Mobile platform provides
various encryption algorithms including:

. Stream-based encryption algorithms:
RC2 and RC4

. Block cipherencryptionalgorithms: DES
and 3DES

. One-way hashingalgorithms: MD2, MD4,
MD5, SHA-1, MAC, and HMAC

. Digital signature encryption using RSA
public-key algorithm

A library called CryptoAPI also support the
use of 128-bit encryption by developers for in-
tegrating encryption into their applications and
communications.

Information Service Encryption

The Microsoft Exchange software with integrated
Server ActiveSync provides technology for en-
crypting e-mail, calendar, and contacts data and
for synchronizing such databetween the Windows
Mobile device and the server. Microsoft Exchange
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alsoprovides WTLSencrypted browsing over the
Internetwhen using a WAP-enabled browser. The
method used for protecting data synchronization
is SSL 128-bit end-to-end encryption.

Network-Level Encryption
Windows Mobile provides the following types of
network-level encryption for protecting datatrans-

mitted over the Internet and wireless networks:

e VPN protocol support: PPTP, IPSec, and

IPSec/L2TP

e Secure access to Web sites: SSL (HTTPS)
and PCT

. Secure access to WAP sites: WTLS class
2

. Secure wireless LAN connectivity: VPN,
WEP, and WPA

Palm OS

Palm OS is a compact operating system designed
for PDAs. The current latest version is Palm OS
Cobalt 6.1. Main security features of Palm OS
are (PalmSource, 2006):

e Authorization and authentication manager
. Cryptography provider manager (CPM)

e Secure communication

. Data synchronization and backup

Authorization and Authentication
Manager

The authorization and authentication manager
provides access control to the Palm OS devices.
The authorization manager provides a file mask-
ing feature. This feature enables applications to
specify a set of rules that must be met in order to
access data on the device. As a result any stored
data, application code, or kernel resource can be
protected.
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The authentication manager handles tokens
used for verifying device access such as: pass-
words, PINs, or pass-phrases. Authentication
manager also provides an option for developers
to incorporate advanced authentication methods
such as biometrics (handwriting, voice recogni-
tion, fingerprints, etc.) and smart cards. A code
signing feature is also supported. Code signing
ensures that only applications with a valid digital
signature can access certain data and resources.

CPM

The CPM provides a system-wide suite of crypto-
graphic services for securing data and resources
on a Palm OS device. The encryption services
are available to any written application which
needs to take advantage of these services. 128-bit
encryptionisastandard feature of the CPM. Palm
OS has a partnership with RSA Security (one of
the leading encryption providers in the security
industry) and through the partnership Palm OS
includes RC4, SHA-1, and signature verification
using RSA-verify. The CPM also incorporates
a plug-in cryptographic architecture, allowing
developers to incorporate other encryption algo-
rithms such as AES through a suite of APIs.

Secure Communication

Forextending encryption servicestocommunica-
tion, networking, and e-commerce applications
Palm OSincorporates SSL/TLS providing secure
end-to-end connections over the Internet using
128-bit SSL encryption. The RC4 encryption al-
gorithm is a standard feature in Palm OS and it is
used for encrypting data transmissions. Palm OS
also support unique device identification, based
on the Flash 1D, mobile access number (MAN),
and electronic serial number (ESN), for network
access. Accessto VPN networksand WPA secured
WLAN access is possible through the use of third
party client software.
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Analysis

Symbian OS has several security features in
common with Palm OS and Windows Mobile.
They are all based on a modular design which
enables mobile device manufacturers to choose
what OS features they want to implement. The
operating systems provide basic security services
such as authentication and encryption while user
authorization is not considered to be important.
The mostimportantsecurity features of Symbian,
Palm OS, and Windows Mobile are presented in
Table 3. (Perelson & Botha, 2004)

FUTURE TRENDS

The growth of the Internet, e-commerce and m-
commerce has dramatically increased the amount
of personal and corporate information that can be
captured or modified. In the near future ubicomp
systemswill accentuate thistrend. Anincrease in
privacy and security risks is expected, not only
with the emergence of mobile devices, but also
with sensor-based systems, wireless networking
and embedded devices.

Within the mobile field, emerging technolo-
gies like RFID (Radio Frequency IDentification),
ZigBee, Wireless USB (Universal Serial Bus),
Wireless UWB (UltraWide Band), cellular mobile
fourth generation (4G) systems, location determi-

nation, adaptive modulation and coding (AMC),
digital signal compression, biometrics, Internet
protocol (IPv6), mobile ad-hoc networks, mul-
tiple-input multiple output (MIMO), orthogonal
frequency division multiplexing (OFDM), turbo
codes, dataencryption technologiesamong others
will have a severe impact on the deployment of
ubicomp systems and on their security features.
These emerging technologies will impose new
security featuresand the information society of the
future will be much more difficult to keep secure.
As an example of an emerging application we
mention digitalrights management (DRM). DRM
is any of several technologies used by publishers
to control access to digital data and hardware in
order to handle usage restrictions.

Ubicomp technologies will probably suffer
from the same sorts of unforeseen vulnerabili-
ties that met the Internet society. In the ubicomp
world existing security models will be obsolete.
In comparison to the Internet the burden of se-
curity and privacy is increasingly falling on the
user (Hong, 2005).

Privacy, security and trust issues are and will
be of major importance. Collection of personal
data, usage tracking and sharing of knowledge
about a user’s location with third parties are typi-
cal examples of privacy violation that need to be
prevented. Personal information collected by
business corporationsand governmentsisalready
strictly regulated in many countries.

Table 3. Inherent security features of the major mobile device operating systems

Windows | Symbian | Palm OS
Mohile O8s

Passwords H X X
Biometrics H X
Aute Logout ¥ 3 3
File Mazking X
Aecess Control Lists

Eole-Based Access Control X

Encryption H 3 3
Synchronisation X X X
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The success of many services like m-com-
merce is dependent on the underlying mobile
technology. Enhanced wireless security requires
technological improvements like higher comput-
ing speed and higher data rates of the mobile
devices in order to compensate for additional
overhead and increased complexity. On a more
general level, both active and passive security
threats need to be prevented by a combination
of proactive and reactive methods. A proactive
method attempts a priori to prevent an attack
in the first place and a reactive method detects
security threats and reacts accordingly (Grami
& Schell, 2005).

The adoption of many mobile services like
m-commerce will not be realized until the level
of user trust will rise. Typical examples that have
an impact on the wireless service performance
and on the level of trust are dropped calls, busy
signals and dead spots (Grami and Schell, 2005).
Issues of health and safety due to electromagnetic
radiation in mobile devices will also affect the
level of trust. All reliability and security risks in
ubiquitous computing systems cannot be avoided
but better security models and interaction tech-
nigues can be developed to preventand minimize
foreseeable threats.

CONCLUSION

The popularity of Symbian based mobile comput-
ing devicesisconstantly growing inboth corporate
and private use. Smart phones and PDASs are in
many companies replacing desktop and laptop
computers. As a result, it is becoming more and
more common that confidential data is stored
in mobile devices. Symbian devices have also
interfaces for various wireless network types.
Wireless network access can be based onadial-up
connection to a cellular network (GSM, UMTYS),
on packet communication to a cellular network
(GPRS), ona WLAN connection, on a Bluetooth
connection, or on an infrared link (IrDA). With
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these network connections Symbian devices can
use several network service types such as web
services (HTTP or HTTPS), WAP services, e-
commerce, and electronic payment services.

In parallel with the growing popularity, secu-
rity threats against Symbian devices and against
datacommunicationtoand from Symbian devices
have also been constantly growing. The most
serious security issues are related to protecting
data and user credentials stored in the mobile
devices. Due to the small size and portability of
the Symbian devices access control is difficult to
manage physically. Furthermore, Symbian does
not provide proper user authentication systems at
the OS level. Symbian devices do not provide all
the security features required by corporate secu-
rity policies. They where originally designed for
private use, andthuslack proper user authorization
mechanisms such as file masking, access control
lists, and role-based access control. Symbian
devices also face threats due to openness. Open
means in this case that the operating system is
open for external software and content. Malicious
software, such as Trojan horses, viruses, and
worms has also started to emerge. A comparison
study shows that Symbian provides quite similar
security featuresthan its mostimportant competi-
tor operating systems, Windows Mobile and Palm
OS. Neither the security features nor the security
flaws significantly differ from each other within
these operating systems.

The security threats must be seriously taken
into account when mobile applications are de-
signed and when mobile devices are used for
storing and transmitting sensitive data. Some
security features are provided by Symbian OS.
These features do not cover all security needs,
even though Symbian devices implement many
security standards and protocols for wireless
networking. There are, however, several add-on
security solutions available for Symbian OS. Suf-
ficient security can be reached by supplementing
the scarcity of embedded security features with
add-on security solutions.
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APPENDIX A:
ADD-ON SECURITY SOFTWARE PRODUCTS FOR SYMBIAN OS

Authentication Solutions

Unauthorized access has not always been recognized as a security risk especially among private users,
even though mobile devices such as smart phones are small, portable and easily lost or stolen. These
features lead to a high risk of vital data loss. From this point of view it is easy to understand the neces-
sity of authentication.

There are several authentication methods (Douglas, 2004, p. 13):

. Signature recognition based authentication
. Picture based password authentication

. Fingerprint authentication

. Voice authentication

. Face recognition authentication

*  Smartcard based authentication

. Legacy host access

Overviews of authentication software for Symbian OS-based smart phones are presented in Tables
Al-A3.

Signature Recognition Based Authentication

Signature recognition based authentication has several benefits. It provides high level of security and
a signature is, from the user’s point of view, a simple password which cannot be forgotten. The main
problem is that the biographic signature is varying from time to time, which causes the possibility of
access denial.

Communication Intelligence Corp. provides “Sign-On™ for Symbian OS” software, which enables
device access through the use of dynamic biometric signature verification. Sign-On™ for Symbian OS
is an authentication system, which verifies a real-time signature drawing. A signature is easy to recreate
and test against an encrypted template of user data created during an enrollment phase. All signature
data and templates are encrypted with the 3DES encryption algorithm (Communication Intelligence
Corp., 2005).

There are not many available biometric signature authentication solutions for Symbian OS based
mobile phones. However, Wacom, which is a Symbian Platinum Partner and Softpro have announced
that they develop in co-operation a signature recognitions based authentication solution. Combination
of Wacom’s Penabled™ pen-based interface technology and Softpro’s handwriting verification and
authentication technology will deliver a complete solution for capturing and automatically authenticat-
ing a biometric signature to enable secure authorization of mobile transactions. The product consists
of Wacom’s display and pen and Softpro’s signature verification technology. Penabled™ technology
captures dynamic features of a signature, such as the speed of writing, pen pressure, letter shape and the
writing thythm. The signature is then managed and analyzed by Softpro’s verification system (WACOM
Technology Corp. 2005).
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Available signature recognition based authentication software for Symbian based mobile devices
are summarized in Table Al.

Fingerprint Based Authentication

Fingerprint based identification is the oldest method of the biometric techniques. The uniqueness of
human fingerprint prevents effectively forgery attempts. The security level of fingerprint authentication
is depending on such factors as the quality of scanning and the visual image recognition (ROSISTEM,
2005).

Users, who are interested in using biometric fingerprint authentication solution, should choose a
Symbian OS based mobile phone with an integrated fingerprint sensor, because it is difficult to find
separate solution including both software and hardware. Unfortunately most of them do not have in-
tegrated sensor for fingerprint authentication even nowadays. Several different effective fingerprint
authentication sensors are presently available and these sensors could be applicable in Symbian OS
based mobile phones. However, fingerprint sensors are mostly used in PCs and notebook computers.
Fingerprint authentication to mobile phones will probably be more common in a near future.

Presently, for example Fujitsu produces mobile phones with an integrated biometric fingerprint sen-
sor for secure access to the phone and to stored data. The FOMA F900i series of 3G FOMA i-mode®
mobile phones uses a fingerprint sensor for access security and synchronization with a PC. See Table
A2 (NTT DoCoMo Inc., 2004).

Picture Based Password Authentication
Picture based password authentication or graphical login software can as fingerprint authentication

software be categorized as an unusual solution offered by few providers. Pointsec® for Symbian OS
includes PicturePIN technology, which isa picture based authentication method. Presently the PicturePIN

Table Al. Signature recognition based authentication software

Company Product Hame | Feature/ Function
Communication | S1gn-OnT™ for Authentication system
Intelligence Symbian O3 which verifies a real-time
Cotp. sighature of repeatable
drawing or annotation
against an encrypted
template of user data
created during an
enrollment phasze. The
software uses SDES
ENCTYRTon.
TWACOM Wacom’s Biometric signature
Technology Penabled™ and | verification solution. The
Corp. and Softpro’s product iz currently
Softpro in co- handwriting under development.
operation verification
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Table A2. Fingerprint authentication software

Company | Product Name | Feature / Function

Fujitsu Fan The mobile phone, F9001
with an integrated fingerprint
sensor to secure access and
data on the dewvice,

technology is patent pending. Pointsec allows users to select a password consisting of a combination of
icons, see Figure Al. The positions of Pointsec’s password icons change each time the mobile device is
switched on. This feature makes it highly difficult for shoulder surfers to recognize passwords. Even
the scratches on the screen could not reveal the passwords. See Table A3 (Pointsec Mobile Technolo-
gies, 2006).

Face Recognition Authentication
Face recognition authentication is based on captured images, which can be static digital pictures or

dynamic pictures i.e. video clips. Authentication software measures and compares key features of the
observed picture to the picture or series of pictures stored in the mobile device. Some systems are even

Table A3. Picture based password authentication software

Company Product Name | Feature / Function
Pointsec Mobile Pointsec® Encryption software
Technologies for Symbian OF | for Symbian O3-

based mobile phones,
including picture
based authentication
functionality.

Figure Al. Pointsec’s PicturePIN picture based authentication
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able to recognize a face from a crowd. The ability to recognize and verify the authenticity of the user
through face recognition is meant to contribute to greater security and safety for mobile devices and
the information they contain.

A face recognition authentication solution for Symbian OS based mobile phones is “OKAQ Vision
Face Recognition Sensor”, provided by OMRON Corporation. This technology has been presented at
the “Security Show Japan 2005”. See Table A4. Camera equipped mobile phones can use “OKAQ Vi-
sion Face Recognition Sensor” without additional hardware requirements. Users register their own face
image to their phones by taking their own photo with the camera. There is no need to adjust the camera
position when taking the photo. After the registration, the “OKAQ Vision Face Recognition Sensor”
will automatically detect the user and unlock the mobile phone. In addition the sensor will detect the
owner automatically if the face is included in the photo. According to OMROM’s tests, The registered
mobile device owner is recognized with a probability of 99% or higher. This face recognition technology
supports besides Symbian OS also BREW, embedded Linux, and ITRON OS (OMRON Corporation,
2005; Biometric Watch 2005).

Encryption Software

A simple method to protect sensitive data is encryption. Pointsec for Symbian OS provides a solution for
real time encryption of data on Symbian OS based mobile devices, on different types of memory cards
such as Memory Stick Duo, and on MMC (multimedia cards) without any user interaction. Pointsec
for Symbian OS uses strong 128 bit AES encryption to protect information stored on the device and on
memory cards with no noticeable reduction in speed or in other performance measures. Data can be
accessed or decrypted only with proper authentication (Pointsec Mobile Technologies, 2006).

Also Ultimaco’s SafeGuard PDA 4.0 provides an authentication and encryption solution for Symbian
OS based mobile devices. This solution includes user authentication to the device by password, symbolic
or numeric PIN. Forgotten passwords or PINs can be easily reset centrally via SafeGuard’s emergency
mechanism. SafeGuard PDA for Symbian support encryption for files, for directories, and for internal
databases used in PIM (Personal Information Management) such as e-mails, SMS, tasks and events.
Configuration, encryption and security rules can also be centrally managed by administrators. Currently
SafeGuard PDA 4.0 supports Symbian Series 80 (Nokia Communicator 9300/9500), Symbian UIQ 2.1
(Sony-Ericsson P900/P910i) and Windows mobile 2003 devices (Utimaco Safeware AG., 2005).

Security software for Symbian OS based mobile devices mostly commercial. FreEPOC’s FreeCrypt
1.02 and jRC4 software are examples of freeware for encryption purposes. Both security software solu-

Table A4. Face recognition authentication software

Company Product Name Feature / Function
CRERON CEAC Vizsion Face | A face recognition
Corporation Eecognition Sensor | authentication method.

The system compares
the captured image to
the uszer’s image stored
it the mobile dewvice.
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Table A5. Encryption software

Company Product Wame | Feature / Function
Pointzec Pointsec® Authentication and
Ilobile for Symbian OF | encryption software for
Technologies Symbian OF based
mobile phones.
Ttimaco Safe Guard PDA | Authentication and
Safeware AG | 4.0 encryption software for

Symbian OF based
mobile devices
FreEPCOC FreeCrypt 1.02 | Freeware encryption
software for
Communicator 92z,
which uses RC4
algorithm.

FreEPCOC JEC4 Freeware encryption
software for Symbian
TIQ 1.01

(Sony Ericsson PEOOY,
which uses RC4
algorithm.

tions encrypt data with the RC4 algorithm. FreeCrypt is available for Nokia Communicator 92xx and
jRC4 for Symbian UIQ 1.01 (for example Sony Ericsson P800) mobile devices (FreEPOC, 2006).
Available encryption software for Symbian based mobile devices is summarized in Table A5.

Anti-Virus and Firewall Software

F-Secure Mobile Anti-Virus™ protects mobile devices against harmful content, for example viruses,
worms, and Trojans. The software has been available for most Symbian Series 60, 80 and 90 mobile
devices. To prevent infection all files are scanned automatically and transparently during modification,
synchronization or transference of data, without any need of user intervention. Also all files on memory
cards are automatically scanned. When an infected file is detected, the file is immediately quarantined to
protect all other data in the system. In addition, the virus recognition database in the mobile devices is
automatically updated over a secure HTTPS connection or with SMS messages. The software supports
automatic detection of data connections (for example GPRS, WLAN, UMTS) for updates.

F-Secure recently announced ‘F-Secure Mobile Security for Symbian Series 80°, a combination of
integrated anti-virus functionality and a firewall (F-Secure Corporation, 2005).

Symantec provides solutions with integrated anti-virus and firewall capabilities, called Symantec™
Mobile Security Corporate Edition for Symbian. This software is available for Symbian OS Series 60
and 80. The software has almost the same functionality as F-Secure’s Mobile Security for Symbian.
The LiveUpdate Wireless feature from Symantec™ Mobile Security Corporate Edition for Symbian
enables users to download virus definitions and software updates directly to their mobile device via an
available wireless Internet connection. The key feature of this version is centralized management via
a third-party mobile device. This functionality enables administrators to configure, lock and enforce
security policies either remotely or locally (Symantec Corporation, 2006).

Available anti-virus and firewall software for Symbian based mobile devices is summarized in Table
AG6.
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VPN (Virtual Private Network) Software

Transmitting data over wireless networks causes a remarkable security risk, because the transmitted
data over air can be easily exploited by outsiders. Secure VPNs use cryptographic tunneling protocols
to ensure sender authentication, as well as the confidentially and integrity of data.

Inan IPSEC VPN environment a mobile device requires preinstalled VPN client software to authen-
ticate and connect to the VPN gateway. When the application on the user’s mobile device attempts to
communicate, the network traffic from these requests is tunneled through the VPN connection

Nokia Mobile VPN is an example of a third party VPN solution for Symbian devices. The compo-
nents of Nokia Mobile VPN include Nokia Mobile VPN Client and Nokia Security Service Manager
(SSM). Nokia Mabile VPN Client is an IPSec based VPN application. It allows a user to authenticate
and connect to an enterprise VPN and as a result data can be securely transferred between the mobile
client and the VPN network. Key features of the Nokia Mobile VPN Client are:

. Provides a user the possibility to securely access any network services in a remote network

. Support for Nokia Series 60 and Series 80 Symbian smart phones

e Supports legacy and PKI based authentication

. DES (Data Encryption Standard), 3DES, and AES for encryption

. SHA-1 (Secure Hash Algorithm 1) and MD5 (Message Digest 5) for data integrity

. Uses Nokia SSM for automatic provisioning of VPN settings, policy updates, and certificate en-
rollment

The Nokia SSM isthe core of ascalable mobile VPN solution. It extends VPN to the mobile domain us-
ing the Nokia Mobile VPN Clients and supported gateways. Key features of the Nokia SSM include:

e The cornerstone for rapid, large scale Mobile VPN deployments

. Integrates with management systems, VPN policy, and external authentication servers
. Enables trust creation between a user and a corporate infrastructure

. Provides secure provisioning of VPN configuration automatically over the air

. Provides PKI services for mobile devices (Nokia, 2006)

Table A6. Anti-virus & firewall software

Company | Product Name Feature / Function
F-Secure Anri-Virns T Anti-virus software for
Corporation Symbian Series 60, 80
and 90.
F-Secure F-Zecure Mobile Anti-wirus and firewall
Corporation | Security for software for Symbian
Symbian Series 80,
Series B0
Symantec SymantecT™ Anti-virus and firewall
Corporation | Mobile Security software for Symbian
Corporate Edition | Series 60 and 80,
for Symbian
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Compared to the more common VPN, which uses IPSec technology, the modern VPN with SSL
(secure sockets layer) cryptographic protocol makes it easier for administrators and users to set-up and
manage secure communication on the Internet. SSL VPN uses SSL technology to enable secure remote
access. The benefit of using SSL VPN instead of [PSec VPN is that users do not need any VPN client
software installed on the mobile device. Users can also quickly and easily connect to the SSL VPN
gateway via a web browser and on any compatible device or computer. SSL protocol is widely supported
on most Web browsers (Ferraro, 2003; WIKIPEDIA, 2005).

Intoto’s iGateway SSL-VPN allows users to access enterprise Intranet services securely from mobile
devices. iGateway SSL-VPN makes it possible for users to create a secure encrypted virtual tunnel from
any standard web browser. Users of iGateway SSL-VPN can choose authentication methods according
to their preferences from following alternatives: RADIUS (Remote Authentication Dial In User Ser-
vice), LDAP (Lightweight Directory Access Protocol), Active Directory, Windows NTLM (NT LAN
Manager) and digital certificates. The software provides end-point security controls i.e. features such
as: filtering, anti-virus, personal firewall, registry, file-system entries and browser traces removal, etc.
(Intoto Inc., 2005; ZDNet India News, 2005).

Available VPN software for Symbian based mobile devices is summarized in Table A7.

Forensic Analysis Software

While a large variety of forensic analysis software is available for personal computers, the range of so-
lutions is much more limited for mobile devices, especially for Symbian OS based mobile devices. The
problem is not only fewer software solution for Symbian OS, but also that available solutions operate
only in most common series of Symbian OS based mobile devices.

Forensic analysis software has three main functionalities: acquisition, examination and reporting. Only
available solutions have all these functionalities. Often several software solutions must be acquired for
a full forensic examination process. The forensic analysis software need full access to a mobile device
in order to start acquisition of data. If the examined mobile device is protected with some authentication
method, then cracking software is needed.

Oxygen Software delivers software for police departments, law enforcement unitsand all government
services for investigation purposes. The Oxygen Phone Manager Il (Forensic version) secures phone
data to remain unchanged during extraction and exporting. This forensic version allows users to read
data from mobile phone and export this data in any supported formats (Oxygen Software, 2006).

Table A7. VPN software

Company | Product Name | Feature/ Function

Nolkia MNeolia Mebile MNaolia Mobkile WP Client 1s
VP an [PSec based VP
application for Symbian
devices,
Intoto Inc 1Gateway 25l VPN solution, which
SSL-VEN enables users to create a

secure encrypted wirtual
tunnel from any standard
web browser.
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Paraben Corporation has developed tools to assist law enforcement, corporate security and digital
investigators. Paraben’s PDA Seizure offers forensic analysis tools for Symbian OS, Windows CE/Pocket
PC, Windows Maobile, and RIM BlackBerry. The version for Symbian OS allows forensic examiners to
acquire, examine and analyze data. Both physical and logical acquisition of data is possible. Physical
acquisition means complete bit-by-bit copying from physical storage, for example from a disk drive.
Logical acquisition means exact copying of logical storage objects, i.e., files and folders. PDA Seizure
has a built-in searching function on acquired data and also a book-marking function to help users to
organize data. Moreover, the tool supports HTML reporting on findings.

Paraben Corporation provides another software solution, Cell Seizure, for forensic data acquisition.
A forensic acquisition is carried out on all data stored on GSM SIM cards including deleted data
(Paraben Corporation, 2006; Ayers & Jansen, 2004, p.14).

Available forensic analysis software for Symbian based mobile devices is summarized in Table
A8.

Multifunctional Software
Multifunctional software is developed to solve comprehensively all security needs of mobile devices.
From an administrators point of view such software is appealing, since a lot of resources can be saved

in terms of effective central administration.

Table A8. Forensic analysis software

Company Product Name Feature / Function

Oxygen The Ozygen solutions for police

Software Fhone MManager IT departments, law
(Forensic version) enforcement units and

all government services
for investigation
purposes. The software
keeps phone data
unchanged during
extraction aned

exporting
Paraben FDA Seizure Tools to assist law
Corporation enforcement, corporate

security and digital
inwestigators. The
software allows forensic
EXAMINETs to acouire,
examine and analyze

data.
Paraben Cell Seizure Carries out forensic
Corporation acouisition on all data

stored on GGEW ST
Cards including deleted
data.
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The key function of Pointsec® for Symbian OS software is encryption. This feature ensures high
security level, because all data can be automatically and immediately encrypted before being stored or
transferred and decrypted automatically by an authenticated user. Recipients of encrypted data files do
not need the same kind of software to open the encrypted data. Recipients can open files with a valid
password. Pointsec® for Symbian OS encrypts automatically all data stored on ‘Pointsec for Symbian
OS’ protected devices and on memory cards, such as Memory Stick Duo and MMC (Multimedia Cards)
without any user interaction.

Trust Digital 2005 encrypts data on Symbian OS based mobile devices and PDA devices. Before data
can be decrypted, users are required to authenticate themselves to the devices. Data can be encrypted
based on administrator and user preferences.

Both Pointsec® for Symbian OS software uses the Advanced Encryption Standard (AES) algorithm,
the US government approved cryptographic standard, based on the “Rijndael” algorithm with a 128-bit
encryption key to encrypt data. Trust Digital 2005 provides six different selectable encryption algo-
rithms, including the Advanced Encryption Standard (AES). In addition Trust Digital 2005 uses MD5
hash algorithm to protect passwords stored on the device.

One of the most important features of multifunctional software is the central management possibility.
Pointsec® for Symbian OS enables administrators to create, deploy and manage their organization’s
security policy for mobile devices from one central location. The central management system ensures
that the security policy is enforced. End-users cannot uninstall the software from their mobile devices.
Trust Digital 2005 can be centrally managed from a “Policy Editor” or from a “Trusted Mobility Server”,
which allows administrators to create, push and manage a security policy for each device. The access
policies for the device can also be managed.

Trust Digital 2005 together with Encryption Plus products makes a powerful combination, which
provides end-to-end data access control and encryption.

Pointsec for Symbian OS enables users to securely regain access via “Remote Help”, when a PIN
or a password is forgotten. The number of failed authentication attempts is restricted and access to the

Table A9. Multifunctional software

Features / Function Company: Company:
Pointsec GuardianEdge
Technologies
Product: Product:

Pointsec® for | Trust Digital
Symbian OS | 2005

Central Administration X s
Remote Help 3L
FIPS 140-2 certified, he pe

AES algorithm with
128 bit encryption key

Automatic and hd pd
immmediate encryption

Memory card encryption | X ps
Picture-based passwords | X

authentication

Alphanumeric password | X X
authentication

End-to-end data X

access control
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mobile device is denied without authentication. Administrators can assist users via a secure challenge/
response procedure, which helps user to regain access to the device and resets the PIN or password
(Pointsec Mobile Technologies, 2006; GuardianEdge Technologies, 2005).

Two multifunctional security software solutions for Symbian based mobile devices are compared
in Table A9.
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APPENDIX B: SECURITY SOFTWARE PERFORMANCE MEASUREMENTS
FOR SYMBIAN OS

This case study presents performance measurements for the security software Pointsec for Symbian
OS. The purpose was to measure the influence of Pointsec on data communication performance of
Symbian OS. Pointsec is presented in more detail in the section Add-on Security Software. Accord-
ing to Pointsec Mobile Technologies, the Pointsec security software should not reduce speed or other
performance measures even when the strong 128-bit AES encryption is used to protect the information
in the device and in memory cards.

Measurements

However, security solutions may reduce data communication performance measures of mobile operating
systems, such as download speed and connection times. These performance measures were measured
for a Pointsec security software installation in a Nokia Communicator 9500 for:

. Downloading a 4.92 MB file

. Connection to an e-mail server (penti.arcada.fi) with imaps based e-mail client software
»  Connection to a www site (www.nokia.com)

. Connection to a ssh server (penti.arcada.fi) with a putty ssh client

All four performance measures were measured six times with and without installed Pointsec se-
curity software for two different access network types, WLAN and GPRS. The network bandwidths
were 11 Mbit/s for the WLAN and 56 Kbit/s for GPRS. Measurement results are presented in Tables
B1 through B4.
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Table B1. Download speed measurements (download times for a 4.92 MB file)

With “Pointsec for Without “Pointsec for
Symbian OS" Symbian OS"
WELAN (11 GPRS (56 WELAN (11 GPRS (56
Mbiis) Kbhits) Mbi/s) Kbits)
1 min 16 min 335 [ 5962 2lmin 1s
57 s 20min 245 | 5828 s 19 min 52 ¢
593 18min 16s [ 59142 18 min 2 s
lmin2s 19min 255 | 1.0min 18 min 42 s
lmin 3 s 20min 40z | 5861 ¢ 18 min 14 5
5923 19min48s | 1minls 19 min 3 s
Average Average Average Average
6003 s 19min 165 [5961s 19 min 9
Standard Standard Standard Standard
Dewviation Deviation Deviation Dewviation
2174093 5 97.912206 5 | 3.253739 ¢ 67.327954 ¢
Average Average
+H0.42 s +7s
with Pointsec | with Pointsec

Usefulness of Measurement Results

Condition cannot be assumed to be equal for different measurements since the download speed and
connection times were measured for data communication through the public Internet. The utilization of
Internet during a measurement session is not deterministic. Measurement results have been considered
to be useful if standard deviation is less than 10% of the calculated average for measurements with the
same mobile device configuration. Standard deviation exceeded 10% of calculated average only in one
measurement case, GPRS connection to an e-mail server without Pointsec security software installed,
being about 15% of calculated average; see Table B2.

Table B2. Connection time measurements (to mailbox on e-mail server)

With “Pointsec for Without “Pointsec for
Symbian OS” Symbian OS”
HLAN (11 GPRE (56 HLAN (11 GPRS (56
Mbits) Khits) Mbits) Kbhiiss)
31628 36.96 ¢ 24.29 ¢ 3591
32235 4070 5 2516 2 32.07 s
3217z 3711 2621z 33.88 =
3186z 3842 8 2534 ¢ 31.30 2
31.19 s 3971 2545z 4376 5
32428 4251 5 2546 ¢ 30.14 =
Average Average Average Average
31.915¢ 39235 2531833 = 3451z
Standard Standard Standard Standard
deviation deviation deviation deviation
0454962 = 2165777 | DA1834E 5 4 965360 5
Average Average
+5.60 s +4.72 s
with Pointsec | with Pointsec
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Measured Degradation of Data Communication Performance Caused by
Pointsec

The influence of Pointsec was considered to be noticeable if the intervals defined by measured average
and standard deviation do not overlap with and without Pointsec for otherwise the same mobile device
configuration. Noticeable performance degradation was measured only for connection time to a Web
site, about twice as long for a GPRS connection and about 17 % longer for a WLAN connection; see
Table B3. However, the influence of the traffic load in Internet and the load on the selected web server
during carried-out performance measurements is unfortunately unknown.

The measurements can thus be considered to support the view of the provider of Pointsec security
software, that the performance degradation from this security software is insignificant on a Symbian
device; see Table B4.

Table B3. Connection time measurements (Web site www.nokia.fi)

With “Pointsec for Without “ Pointsec for
Symbian O8” Symbian O8”
WILAN (11 GPRS (56 WLAN (11 GPRS (56
Mbiss) Khits) Mbiss) Khits)
22685 5868 s 21555 2717 s
2670 s 5765 2227 s 2898 s
27625 2906 s 23.24 s 29203
3147 s 9606 3 24 58 s 2876
271873 5903 s 2294 5 30435
25,14 s 2823 s 23231s 3011z
Average Average Average Average
2691333 5 98.11833 s | 2298167 5 282758
Standard Standard Standard Standard
dewiation deviation dewiation deviation
2942419 5 1.140341 5 1.028308 s 1.165345 5
Average Average
+493 s +28.84 s
with Pointsec | with Peintsec

Table B4. Connection time measurements (to a SSH server)

With “Pointsec for Without “ Pointsec for
Symhian OS” Symbhian OS”
WLAN (11 GPRS (56 WLAN (11 GPRS {56
Mbiiis) Khiiss) Mbiis) Khiiss)
=1z 4853 =1z 49¢
=1z 465 =1z 471 s
=1z 462 =1z 413
<lsg 479 ¢ <lsg 4.61¢
<lg 4.86 3 =lg 4.42 3
<lg 4.80 s <lg 4.52 3
Average Average Average Average
<lg 4761667 | <lg 4 548333 5
Standard Standard Standard Standard
deviation deviation deviation deviation
<1ls 0.102258¢ <lsg 0.263015 ¢
Average
+H.21ls
with Pomntsec
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ABSTRACT

Using WLAN networks in enterprises has become a popular method for providing connectivity. We
present the security threats of WLAN networks, and the basic mechanisms for protecting the network.

We also give some advice on avoiding the threats.

INTRODUCTION

The ease of deploying wireless local area network
(WLAN) systems and the abundance of afford-
able IEEE 802.11 WLAN-based products on the
market makes the idea of a wireless office luring.
Offices using laptops as workstations can benefit
from the ease of bringing a laptop to the meeting
and preserving network connectivity. The WLAN
connectivity can also be used for salesmen and
executiveswho are onatourtocommunicate with

the office whenresiding within hot-spotareas. This
ease and flexibility comes with a price—wireless
local area networks are inherently insecure when
compared to the wired networks.

There are various applications of wireless
networks. The first of them is the hot spot, which
provides in a public (or private) place, an open
radio infrastructure thatallows everyoneto getan
Internet connection or to join the Intranet of his
enterprise. A second application is the enterprise
WLAN, which completes or replaces a legacy
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wired network. This has also place in the SoHo
or domestic environment for sharing an ADSL
connection between several users. WLAN pro-
vide also nice network possibility in areas where
cabling is impossible or restricted. A last case is
the constitution of wireless bridges between nets
or subnets.

Such wireless networks present specific vul-
nerabilities due to the radio media and are subject
to specific threats from the hackers. The object
of this paper is to identify them and to explain
how to avoid them.

The WLAN connections are based on a ra-
dio connection in unlicensed 2.4 or 5GHz radio
band, depending of the WLAN type. The radio
waves broadcast, and most antennae of a typical
WLAN equipment are not designed to produce
directed radio beams, but they transmit freely to
all directions. Thus, in addition to the intended
receiver, any other receiver that is close enough
can receive the signal. This is fundamentally dif-
ferent from the wired networks, such as Ethernet,
where in order to listen to the traffic, one needs to
get physical access to the networking equipment,
or at least cabling.

The transmission for typical WLAN equip-
ment ranges up to the order of 50 m. Even if the
range is short, low-level signal can be received
at a longer distances, of even some kilometres,
using illicit antennae and high sensitivity receiv-
ers. Walls, ceilings and other such constructions
reduce the transmission ranges significantly—de-
pending on the materials that are on the radio
signal’s way.

Thus, there are several concerns on the ac-
cessibility of the radio signal. First, the signal
may easily be heard outside the premises of the
office. Second, the guests visiting the offices are
often able to carry in a laptop, thus being able to
listen and even connect to the company’s network
without being suspicious, unless the network is
properly protected.

The security of WLAN is a major concern of
Network Administrators, onthe one hand because
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multiple (true or false) weaknesses have been
reported and amplified by the papers and on the
other hand because it is a new technology with
multiple new aspects to take in consideration.
From the network administrator’s point of view,
it is not conceivable to deploy a radio network in
complementof hisexisting network if itintroduces
vulnerability. To avoid this, standardisation bod-
ies and forums, in particular the IEEE, as well as
manufacturers, have worked to develop security
mechanisms well suited to this kind of networks.
This chapter describes the security features of
IEEE 802.11 wireless local area networks, and
showstheirweaknesses. We present the associated
threats with some practical defence strategies.

Scope

This chapter deals with wireless LAN’s built on
wired infrastructures that support one or more
radio bases, so-named “access points” (AP). The
infrastructure may also support fixed stations.
Mobile stations take service from the access
points (see Figure 1).

The following is mainly for Wi-Fi technology
based on the 801.11 standard of the IEEE, which
is presently the most commonly used one. Other
technologies will be mentioned later. Wi-Fi is
an interoperability label for 802.11 equipment,
delivered by the Wi-Fi Alliance (previously
WECA).

Ad-hoc networks that operate without any
kind of infrastructure and in which routing is
performed by the mobile stations (that act both
as routers and as terminals) are not taken into
consideration here.

BACKGROUND

IEEE 802.11 wireless LAN networks come in
many varieties. The original standard, IEEE
802.11 from 1997 specifies data rates of 1 to 2
megabits per second and has radio and infrared
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Figure 1. General WLAN architecture

Mobile Station

Mobile Station

Network server

connectivity as options. The standard includes
authentication and association procedures, and
support for privacy. Several standard versions
have since emerged, each pushing the limits
in data rates (11Mbps for 802.11b, 54 Mbps for
802.11a and 802.11g, all using radio transmission
for communications) or new features for QoS
(802.11e), network management (802.11h) or se-
curity features (802.11i). Incommon parlance, all
the different versions are just called IEEE 802.11
wireless local area network.

There are also other local area network tech-
nologies, such as the ETSI HiperLAN, but the
IEEE 802.11 WLAN products have an overwhelm-
ing market position, and is a de-facto standard.
The WLAN network equipment is common and
cheap, and while the cellular networks have also
security holes that can be misused, the abundance
ofavailable radio equipment for WLAN networks
makes them much more vulnerable to attacks.

There can be different objectives for securing
a company’s WLAN network, such as:

. Preventing unauthorized use. For example,
preventing sending mass e-mail from the
company’s network or preventing attempts

to attack other institution’s computer infra-
structure from the company’s network.

. Protecting the company’s sensitive infor-
mation. For example, protecting industrial
property rights, tender documents, etc.

Each of these objectives may require different
priorities for security measures.

The Threats
The main threats to WLAN networks are

. Radio waves: The major threats are rela-
tive to the radio aspect, since radio waves
broadcast and respect neither walls nor
other limit. Without precaution, a hacker
can accede to a network from the street.
Another threat comes from the user who,
when using a laptop in a public place is
exposed to inquisitive glances, or worse,
exposed to spurious connections issued
from neighbouring hackers. In such a wild
environment, encryption and authentication
have a major importance.

. Denial of service (DoS): The purpose is to
make the network ineffective. Protections

1



78

do not exist but it is possible to apply local

corrective actions, eventually with the help

of tools.

° Jamming: Itis relatively easy to jam a
radio network, usingahigh poweremit-
ter on the same frequency. This attack
does not present any risk of intrusion
but the network becomes unusable.

°  Rushaccess: This consiststo overload
the network with malicious connection
requests. Tools are able to detect this
kind of traffic and to provide informa-
tion to help the network administrator
to identify and locate the origin.

°  Spoofed de-authentication frames:
The purposeistosend malicious frames
that force the de-authentication of asta-
tion and to make it unable to connect
again. A variant is to broadcast such
frames in order to attack any mobile
station in range.

Intrusions: In opposition with the DoS,

hacker’s purpose is getaccessto the network,

may be just to get a free Internet connection
orworse, to read—or modify—the information
stored in the network stations.

°  Client intrusion: This is the most
common attack thataimsto intrude the
network viaaclientstation. Protections
are the same as for wired networks
(firewall).

°  Network intrusion: This is the most
critical attack that aims to take the
control of network resources of the
enterprise. Wi-Fi dedicated intrusion
detection systems (IDS) are efficient
against such attacks.

Falsification of access points: With these

attacks, the hacker uses false access points

to fetch the traffic on the network. Such at-

tacks are discovered by detecting abnormal

radio transmission in unexpected areas.

° Fake AP: The hacker’s station presents
the characteristics of a network access

Wireless Local Area Network Security

point, using appropriate software ap-
plications. From his laptop, the hacker
can intercept user’s connections for
man in the middle attacks, can catch
passwords on a Web page identical to
the one of the authentication server, or
simply can get into a station to read or
modify station data.

° Rogue AP: This attack consists of
connecting a pirate access point on
the network infrastructure. This AP
broadcastsinthe areawhere the hacker
stays. Naturally, this attack needs some
complicity within the enterprise, but
it may be innocently provoked by an
employee who installs by him- or her-
self an AP in his or her office, just for
improving the working environment.
These AP are particularly danger-
ous because they open the enterprise
network (that may be a wired one) to
the Wi-Fi world, generally with poor
protections.

° Inversed honey pot: In the network
area, the hacker installs an AP that
transmits with a high radio level and
that appears like a network AP. By
this means, the hacker observes the
connection sequence and reproduces
it for a man in the middle attack.

. Spoofing: The purpose is to take the place
of a mobile station in order to accede to
network services. The attack is achieved
using the MAC address of a mobile station.
It could be the consequence of a Fake AP
attack.

. Probing and network discovery: This is
the first step of an attack: to know that a
network exists before attacking it.

Operations of wardriving are done by hack-
ers that move (in a car, by foot, by plane) using
a radio mobile station to locate radio networks.
Using a GPS receptor improves the localisation
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of detected networks. Wardriving software’s are
available from the Internet and the equipment is
easy to get or to do (some cookies boxes provide
excellent antennas). Warchalking consists of
tagging the place of available networks (may be
with a chalk).

Some tools are able to detect wardriving at-
tacks.

*  Sensible network information fetching:
Thisconcernsthe informationthatthe hacker
needs to be able to accede to the attacked
network and the information that constitutes
the enterprise property.

°  Intrusion by sniffing: This attack is
the same as for an ethernet network. It
requires a radio sniffer that intercepts
session opening messages and catches
login/password. As hackersjustreceive
and never transmit, the operation is
undetectable. After, a hacker accedes
to the network as any authorised user
and can send false commands and
viruses. A characteristic of this attack
is that it can be managed far from the

Figure 2. Rebound attack

enterprise, for example on the laptop
of an employee that joins his or her
Intranet from an airport hot spot.

°  Eavesdropping: This consists of ob-
serving the traffic on the network. The
main protectionagainst eavesdropping
is encryption.

. Rebound attack: In this case, the hacker
uses the ad-hoc networking facility to ac-
cede to the network via an authorised mo-
bile station. It has just to set up an ad-hoc
connection with the attacked station. The
attacked station is mobile or fixed with the
Wi-Fi option enabled (see Figure 2).

It is recommended to disable the Wi-Fi option
on mobile stations when unused and to forbid
ad-hoc connections.

Basic Defences

Naturally, most of security protections of wired
networks can be applied to wireless networks.
However, as seen before, some specific attacks
are due to the radio aspect and need adapted tools
and defences described hereafter.

N_-etwork access point

Nethrk nﬁobile station

\d-hoc connection.._
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Network Monitoring: A good defenceisto
observe the network in order to be informed
if “something strange” occurs.

o

The IDS: Anintrusiondetection system
(IDS) especially designed for wire-
less, is generally used against network
intrusions. An IDS correlates several
suspectevents, andtriesto determine if
they could be due to an intrusion. The
IDS is integrated in the Wi-Fi switch
and works in real time. It monitors all
exchanges and Wi-Fi flows in order to
detect as soon as possible any risk or
abnormal event. In case of detection,
it alerts the network administrator.
Enhanced systems are able to detect
weak WEP, Rogue AP’s and wireless
bridges. They can also locate devices
responsible of DoS attacks and detect
spoofing or ASLEAP (tool used to
crack LEAP) attacks. These functions
are based on information hold by the
Wi-Fi switch, enhanced by each occur-
ring event: connection, authentication,
roaming or modification of equipment
characteristics.

Traffic monitoring: A particularly ef-
ficient prevention against spoofing is to
observe inpermanence the Wi-Fi traffic
and the traffic on the wired network in
order to detect any inconsistent situa-
tion. The goal isto detectanunforeseen
device—access point or station—or the
duplication of a station or access point,
or the changing of location of an access
point. To do that, a solution is to check
thatthe traffic generated by well-known
Wi-Fi stations goes through the appro-
priate LAN’s. Another mean is joining
the indication of radio link level to the
MAC address of each mobile station: if
aMAC address appears at a same time
with two different levels, the mobile is
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quarantined and an alert is sent to the
network administrator.

Devicesthat supervise communication
flows check that communications is-
sued from AP do not reach the network
by an illicit circuit-typically a Rogue
AP. Conversely, they check that these
communications appear on the wired
network after having crossed the pro-
tection equipment (firewall or switch)
and are not diverted to a pirate network
via a Fake AP.

Radio monitoring: Wi-Fi working
mode imposes that an AP can just op-
erate on the radio channel at which it
has been attached and, consequently, it
cannot supervise other channels. To do
that, passive monitoring access points,
in reception only, scan all radio chan-
nels in order to check the correct op-
eration of neighbouring access points.
Monitoring AP’s are able to detect and
monitor low-level signals issued from
relatively far devices. Thus, they cover
a larger range than active AP’s. The
traffic of monitoring AP is carried to
the switch that checks that no mobile
station is connected to an unreferenced
AP.

Radio monitoring ensuresalso the pro-
tection of wired networks againstillicit
radio communications (Rogue AP). In
this case, the Network Administrator
deploys a radio network just to detect
illicit Wi-Fi transmissions.

Forced detachment: Afrequently used
defence is to force the detachment of
suspect stations or stations attached
to a suspect AP. The Wi-Fi network is
not reachable again by pirate stations
that are unable to set up a complete
connection. This feature brings an ef-
ficient protection but the problem must
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be definitively solved by an interven-
tion on the station or AP origin of the
danger. Tools facilitate the localisation
of involved devices.

Audit of radio coverage: When in-
stalling the access points, it is impor-
tant to check that the radio coverage
does not spread in a long range from
the required area, even if this does
not completely prevent from hackers
who use amplifiers that provide them
radio signal far beyond the nominal
coverage. Adequate location of ac-
cess points and antennas provides an
optimal coverage. This coverage must
be periodically checked afterwards, to
make sure that no pirate access point
has been added to the network (Rogue
AP). This precaution is also for wired
networks. Some users having had the
surprise to discover a radio coverage
that they never installed.

. Network Engineering

o

The switch: If the access points are
connected onahuband notonaswitch,
any data directed to any fixed or mobile
station is broadcasted on the radio net-
work and thus, can be intercepted by a
sniffer. It is strongly recommended to
deploy WLAN’s on switches instead of
hubs and to control the traffic between
the mobile stations and the wired net-
work.

There are two types of WLAN archi-

tectures:

*  Thefirstoneisbased onastandard
switch. Access points integrate
radio networking and security
functions. The switch manages
both fixed and mobile stations.

= The second one is based on a
WLAN-dedicated switch that
manages radio, networking and
security functions. Access points

areused justasemitters/receptors.
This second configuration has a
better resistance against Rogue-
AP attacks, because adding an
AP needs an intervention on the
switch.
Note thatideally the WLAN switch
should manage several queues to
provide flow control with QoS,
typically for the transmission of
voice over IP.
Firewall: As for wired networks, the
best protection is to install a firewall
between the WLAN and the wired
network. When present, itis integrated
in the WLAN switch. This firewall
shall manage protections ataddressing
level, provide filters, log connections,
manage access control list (ACL) used
for access filtering, monitor the con-
nections (« stateful » characteristic),
in order to maintain the same security
level asonawired network. All devices
in relation with the wireless network
(in and out of the enterprise) shall be
considered as insecurity points. They
must be installed in a DMZ and VPN
authentication and encryption mecha-
nisms activated.
VLAN: A precaution is to split the
network in order to isolate strategic
data from the radio network. For that,
the WLAN is deployed on a dedicated
virtual LAN (VLAN) structure. The
network may contain several VLAN’s,
each of them associated to a WLAN
subnet with its own SSID.
Radio subnets are installed in the De-
Militarized Zone (DMZ) of a firewall
that controls the transactions between
the radio network and the wired net-
work.
Itis strongly recommended to connect
all VLAN’s on the WLAN switch,
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o

even if no traffic has to transit through
the switch. By this means, the switch
locates all devices, updates its network
description database and detects abnor-
mal flow or equipment on a segment
where it should not appear.

Honey pot: The WLAN configuration
may integrate honey pots made by ac-
cess points with a poor protection that
can just give access to insignificant
data. Theywill attracthackersand keep
them out of the protected network.
VPN: The Virtual Private Network
(VPN) provides a ciphered tunnel that
constitutes an efficient protection, in
particular for usersin unsecured areas,
like public hot spots. A VPN protects
the link in the same way as done for
a wired nomad station via a telephone
modem. The VPN ensures encryption
and mutual authentication and protects
the traffic between the client stationand
the Wi-Fi switch. This last one man-
ages the end point of all clients VPN
and delivers a safe traffic to the LAN
at which it is connected.

Mobile station configuration

Forbid « ad hoc » networking: Mobile
stations, as well as fixed ones equipped
with Wi-Fi option, shall be configured
for rejecting ad-hoc connections, that
is, forbid direct connections that do
not go through a network access point.
This prevents from hackers who would
try a rebound attack. This is a major
precaution for users who are used to
join their enterprise from a public hot
spot. Fixed stations are invited to dis-
able their Wi-Fi option when unused.
Firewall: It is strongly recommended
to use a personal firewall on nomad
stations in order to filter unexpected
input accesses and to limit output con-
nections.
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Radio throughput control: This is a
usual protection against Fake AP’s that
are located at some distance from the
enterprise and thus are received with
a low radio level (and consequently
transmit with a low bitrate). It consists
to forbid mobile stations to connect
underagiven bitrate (i.e., 1 or 2 Mbps),
because it is a priori inconsistent with
network engineering design.

Radio defences

o

Lures: This kind of defence, specific
to Wi-Fi networks, is a reaction against
Wardriving (« Fake AP » of Black
Alchimy). This consists to broadcast
a large number of false frames with
random SSID’s (network identifiers),
MAC addresses and channel numbers.
Wardrivers detect a vast of networks
and are unable to find the right one.

Security at application level: An applica-
tion software supportsthe security of carried
datawithout having to protect the association
between the mobile station and the access
point. The information can be intercepted
but it is unusable.

o

Encryption: Standard protocols like
transport layer security (TLS) may be
used in this scope.

Authentication by Web server: This
is well suited to hot spot type connec-
tions. When connecting, the user is
directed to a Web portal resident in the
WLAN switch. Authentication is done
by alogin/passwordsequence. The link
between the client and the server is se-
cured by TLS and the authentication is
doneviaalocal authentication database.
Inreturn, the server assigns a category
that defines user’s VLAN, rights, etc.
For example, if the user is known but
hasnomore credit, he will be redirected
to a page that invites him to renew his
subscription. For a complete security
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of communications authenticated by
Web server, it is recommended, after
the authentication phase, to set up a
VPN client, which can be downloaded
(Dialer VPN).

IEEE 802.11 SECURITY FEATURES
Basic Protocol Mechanisms

When a mobile node, such as a laptop, connects
tothe WLAN network is a process called associa-
tion. To be able to do this, the mobile node needs
to find a suitable access point (AP). The access
pointsareidentified using the network name (Basic
Service SetIDentifier BSSID or Extended Service
Set IDentifier ESSID, or short: SSID).

The access points can be configured using
two methods. The first option is that the access
point sends periodically the SSID in plaintext,
and the mobile terminals can then decide to ask
for association with this access point. Manufac-
turers provide equipment pieces with a standard
SSID. Naturally, lists of manufacturer’s SSID are
available from the Internet. A first precaution is
to change it into another one.

It is recommended to configure the access
point to be mute, and just to listen to requests for
associations from the mobile nodes. The firstlevel
imposes the client station to send a connection
request to know the networks in range. When
receiving it, AP’s in range send their SSID. This
isagood precaution, but a poor protection. Hack-
ers have just to wait for the arrival of a mobile
station: offices opening hour is a very nice time
for SSID interception. The second level imposes
that AP’s do not answer to broadcasts sent by
mobile stations that request for access. In this
case, mobile stations must know the SSID to at-
tach the network.

This may seem secure at the first glance, but
the added feeling of security is futile: an attacker
can get the necessary information by passively

listening to the network traffic, and as soon as
the first legitimate association request is heard,
it can find out about the network identifier, which
will be present in the request as plaintext. Even
worse—the attacker may force a legitimate node
to disassociate from an access point by sending a
disassociation request to it. Then the legitimate
node will try to reassociate immediately, thus
revealing the network name.

Note: The inhibition of SSID exchange can
block the attachment of some NIC’s (hetwork
interface card) whose implementation requests
for this step in their connection process.

Changing and hiding the SSID is better than
nothing, but not enough!

*  MAC addresses filtering: The second non-
cryptographic security feature in the IEEE
WLANsis MAC filtering. This method uses
the unique link layer (MAC) address of the
WLAN network card to identify legitimate
users. The system administration uses net-
work configuration tools to give to the access
points a list of valid MAC addresses called
ACL.: access control list. The access points
refuse to answer to any messages received
from network cards that are not listed in
the ACL. This security feature is also easy
to bypass: just listen for a while network
traffic, and when a legitimate node leaves
the network, set your network card to use
its MAC address instead, for impersonating
as a legitimate node. This constitutes also
a constraint for the network administrator
because the introduction of a new station
needs an intervention on the network. Ad-
dress filtering is usable only if the park of
stations is limited and stable.

MAC addresses filtering it is better than
nothing, but not perfect!

. Encryption with WEP: There are several
security featuresthatare based on cryptogra-
phy. The original and most widely deployed
is called wired equivalent privacy (WEP).
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It was defined in the initial IEEE 802.11
standard. WEP can be used in conjunction
with the aforementioned noncryptographic
features, orassuch. WEP provides authenti-
cation and encryption with 40 to 128 bit key
length. The system is based on a shared key
that is configured both to the mobile node
and to the access point. Using this key, the
mobile node is authenticated when it asso-
ciates to the access point. The access point
is not authenticated. One problem with this
authentication is that since the WEP key is
the same for all nodes, the nodes cannot be
distinguished from each other in authenti-
cation. WEP uses data encryption on the
radio link for providing confidentiality and
integrity. The integrity mechanism uses a
linear CRC algorithm where an attacker is
able to flip bits in the packet without the risk
of being detected.

The weaknesses of WEP arise from the fol-
lowing factors:

e The pseudo-random sequence is computed
by a linear algorithm and thus, is easily
predictable.

e The key is static and common to all access
points and mobile stations.

e The integrity control is weak and does not
efficiently filter frame alterations.

. Sequences are not numbered; this facilitates
replay attacks.

*  The pseudo-random sequence is initialised
by the means of a 24-bit vector transmitted
in clear on the air interface and thus, easily
intercepted by sniffing.

Fluhrer, Mantin, and Shamir (2001) described
an attack (FMS) that allows finding the secret
key used in WEP in reasonable time. The WEP
algorithm uses the RC4 stream cipher in a mode
where the actual key used consists of two parts—a
known partcalledinitialization vector (IV), which
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is concatenated with the secret key. The RC4
algorithm uses a key generation algorithm that
generates a pseudo-random bit sequence from
the concatenation of 1V and the key, and uses the
generated bit sequence for encrypting the actual
data by a simple “exclusive or” operation. The
problem is that the algorithm for generating the
bit stream carries some patterns of the original
key to the resulting bit stream.

The reason for the initialization vectors is
that the RC4 algorithm produces an identical bit
stream each time itisused with the same key. This
would lead to a situation where knowing one bit
in plaintext for one packet would mean the cor-
responding bit would be known for all packets,
and thus reducing the strength of the algorithm
considerably. Using 1Vs is supposed to prevent
this, but the downside is that the first 24 bits of
the key are now known. And since the standard
format of an IP packet is also known, this can be
used to guess more bytes in the key. This repeti-
tion of 1'Vs can be used for decrypting messages
even without knowing the key—if the attacker can
injecttraffic tothe WLAN from the fixed network
and collect the packets encrypted by the access
point, it can get the necessary information for
decrypting traffic (see, e.g., Barken, 2004).

The attack was first implemented by Stub-
blefield, loannidis, and Rubin (2001) and is now
available in common cracking tools, such as Air-
Snortand WEPCrack. The attack requires several
millions of packets to be captured, afterwards the
actual cracking is done in seconds. Even if the
FMS attack requires capturing a huge number of
packets, it can be done quite fast if the attacker
can inject packets to the network, and capture
them encrypted.

In practice, cracking the WEP needs less
than two hours and some hackers boast to do it
in fifteen minutes! In order to facilitate hacker’s
task, itexists some dictionaries of pseudo-random
sequences, depending on the values of the initial
vector. Excellentsoftware’s for WEP cracking are
also available from the Internet (e.g., Airsnort or
Netstrumbler).
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. Key renewal: Since the keys can be compro-
mised inareasonable time, amechanism has
to change keys within a considerable short
time. The problem in WEP is that all the
nodes share the same unique ciphering key,
which is static. The key should be changed
in all nodes (laptops, etc.) and in the access
points, simultaneously and frequently.
The 802.11 protocol does not contain key
updating mechanisms. Thus, this must be
done manually and simultaneously on all
radio devices. Even if it could be done on
very small networks, in practice keys are
never changed.

Key renewing is good, but not realistic!

*  Authentication: SinceaWLAN using WEP
does not authenticate the access point, the
attacker can also impersonate as an access
point. To launch aman-in-the middle attack,
he may force network nodesto reassociate by
sending deassociation frames to it, and then
let the node to associate with the attacking
node. Thisiseasy ifthe attacker can position
himself or use such equipment so that it can
overpower the access point. With modified
antennae it is easy to gain transmitting
power, but they may look suspicious. Here,

Figure 3. Key dates for 802.1x security

we have a conflict with leaking radio signal
outside the premises and making man-in-
the-middle attack easier—for example Wi-Fi
Alliance (2003) recommend low power for
access points in order to reduce leaking the
radio outside company premises. Several
enhancements have beenintroduced inorder
to solve some of these weaknesses. Among
them, the dynamic WEP with TKIP that
makes frequently the key changed. Thiswill
beincluded inthe 802.11i standard described
next.

WEP using is better than nothing, but not
enough!

WiFi Protected Access

Conscious of WEP weakness, the IEEE has
designed a complementary protocol so-named
802.111, which was ratified in July 2004, and
known as WPA 2 (Wi-Fi Protected Access 2).
Before that, WPA 1.0 with TKIP was introduced
as a first step, considered as a subpart of 802.111
(see Figure 3).

802.11i relies on TKIP and 802.1x features
withincreased key-length, MIC integrity codeand
packet sequencing. However, the major innovation

1999

Wardriving starting
Decision of the IEEE to launch 802.11i

802.11b (Wi-Fi) Ratified with WEP

802.11 Ratified including WEP

802.11i Ratified

Introduction of WPA.1
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is the particularly efficient AES encryption that
is also compatible with QoS requirements.

. WPA1.0: WPA 1.0 isbased on IEEE 802.1x
that refers to a remote authentication dial-in
userservice (RADIUS) authentication serv-
er. The WLAN switch looks like a modem
concentrator (RAS or BAS) in a traditional
architecture. WPA 1.0 uses temporal key
integrity protocol (TKIP) that manages key
generation and dynamic exchange above
WEP. In brief:

°  802.1x is a network access protocol that
applies to any type of LAN, radio or wired.
It defines a frame for WEP or AES imple-
mentation.

° EAP, initially designed for PPP, isan authen-
tication transport protocol, authentication
carried by an upper layer application on a
RADIUS server.

° RADIUS is a client/server protocol that
manages user’s account and access rights
in a centralised way. It supports various au-
thentication mechanisms, including EAP.

°  The RADIUS server is an authentication,
authorisation and accounting (AAA) server
whose communications with the clients are
managed by the RADIUS protocol.

WiFi protected access (WPA) was originally
called WEP2, created inthe IEEE 802.11i working
group. It aims at correcting the security flaws in
WEP while preserving as much as possible from
the original WEP mechanism, so that a simple
firmware update would suffice forupdating equip-
ment. There are two main differences: encryption
uses TKIP for generating RC4 keys, instead of the
old secret key + IV mechanism, and a new access
control mechanism (IEEE 802.1X).

. Encryptionwith TKIP: Keeping the WEP
design model, TKIP brings mechanisms
to enhance the resistance against attacks;
in particular, it solves the problem of key
cyclic reusing:
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°  The common key shared by mobile
stations and access points is changed
every 10.000 packets.

°  Common keys are renewed by a dy-
namic distribution.

° The MAC address of the station is
introduced in the generation of key
sequences, thus each station has its
own sequence.

°  The initial vector is incremented with
each packet thus it is possible to reject
packets replayed with an old packet
number.

° Anintegrity code ICV (computed ac-
cording to a MIC algorithm, so named
MICHAEL) introduces a notion of
“ciphered CRC”.

Upgrading WEP equipment needs just a
software evolution. Note also that all WAP 1.0
products are ascendant compatible with 802.11i.
As WPA 1.0 is compatible with the WEP, WEP
and WPA 1.0 devices are interoperable, but with
the WEP protection level.

Temporal key integrity protocol (TKIP) is
used for generating per-packet keys for the RC4
ciphering used. The way of using RC4 in WEP is
problematic due to the way keys are used. TKIP
solves this by using a key mixing mechanism that
creates a new key from three sources: a Temporal
key, which is shared between the node and the
access point, but is not necessarily the same for
all users. This key is called “temporal” since it is
changed frequently. The temporal key iscombined
with the sender’s MAC address using the exclu-
sive OR-operation, thus resulting using different
keys for upstream and downstream transmissions,
and then with a sequence number for the packet.
This sequence number replaces the initialization
vector, making each transmission use a different
key, but the mixing is done differently. While
WEP just concatenates the IV and the key, WPA
uses the mixed Temporal key and sender’s MAC
for encrypting the sequence number, producing
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a 128bit key of which the first three bytes are
given to the original WEP algorithm as the 1V
and the rest as the user’s key. As a result, it is not
possible to use the FMS attack to crack the key,
as it is different for each packet.

There are two modes for TKIP key manage-
ment. The first one uses a pre-shared key (PSK)
from which the temporal keys are derived. PSK
needs to be remembered by the user. To ease this,
the PSK is created from a pass-phrase using a
hashing algorithm. The problem of the approach
is that the pass-phrase needs to be sufficiently
long in order to give any real protection against
an attack. The attacker can use a short denial of
service attack to disconnect temporarily a legiti-
mate node and record the re-association proce-
dure. Then the attacker can just use a dictionary
or brute force attack to the captured packets for
getting the key.

e Accesscontrol: The second option is to use
IEEE 802.1X and the extensible authentica-
tion protocol (EAP) for providing both the
mobile node and the access point the key
during association. When using this mode,
the access point blocks access to the network
until the node has authenticated with an au-
thentication server (aRADIUS server). The
authentication is mutual, and if successful,
the authentication server and the mobile
node both generate a key pairwise master
key. This key is new for each session, so
the attacker does not benefit much even if
he is able to get this key. This key can then
be used in the access point for generating
temporal keys (for privacy and integrity) and
key encryption keys for enabling rekeying
later.

Several layers are defined over EAP to sup-

port security polices (in increasing security

order):

°  EAP-MD5usesa RADIUS server that
just checks a hash-code of the mobile
station password and does not manage

mutual authentication. This protocol is
not recommended for radio networks,
because the mobile station can be con-
nected to a honey pot.

°  LEAP,developed by CISCO, providesa
better protection againstthe knowledge
of passwords by an unauthorised third
party, butitisvulnerable to dictionary-
type attacks.

°  PEAPand EAP-TTLS use a RADIUS
server and are based on the exchange
of certificates. RADIUS servers that
support PEAP and EAP-TTLS may
use external databases (e.g., Domain
Windows or LDAP directories). They
are particularly resistant to dictionary-
type attacks.

EAP-TLS is the most recommended stan-
dard for WLAN security. Itusesa RADIUS
authentication server. Mobile stations and
the server must mutually authenticate, us-
ing certificates. The transaction is secured
by the means of a ciphered tunnel. It is also
particularly resistant to dictionary-type at-
tacks.

Even this type of key management has a

problem: reauthentication with the authenti-

cationserverswill be too slow for supporting
handovers with real-time traffic (such as

VoIP). This would require the access points

being able to pass keys with each other.

Integrity: TKIP also uses a different

checksum algorithm than WEP. The WEP

CRC algorithm is not cryptographically

secure, SO a new message integrity code

(MIC) algorithm, Michael was developed.

Michael uses a MIC key, and the sender’s

and receiver’s MAC addresses as keys, and

results in a 64bit message integrity code
which is appended to the plaintext before
ciphering. The effective security level of

Michael isassumed around 20bits, meaning

that the attacker could make an active at-

tack against Michael, and succeed inaround
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2% messages, which might be possible in a
couple of minutes. In order to prevent this,
TKIP uses a mechanism where a node
disassociates from the network and deletes
its keys if it finds out two failed forgeries
within a second. It will reassociate with the
network after a minute.

In addition, a mechanism against replay
attacks is implemented: a sequence number
is used for each packet. If a packet with a
lower sequence number than used earlier is
found, it is discarded.

WPA 2 is the result of 802.11i standardisation
process thathas beenratified in June 2004. Itrelies
on most of the improvements of WPA 1 but uses
the more powerful advanced encryption standard
(AES) encryption, which is a block ciphering
algorithm using symmetrical keys with 128, 192
or 256 key length. The processing power needed
by AES requires a coprocessor already present
(as a reserve for the future) on equipment pieces
delivered with WPA 1.0. Older WEP equipment
needs a hardware modification to be upgraded to
WPA 2. Evenifthesealgorithmsand protocolsdo
protect the wireless network from unauthorized
use or eavesdropping, the nature of the network
makes it prone to Denial of Service type attacks.
It is easy for an attacker to jam the frequency
band, or more cleverly inject traffic to the access
points so that the network is not able to serve
legitimate users.

THE SECURITY OF WIRELESS
RADIO NETWORKS

Application

Lets us forget the old WEP and take just WPA

in consideration. The security level depends on
the usage.
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. Fortheenterprise: WPA Enterprise needsa
RADIUS serverwithEAP-TLS,EAP-TTLS
and PEAP, plus a network controller. This
costly solution provides high-level security
for large—and small-networks. Inthisimple-
mentation, a VPN is not useful, even not
recommended if the network supports VVoIP
because it degrades the quality of service.

. For residential and Soho usage: WPA per-
sonal does not need a RADIUS server but
uses a pre-shared key (PSK) distributed to
the access points and mobile stations. This
constitutes a flexible and cheap solution for
small networks, in particular for Soho and
domestic usage.

. Hot spots: In order to facilitate the access,
no security mechanism is implemented
on public hot spots. In particular, there is
no authentication of the Wi-Fi network,
because the user does not know what it is
when connecting and vice versa. Inthis case,
authentication is done by a Web portal. The
user has to manage its own protection by
VPN, by ciphering at application level and
by configuring properly his station in order
to reject intrusions from others.

OTHER TECHNOLOGIES
Bluetooth

Bluetooth is well known for point-to-point appli-
cations, rather than for WLAN realisation, even
if this is technically possible. Even if Bluetooth
integrates performing security mechanisms,
those are rarely used. The short range (10 meters)
of a Bluetooth link is seen as protection against
most intrusions, but do not forget that in a public
hot spot, users are generally less than 10 meters
from each other’s. On another hand, Bluetooth
standard foresees several transmission power
levels: 10 mW that is the most frequently used for
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wireless connections, and 100 mW that transmits
in a range comparable to Wi-Fi. Some 100 mW
devices are available, in particular for building
small size WLAN’s that are as much vulnerable
as Wi-Fi WLAN’s.

Vigilance is particularly recommended when
using a Bluetooth wireless keypad: keyboarded
codes, in particular passwords, go though the
radio link and can be detected in the range of
Bluetooth transmission. A new form of spamming
hasappeared, named « Blue Jacking », thatseems
promised to a great future. It consists to send
spam’sonthe screen of bistandard GSM-Bluetooth
mobile phones that are in range of the spammer.
The short range is not a limitation because the
spammer is also mobile.

Another Bluetooth attack involves bi-standard
mobile phones and nomad stations. It takes ad-
vantage of a weakness of Bluetooth that makes
possibletofetch remotely the informationstoredin
ahandy. Attacksare generally done in publicareas.
By this means, the hacker gets the coordinates of
the service provider and the login/password that a
victim close from him has just received by SMS.
A precaution is to inhibit the Bluetooth option of
the mobile phone when unused.

HiperLAN/2

HiperLAN/2 is an ETSI standard concurrent
of 802.11a that has no commercial issue at this
time. HiperLAN/2 integrates basically efficient
mechanisms of encryption, authentication and
dynamic key assignment.

2G/2,5G/3G Networks

GSM usesstrong security mechanismsthatcan be
attacked (Barkanetal., 2003), but UMTS networks
use improved mechanisms, that can be considered
reliable. They ensure user’sauthenticationas well
as the confidentiality of user’s identity, signalling
and exchanged information.

Security is managed at three places:

. In the SIM card: Personal security infor-
mation (authentication key, algorithms for
authentication and key generation, PIN)

. In the terminal: Ciphering algorithm

. In the network: Ciphering algorithm, au-
thentication server.

The terminal identifier is hidden and replaced
by a temporary identifier allocated when regis-
tering on a relay. This constitutes an efficient
protection against interception.

FUTURE TRENDS

. 802.11 technology: The 802.11 technology

is now mature and its variant 802.11g with
54 Mbps throughput is largely distributed.
The standard is enhanced by protocol
extensions: 802.11i brings a high level of
security and 802.11e provides QoS (Quality
of service) for transmitting video and voice
in the best conditions.
The IEEE is still working on other evolu-
tions of the 802.11 standard, in particular for
high-speed data (> 100 Mbps) and meshed
networks without wired infrastructure.

. Ad-hoc networks: On the other hands,
researches are undertaken in the domain of
ad-hoc networks, in particular in the scope
of public safety and defence, in order to
provide broadband communication means
at the place of an intervention or in case of
a major disaster when communication in-
frastructures have been destroyed. Ad-hoc
networks are new targets for new attacks.
The fact that routing is done by node ter-
minals makes these networks particularly
vulnerable.

«  WIMAX: WiMAX isthecommercial name
for of IEEE 802.16, and an interoperability
label from the WiMAX forum.
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WiMAX can support throughputs of 70
Mbps in a range of some tenths of kilome-
tres in line of sight. This makes WiMAX
well suited for metropolitan networks and
in particular, it could be an alternative to the
Internet distribution in low-density areas.
The first step of WIMAX 802.16a is just for
radio connected fixed stations. The next step
802.16e, recently ratified, integrates mobil-
ity.

In opposition with Wi-Fi, stations must be
registered in the system to be allowed to ac-
cede to the WiMAX network. This feature
does not facilitate hacker’s attacks.
Authentication uses certificates and an
asymmetrical ciphering. Encryption uses
a key generated during the authentication
sequence and a 3-DES algorithm.

e 802.20: The 802.20 standard will address
WAN structures for mobile users. In oppo-
sition with 3G networks designed for voice
and data, 802.20 networks will be dedicated
to mobile Internet with an asymmetrical
throughput, like the ADSL.

Mutual authentication uses certificates with
RSA signature. Symmetric encryption keys
are exchanged during the authentication.
At the present time, 802.20 is under study
at the IEEE. No date of ratification is fore-
seen.

CONCLUSION

WLAN networks are insecure, and attacking a
poorly configured WLAN network is easy. There
are plenty of different security solutions for
WLAN networks, having their weaknesses. Even
if the network can be protected against intrusion
attempts, the attacker has always the possibility
to launch a denial of service attack to shut down
the network operation. There are two possible
main paths for the system to choose:
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e To accept that the WLAN network is inse-
cure, and to treat is as it were a public hot
spot, using VPN solutions for the mobile
nodes. This has the advantage that it is pos-
sible to provide access to the Internet for the
visitors.

*  To set up a full authentication, encryption
and key management infrastructure with
WPA or WPA2. With this option, it is es-
sential to drop support of legacy equipment
not being able to use the full set of security
options. Providing compatibility means
opening security holes.

Both of these approaches require that the es-
sential IT infrastructure is in a wired network to
counter for the ease of denial of service attacks
against WLANS.

One can say that wireless technologies meet
the requirements of nomad users that aim to ob-
tain the same level of service and security than in
their office. Even if the security has been a great
concern in the past, we may consider now that,
using appropriate technologies and engineering,
wireless networks are as safe as traditional wired
networks.
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ABSTRACT

This chapter addresses the problem of interoperability among intrusion detection systems. It presents a
classification and a brief description of intrusion detection systems, taking into account several issues
such as information sources, analysis of intrusion detection systems, response options for intrusion de-
tection systems, analysis timing, control strategy, and architecture of intrusion detection systems. It is
also discussed the problem of information exchange among intrusion detection systems, being addressed
the intrusion detection exchange protocol and a format for the exchange of information among intru-
sion detection systems, called by intrusion detection message exchange format. The lack of a format of
the answers or countermeasures interchanged between the components of intrusion detection systems
is also discussed as well as some future trends in this area.

INTRODUCTION

Security incidents are becoming a serious prob-
lem in enterprise networked systems. Due to this
problem, intrusion detection systems (IDS) are
attracting an increasing commercial importance.
Thiskind of systemsisused inenterprise network
security to attempt the identification and tracking
of attacks to the networked systems. Nowadays,
several commercial and free intrusion detection

systems are available. Some of them are intended
for detecting intrusions on the network, others
are intended for host operating systems, while
still others are intended for applications. Tools
of these categories may have very different
strengths and weaknesses. Therefore, it is likely
that network and systems administrators deploy
more than a one kind of IDS, and administrators
may want to analyse the output of these tools
from different systems. Therefore, the existence

Copyright © 2008, IGI Global, distributing in print or electronic forms without written permission of IGI Global is prohibited.
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of a standard format for reporting may simplify
this task. Moreover, intrusions frequently occur
in several organizations or in several sites of the
same organization, which may use different IDS.
Therefore, it would be very helpful to correlate
such distributed intrusions across multiple sites
and administrative domains. Thus, it is required
the existence of acommon formatinordertoallow
an easy interconnection of different IDS.

Duetothesereasons, recently, the group Intru-
sion Detection Working Group (IDWG) of Internet
Engineering Task Force (IETF) has carried out
standardization activities regarding IDS whose
objective is to define data formats and exchange
procedures for sharing information among intru-
sion detection and response systems, systems.
As result, it was specified a new protocol and a
format for the exchange of information among
IDS. The specified protocol is called by intrusion
detection exchange protocol (IDXP) (Buchheim,
Erlinger, et al., 2001; Feinstein, Matthews, &
White, 2002) and the specified data format is
called by intrusion detection message exchange
format (IDMEF) (Debar, Curry,& Feinstein, 2005;
Wood & Erlinger, 2002).

The model specified by the IDWG group does
not define the format of the answers or counter-
measures interchanged among the components of
IDS. Without the definition of a common format
for the exchange of answers, it is not possible to
get total interoperability between IDS of differ-
ent manufacturers. Moreover, use of the incident
object description exchange format (IODEF) for
incident handling should also be considered re-
garding real time network defense. This chapter
will provide an overview of intrusion detection
systemsand will discuss how information regard-
ing the detection of an intrusion may de shared
with other intrusion detection systems.

INTRUSION DETECTION SYSTEMS

Early work on intrusion detection was reported
by Anderson (1980) and Denning (1987) and,
since then, it has been subject of intense research
activities from both academiaand industry. Early
intrusion detection systems were based either on
the use of simple rule—based techniques to detect
very specific patterns of intrusive behaviour or
on the analysis of historical activity profiles to
confirm legitimate behaviour. Nowadays, intru-
sion detection systems may use data-mining and
machine-learning techniques for the dynamic
collection of new intrusion signatures, which
allows for relatively general expressions of what
may constitute intrusive behaviour. Other mod-
ern intrusion detection systems may use a mix-
ture of sophisticated statistical and forecasting
techniques to predict what is legitimate activity
(Almgren & Jonsson, 2004; Abad et al., 2003;
Carey, Mohay, & Clark, 2003).

In the context of computer security, an in-
trusion can be defined as any set of actions that
attempt to compromise the integrity, confiden-
tiality or availability of a resource. An intruder
can be internal or external. External intruders
do not have any authorized access to the system
they attack while internal intruders have some
kind of authority and therefore some legitimate
access, but seek to gain additional ability to take
action without legitimate authorization (Jones &
Lin, 2001). Intrusion detection is the process of
monitoring the events occurring in a computer
system or network and analyzing them for signs
of intrusions. Intrusion detection systems (IDS)
are software or hardware tools that automate this
monitoring and analysis process and reports any
anomalous events or any known patterns indicat-
ing potential intrusions (Bace & Mell, 2001; Wan
& Yang, 2000).
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There are several types of IDS currently
available, which are characterized by different
monitoring and analysis approaches. Most of the
currently available IDS can be classified accord-
ing three fundamental functional components:
information sources, analysisand response (Bace
& Mell, 2001). Nevertheless, there are other issues
that may also be taken into account for the clas-
sification of IDS (Kazienko & Dorosz, 2004). An
overview of the classification of IDS is presented
inFigure 1. Inthe following, a brief description of
some categories, in which IDS may be classified,
is presented.

Information Sources

The most common classification of IDS is based
on the kind of information source used to deter-
mine whether an intrusion has occurred. Most
common information sources are network, host,
and application monitoring (see Figure 1; Bace &
Mell, 2001; Coull, Branch, Szymanski, & Breimer,
2003; Feng etal., 2004; Gopalakrishna, Spafford,
& Vitek, 2005; Lindgvist & Porras, 2001; Kruegel,
Valeur, Vigna, & Kemmerer, 2002; Rubin, Jha, &
Miller, 2004, 2005; Shankar & Paxson, 2003).
The larger part of commercially available IDS
is network-based. This kind of IDS analyzes net-
work packets, captured from network backbones
or local area network (LAN) segments, in order
to detect attacks. Network-based IDS (NIDS)
often consist of a set of single-purpose sensors
or hosts placed at suitable points in a network.
These sensors monitor network traffic, perform-
ing local analysis of that traffic and reporting at-
tacks to a central management console. Since the
sensors only support the IDS, they can be more
easily secured against attacks and may also be
configured to run in a stealth mode, in order to
make more difficult to determine their presence
and location in the network. These systems are
usually designed to work as passive devices for
monitoring the network traffic without interfer-
ence with the normal operation of the network
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(Bace & Mell, 2001). However, NIDS have
some limitations: they may be unable to analyze,
without network performance degradation, all
the packets in a large or busy network or under
very high speed operation at LAN interfaces.
Moreover, as we move from shared topologies to
switched-per-port LAN topologies, most switches
limit monitoring range of a NIDS to a single host,
provided that the switch does not provide univer-
sal monitoring ports. Besides, NIDS are unable
to analyze encrypted information, becoming in
a particular problem in the case of using Virtual
Private Networks (VPNs).

Host-based IDS (HIDS) analyze information
sources generated by the operating system or
application software, trying to find an intrusion.
Application-based IDS (AIDS) are aspecial subset
of host-based IDS. HIDS can analyze activities
with great reliability and precision, determining

Figure 1. Classification of intrusion detection
systems
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exactly which processes and usersare involved in
a particular attack on a given operating system.
Moreover, unlike NIDS, HIDS can see the out-
come of an attempted attack, as they can directly
access and monitor the data files and system pro-
cesses usually targeted by attacks. HIDS usually
use two types of information sources: operating
system audit trails, and system logs. Operating
system audit trails are normally generated at the
kernel of the operating system, and are therefore
more detailed and better protected than system
logs. However, system logs are much less imper-
ceptiveand much smallerthanaudittrails,and are
furthermore far easier to understand. Some host-
based IDS are designed to support a centralized
IDS management and reporting infrastructure
that can allow a single management console to
track many hosts. Others generate messages in
formats that are compatible with network man-
agement systems (Bace & Mell, 2001). Due to the
ability to monitor events in the host, HIDS may
detect attacks that cannot be detected by NIDS.
Furthermore, unlike NIDS, HIDS are not directly
dependent of the evolution form shared topologies
towards switched per port topologies and HIDS
can often operate in networked environments
with encrypted traffic, namely when host-based
information is generated before data encryption
and/or after data decryption in the destination
host. On the other hand, HIDS only read network
packets destined to that host and therefore they
are unsuitable for network surveillance. Moreover,
configuration and management of HIDS are more
difficult and they can be disabled during an at-
tack. Besides, HIDS make use of host computing
resources, which lead to a performance cost and,
when operating system audit trails are used, ad-
ditional storage capability may be required due
to huge volume of information.

As referred above, application-based IDS
(AIDS)areaspecial subset of host-based IDS. The
mostcommon information sources used by AIDS
are the transaction log files of applications. The
ability to interface with the application directly,

with significant domain or application-specific
knowledge included in the analysis engine, al-
lows application-based IDS to detect suspicious
behavior due to authorized users exceeding their
authorization. This is because such problems are
more likely to appear in the interaction between
the network administrator, the data, and the ap-
plication (Bace & Mell, 2001).

AIDS can monitor the interaction between
user and application, which often allows them to
trace unauthorized activity to individual users.
Moreover, AIDS can often work in encrypted
environments, since they interface with the appli-
cationattransaction endpoints, where information
issentinanunencrypted form. Onthe other hand,
AIDS may be more vulnerable than host-based
IDS to attacks as the applications logs are not as
well protected as the operating system audit trails
used for host-based IDS. In any case, as AIDS
often monitor events at the user level of abstrac-
tion, they usually cannot detect Trojan Horses or
other similar attacks. Therefore, it is advisable to
use application-based IDS jointly with host-based
and/or network-based IDS.

IDS Analysis

Nowadays, there are three main intrusion detec-
tion approaches: the behavioural approach, also
calledanomaly detection, and the signature analy-
sis, also called misuse detection and specification-
based detection (Ko, 2000). Anomaly detection
is based on statistical description of the normal
behaviour of users or applications. The purpose is
to detect any abnormal action performed by these
usersorapplications. The second approach, called
“misuse detection,” is based on collecting attack
signaturesin order to store them inan attack base.
The IDS then parses audit files to find patterns
that match the description of an attack stored in
the attack base. On the other hand, specification-
based techniques detect deviation of executing
programs from their valid program behaviour.
Misuse detection is the most used technique by
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commercial systems. Anomaly detection hasbeen
subjecttointense researchactivitiesandisusedin
limited form by a number of IDS. None of these
approaches is fully satisfactory, since they may
generate many false positives, corresponding to
false alerts, false negatives, corresponding to
nondetected attacks, and the alerts are too el-
ementary and not enough accurate to be directly
managed by a security administrator. There are
strengths and weaknesses associated with each
approach, and it appears that the most effective
IDS use mostly misuse detection methods with
a smattering of anomaly detection components
(Cuppens & Miéege, 2002; Ko, 2000; Kruegel et
al., 2003; Li & Das, 2004; Mutz, Vigna, & Kem-
merer, 2003; Tombini, Debar, Mé, & Ducasse,
2004; Vigna, et al., 2004; Wu et al., 2003; Wu
& Shao, 2005).

Misuse detectors analyse system activity,
looking for events or sets of events that match a
predefined pattern of events that describe aknown
attack. Since the patterns corresponding to known
attacks are called signatures, misuse detection is
sometimes referred to as signature-based detec-
tion. The most common form of misuse detection
usedincommercial products specifies each pattern
of events corresponding to an attack as a separate
signature. However, there are more sophisticated
approachesto doing misuse detection, called state-
based analysis techniques that can force a single
signature to detect groups of attacks.

Anomaly detectorsidentify abnormal unusual
behaviour (anomalies) on a host or network. They
function on the assumption that attacks are dif-
ferent from normal (legitimate) activity and can
therefore be detected by systems that identify
these differences. Anomaly detectors construct
profiles representing normal behaviour of users,
hosts, or network connections. These profiles are
constructed from historical data collected over a
period of normal operation. The detectors then
collect event data and use a variety of measures
to determine when monitored activity deviates
from the norm.
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Specification-based techniques detect the de-
viation of executing programs from their correct
behaviourandthey assume that penetrations often
cause privileged programs to behave differently
from their intended behaviour, which, for most
programs, are fairly regular and can be written
concisely. They lead to a very low false alarm
rate and are able to explain why the deviation is
an intrusion. Specification-based techniques are
promising for detecting previously unseenattacks.
However, specifications need to be written by
system or security experts for every security-criti-
cal program. Nevertheless, specification-based
approaches take advantage from techniques that
automate the development of specifications (Ko,
2000).

Response Options for IDS

The response of an IDS is the set of actions that
the system takes once it detects intrusions (Bace
& Mell, 2001; Kazienko & Dorosz, 2004). They
are typically grouped into active and passive
measures, with active measures involving some
automaticactions while passive measures involve
the reporting of intrusion detection findings to
network administrators, who are expected to take
actionbased onthose reports. Thoughresearchers
and some network administrators are tempted to
underestimate the importance of good response
functions in IDS, they may be very important.
In fact, commercial IDS support a wide range
of response options, often categorized as active
responses, passive responses, or some mixture of
both kinds of responses.

Active responsesare automatic reactions taken
after the detection of some types of intrusions.
Active responses may be classified into three
categories (Bace & Mell, 2001): collectadditional
information, change the environment, and take
action against the intruder. A brief description of
these three categories follows.

Collectadditional information isthe most inof-
fensive active response, although sometimes the
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most productive, which is based on the collection
of additional information about a potential attack.
This is generally associated with the increase of
the level of information sources sensitivity (e.g.,
increasing the number of events logged by an
operating system audit trail, or increasing the
sensitivity of a network monitor in order to anal-
yse more packets). The collection of additional
information may be of interest. For instance, the
additional information collected can help decide
the detection of the attack. The gathered informa-
tion may be further used to support investigation
and criminal and civil legal actions (Bace &
Mell, 2001).

Changing the environment is another active
response, which is based on the stop of a possible
an attack in progress with subsequent block of
attacker access. Typically, IDS block Internet
protocol (IP) addresses identified as the origin
of the attack. Although it is difficult to block a
particular attacker, DS can often prevent attacks
through the following actions (Bace & Mell,
2001): (1) injecting TCP reset packets into the
attacker connection to the victim system, leading
to a close of the connection; (2) reconfiguring
routers and firewalls to block IP packets from
the attacker apparent location; (3) reconfiguring
routers and firewalls to block the network ports,
protocols, or services being used by an attacker,
and (4) in extreme cases, reconfiguring routers
and firewalls to separate and cut all connections
that use specific network interfaces.

Although an attack to the attacker may be
considered, this active option can represent a
larger risk than the attack it is intended to block
due to civil legal responsibilities. Besides, gener-
ally, attacks are carried out from false network
addresses, or from zombies. Moreover, this ap-
proach may leadtoan escalade of the attack (Bace
& Mell, 2001).

Passive response approaches are based on
information made available to network admin-
istrators, leaving to administrators the decision
to be taken based on that information. A large

number of commercial IDS only rely on passive
response approaches. These approaches can be
alarms and notifications or relay on SNMP Traps
and Plug-ins (Bace & Mell, 2001).

When an IDS detects an attack, it generates
alarms and notifications to inform network ad-
ministrators that an attack was detected. Most
commercial IDS allow a large degree of freedom
regarding how and when alarms are generated
and to whom they are displayed. The information
included in the alarm message may range from
a simple notification saying that an intrusion
has taken place to extremely detailed messages
including IP addresses of the source and target of
the attack, the specific attack tool used to obtain
access, and the result of the attack. Another set of
options that may be helpful to large or multi-site
organizations are those involving remote notifi-
cation of alarms or alerts. These allow organiza-
tions to configure the IDS so that it sends alerts
to cellular phones or pagers carried by incident
response teams or system security personnel.
E-mail messages are avoided because attackers
may monitor network traffic and block e-mail
messages (Bace & Mell, 2001).

Some commercial IDS generate alarms and
alerts to network management systems, which
use SNMP traps and messages to send alarms
and alerts to central network management con-
soles, where they can be analyzed by network
administrators. This reporting scheme may lead
to several benefits such as the ability to adapt the
entire network infrastructure to act in response
to a detected attack, the ability to move the pro-
cessing load associated with an active response
to a another system that is not under attack, and
the capability to use common communications
channels (Bace & Mell, 2001).

Analysis Timing
Analysis timing is concerned with the elapsed

time between the occurrence of events and the
analysis of those events. It can be classified into
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interval based IDS and real time IDS (Bace &
Mell, 2001; Kazienko & Dorosz, 2004). In the first
approach, the information is not sent continuously
from monitoring systems to analysis engines.
Audit trail (event log) analysis is the most com-
mon method used by systems operated periodi-
cally. Real time IDS are designed for on-the -fly
processing and are the most common approach
used by network-based I1DS.

Control Strategy

Control strategy refers to the way the elements of
an IDS are controlled and how input and output
is managed. Control strategy may be classified
into three classes: centralized systems, partially
distributed systems, and fully distributed systems
(Bace & Mell, 2001). In the first strategy, all
monitoring, detection and reporting functions
are controlled by a central location. In partially
distributed systems, monitoring and detection
functionsare controlled by local node, but report-
ing is done hierarchically to one or more central
locations. Infully distributed systems, monitoring
anddetection functionsare performedthroughan
agent-based approach, being response decisions
taken at the point of analysis.

Architecture

The architecture of an IDS is devoted to the
organization of the functional components of a
given IDS. The architecture of an IDS includes
the host, the system in which the IDS software is
running, and the target, which is the system to be
monitoring by the IDS. Thearchitectureofan IDS
may be categorized into two classes: host-target
co-location and host-target separation (Bace &
Mell, 2001). Most of early IDS were of the first
type, in which the IDS ran on the systems they
protected. However, this architecture presents a
security problem, since, afterasuccessful attack to
thetarget, the attacker could disable the IDS. This
architecture was typically used several years ago
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in scenarios dominated by mainframes, in which
the high cost of computers prohibited the use of
a separated IDS system. With the widespread
use of workstations and personal computers, the
architecture was changed in order to running the
IDS control and analysis systems on a separate
system. Therefore, the IDS host and the target are
separated systems. This approach makes much
more easy to hide the IDS from attackers.

INFORMATION EXCHANGE AMONG
INTRUSION DETECTION SYSTEMS

As referred previously, nowadays, there are a lot
available IDS with very different strengths and
weaknesses. Even within each category it is pos-
sible to find IDS with different characteristics.
For the case of NIDS, which are very popular
nowadays, a web site devoted to the most im-
portant network intrusion detection systems was
made available by (Computer Network Defence,
2006). This web site provides details about sev-
eral NIDS and links to the products provided by
manufacturers. As may be seen in this site, there
are IDS with very different characteristics, being
likely that network administrators may deploy
more than a single IDS in order to complement
their scopes. Due to these reasons, a standard
format is required for reporting events among
intrusion detection systems. Besides, the existence
of a common format should allow components
from different IDS to be integrated more eas-
ily, namely when different IDS are deployed in
multiple organizations or in multiple sites within
the same organization. Recently, it was specified
a new protocol, called by intrusion detection ex-
change protocol (IDXP) (Buchheim, Erlinger, et
al., 2001; Feinstein et al., 2002), and a format for
the exchange of information among IDS, called
by intrusion detection message exchange format
(IDMEF) (Debar, Curry, & Feinstein, 2005; Wood
& Erlinger, 2002).
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The Intrusion Detection Working Group
(IDWG) of Internetengineering task force (IETF)
has made two assumptions about the deployment
configuration of an IDS. First, it was assumed
that only analyzers create and communicate ID
alerts. These alerts contain information stating
thataneventoccurred, but they may contain more
detailed information about the event, in order to
make easy an informed action or response by the
receiving party. The same system may act as both
an analyzer and a manager, but these will be two
separate ID entities. Thisassumption isassociated
withthe second, since analyzersand managerscan
be separate components that communicate pair
wiseacrossa TCP/IP network. These assumptions
distinguish between creation and consumption of
ID alerts, and allow the acts of alert creation and
consumptiontooccur atdifferent IDS components
onthe network. These assumptions also affect the
transfer protocol, since alerts will be transferred
from one component to another component over
TCP/IP networks, which must be done inasecure
way (Buchheim, Erlinger, et al., 2001).

Messages sentbetween I DS elements must get
through andbe acknowledged, namely under diffi-
cultnetwork conditions. The severity of an attack,
and therefore the relevance of a prompt response,
may be revealed by the number and frequency of
messages generated by IDS analyzers, being de-
sirable to achieve a reliable transmission in order
to avoid duplication of messages. Therefore, the
IDWG has specified that the protocol for exchange
of intrusion detection information be based onthe
transmission control protocol (TCP).

The first attempt of the IDWG to meet IDWG
transportprotocol (IDP) requirements for commu-
nicating IDMEF messages was the development
of the intrusion alert protocol (I1AP) (Buchheim,
Feinstein, Gupta, Matthews, and Pollock, 2001).
The design of IAP was based on the hypertext
transfer protocol (HTTP). In HTTP, the HTTP
client is the party that initiates the TCP connec-
tion. In IDP, a passive analyzer should act as a
clienteventhoughitreceivesthe TCP connection.

Nevertheless, AP still borrows many of HTTP
headersandresponse codes (Buchheim, Erlinger,
atal., 2001). However, IAP presents some limita-
tions, namely, regarding security issues.

In order to overcome the limitations of AP,
it was proposed the blocks extensible exchange
protocol (BEEP) (Rose, 2001), anew IETF general
framework for application protocols. Then, the
intrusion detection exchange protocol (IDXP)
was designed and implemented within the BEEP
framework, that fulfills the IDWG requirements
for that transport protocol. BEEP isa generalized
framework for the development of application-
layer protocols, since it is located above TCP in
the TCP/IP architecture. BEEP offers asynchro-
nous, connection-oriented, and reliable transport.
Therefore, an application level transport protocol
such as IDP can be implemented using the BEEP
framework.

Overall, BEEP supportshigher-level protocols
by providing the following protocol mechanisms
(Buchheim, Erlinger, et al., 2001):

. Framing: How the beginning and ending
of each message is delimited

. Encoding: How a message is represented
when exchanged

. Reporting: How errors are described

e Asynchrony: How independent exchanges
are handled

e Authentication:Howthe peersateachend of
the connection are identified and verified

. Privacy: How the exchanges are protected
against third-party interception or modifica-
tion

The intrusion detection exchange protocol
(IDXP) is an implementation, as a BEEP profile,
of the IDWG application level transport protocol.
Therefore, BEEP provides the protocol while the
IDXP profile specifies the BEEP channel char-
acteristics necessary for implementation of the
IDP requirements. IDXP can be split into four
main phases: connection provisioning, security
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setup, BEEP channel creation, and data transfer.
Details about IDXP implementation are given in
(Buchheim, Erlinger, et al., 2001).

The model specified for IDWG group does not
define the format of the answers or countermea-
sures interchanged between the components of
IDS. Without the definition of a common format
for the exchange of answers, it is not possible to
get complete interoperability between different
IDS. Therefore, recent work has been focused
towards a solution for this problem. Recently,
Silva, and Westphall (2005) proposed a model for
interoperability of answers in intrusion detection
systems. This model of data and architecture is
compatible with works accomplished by IDWG
group related with the interoperability between
IDS. More details regarding the development and
tests of their model can be found in Silva and
Westphall (2005).

FUTURE TRENDS

Recent work has been focused in the specifica-
tion and development of a transport protocol and
message formats. A first model for the format of
the answers or countermeasures interchanged
between the components of IDS has also been
reported. Some research issues still open are the
detection of intrusions in high-speed network en-
vironments and the share of information regarding
attacks under high-speed operation.

CONCLUSION

This chapter provided an overview of intrusion
detection systemsand the way this kind of systems
may exchange information regarding attacks.
It was briefly discussed the Intrusion detection
exchange protocol and the intrusion detection
message exchange format and a data model for
interoperability of answers among different IDS.
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This model is compatible with the model of alerts
already developed for IDWG group, in order to
make possible the integration of both models.
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ABSTRACT

This chapter presents security solutions in integrated patient-centric Web-based health-care informa-
tion systems, also known as electronic healthcare record (EHCR). Security solutions in several projects
have been presented and in particular a solution for EHCR integration from scratch. Implementations of
Public key infrastructure, privilege management infrastructure, role based access control and rule based
access control in EHCR have been presented. Regarding EHCR integration from scratch architecture
and security have been proposed and discussed. This integration is particularly suitable for developing
countries with wide spread Internet while at the same time the integration of heterogeneous systems is
not needed. The chapter aims at contributing to initiatives for implementation of national and transna-

tional EHCR in security aspect.

INTRODUCTION

E-health has become the preferred term for
healthcare servicesavailable through the Internet.
While the first generation of e-health applications
comprises educational and informational Web
sites, at present e-health has grown into national
and transnational patient centric healthcare record
processing. A patient centric healthcare record,
also called electronic healthcare record (EHCR)

and electronic patient record (EPR), enables a
physician to access a patient record from any
place with Internet connection and give a new
face to integration of patient data. Such integra-
tion canimprove healthcare treatment and reduce
the cost of services to a large extent. Benefits are
based on extended possibilities for collaboration
through sharing data between a physician and a
patientand between physicians. Insuch large scale
information systems, which spread over different
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domains, standardization is highly required. The
second paragraph describes the main issues in e-
health security aswell asthe results of EU projects
EUROMED and TRUSTHEALTH, whilethethird
paragraph presents MEDIS prototype of national
healthcare electronic record suitable especially
for developing countries where the Internet is
widespread and healthcare information systems
are not developed to large extent and therefore
integration from scratch is proposed.

EXISTING SOLUTIONS

Ingeneral, the following lines of development for
healthcare information system were considered
as important (Reichertz, 2006): (1) the shift from
paper-based to computer-based processing and
storage, as well as the increase of data in health
care settings; (2) the shift from institution-cen-
tered departmental and, later, hospital information

systems towards regional and global HIS; (3) the
inclusion of patients and health consumers as
HIS users, besides health care professionals and
administrators; (4) the use of HIS data not only
for patient care and administrative purposes, but
also for health care planning as well as clinical
and epidemiological research; (5) the shift from
focusing mainly on technical HIS problems to
those of change management as well as of stra-
tegic information management; (6) the shift from
mainly alpha-numeric data in HIS to images and
now also to data on the molecular level; (7) the
steady increase of new technologies to be included,
now starting to include ubiquitous computing
environments and sensor-based technologies for
health monitoring.

As consequences for HIS in the future, the
need for institutional, national, and international
HIS-strategies is first seen; second, the need to
explore new (transinstitutional) HIS architectural
styles is needed; third, the need for education in

Figure 1. Degree of sophistication in healthcare information systems. Note. From Information Systems,

Sao Paolo University Technical Report, 2006)

Degree of Sophistication

»

Cumulative Levels of Healthcare
Services Information Systems

Illustrative Improvements in
Quality of Care

6. Advanced mulimedia and telematics
Continuous and remote clinical monitoring

review

Improved access to remote expert diagnosis

Diagnostic images shared remotely for diagnosis and Previous history always available

Single complete patient record instantly available

Immediate alerts to problems
Easier access to expert opinion

Reduced travelling time and journeys for patients
Remaote but more frequent, homea-care monitoring
Images recorded for prograss reviews

5. Specialty specific support (shared care system for
diabetes, asthma and children, pathways with
automated rules-hased alerts and prompts,
electronic images)

Extensive and detailed pathways set out best
practice

Faster and more accurate diagnosis
Formalized, rapid, and comprehensive
communications

Greater patient parficipation in care

4 Clinical knowledge and decision support (simple
alerts and prompts, on-line access to knowledge
bases, multi-disciplinary care planning)

Immediate access to expert knowledge
Alerts to possible drug interactions

Faster and more accurate diagnosis

Care planning more consistent and complete

3. Clinical activities support (ICU, renal, Shorter hospital stay
cardiclogy services, order-communications Fewer prescribing errors
systems, electronic prescribing) More consistent care
Wamnings of variations from agreed care plans
2. Integrated clinical diagnostic and treatment Rapid access to previous diagnostic results and
support  (Pathology & Radiology Systems) reports

Fewer lost case notes
Less waiting for new test resulis

1. Clinical administrative support {Fatient Less repetition of personal details
Administration System) Less patient waiting
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health informatics and/or biomedical informatics,
including appropriate knowledge and skillsonHIS
areneeded. Asthese new HIS are urgently needed
forreorganizing health care inanaging society, as
lastconsequence the need for researcharound HIS
is seen. Research should include the development
and investigation of appropriate transinstitutional
information system architectures, of adequate
methods for strategic information management,
of methods for modeling and evaluating HIS, the
development and investigation of comprehensive
electronic patient records, providing appropriate
access for health-care professionals as well as
for patients (e.g., including home care and health
monitoring facilities). All these requirements
have implications on security issues. See Figure
1 for an example of the degree of sophistication
in healthcare information systems.

Security is a very complex issue related to
legal, ethical, physical, organizational, and tech-
nological dimensions defined as security policy. In
that context, security addresses human, physical,
system, network, data, or other aspects.

Legal Issues

Hipocrate’s oath contains the obligation of keep-
ing health data secret as a part of professional
ethics «What | may see or hear in the course of
the treatment or even outside of the treatment in
regard to the life of men, which on no account
one must spread abroad, | will keep to myself,
holding suchthings shameful to be spoken about™.
As far as today’s practice is concerned, several
countries have adopted acts on medical data
privacy protection, and especially on privacy
protection of the electronic form of medical data.
Oneamong such documentsis European Directive
on the Protection of Individuals with Regard to
the Processing of Personal Data and on the Free
Movement of such Data of September 25, 1995,
intended for privacy protection in data process-
ing systems. Medical data privacy protection is
presented in Section 3 of paragraph 2 «Special
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Processing Categories», whosearticle 1 states that
member countries should forbid the processing
of personal data on political attitudes, religious
and philosophic beliefs, racial and ethnic originas
wellas medical data unless they satisfy particular,
precisely specified conditions. For medical data,
these conditions are as follows:

e When data processing is performed for
purposes of preventive medicine, medical
diagnostics, the provision of medical treat-
mentand management of medical protection
services where these data are processed by
health professionals who are bound to keep
professional secrecy by national laws or
rules established by competent bodies or by
some other persons subject to an equivalent
obligation.

*  Personstowhich these datarefer have given
an explicit consent to the processing of such
data.

. Processing is required for protecting the
vital data of the person to which these data
pertain or of some other persons, when the
person in question is physically or legally
incapable of giving a consent.

. Processing of data relating to personswhich
have committed a criminal act or to persons
whichmay violate safety is performed under
the supervision of authorized officials.

Section 4 of paragraph 2 «Information to be
submitted to a person states the conditions under
which a person has to be given the information
on the processing of that person’s private data,
and especially the informataion about forwarding
these data to a third party.

Section 5 of paragraph 2 of this Document
«A subject’s right to access his own data» states
a person’s rights to access his personal data in
data processing systems.

Paragraph 3 of thisdocumentsays that member
countries should ensure for each person, which
considers that he/she has suffered a loss because
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of illegal processing of his/her data, to be entitled
to a compensation.

Results of EUROMED Project

All European Commision funded e-health projects
are in compilance with EU directive. One of first
implemented was EUROMED (Katsikas,1998).
This projects (started in 1997) examines use of
trusted third party (TTP) services in distributed
healthcare information systems. A trusted third
party (TTP) is an entity which facilitates inter-
actions between two parties who both trust the
third party; they use this trust to secure their own
interactions. One of TTPsisacertificate authority
(CA). CAs are defined in X. 509 standard (ITU-T
Standard, 1997).

X.509 standard defines a framework for the
authentication service whichadirectory provides
to all interested users. A directory is taken to
mean that part of the system which possesses
authentic information onsystemusers. Adirctory
is implemented as a certificate authority (CA)
which issues certificates to users. X.509 defines
two authentication levels:

e Simple authentication, which uses a pass-
word for identity verification

e Strong authentication, which involves cre-
dentials—additional means of identification
obtained by cryptographic

Strong authentication is based on an asym-
metric cryptosystem involving a pair of keys: a
public and a private key. The standard does not
prescribe mandatory usage of a particular crypto
system (DSA, RSA, etc.) and thus supports modi-
fications in methods to be brought about by the
development of cryptography.

Each user should have a unique distinguished
name. A naming authority is responsible for as-
signing a name.

A user is identified by proving that he/she
possesses a private key. To be able to verify a

private key, a user—partner in the communication
process must possess a public key. The public key
is available on the directory.

A user should be given a public key from a
trusted source. Such a source is a CA which uses
its own public key to certify a user’s public key
andproduces a certificate in this way. A certificate
has the following properties:

. Each user having the access to a CA’s public
key can disclose the public key on which a
certificate has been created.

. No party, except for the CA, can make a
modification to a certificate without such
a modification being detected. Owing to
this property certificates may be stored
on a directory with no need for additional
protection efforts.

A certificate is obtained by creating a digital
signature on a set of information about a user,
such as a unique name, a user’s public key and
additional information about a user. This set of
information also contains a certificate’s validity
period. This period includes the interval during
which the CA has to keep the information about
certificate status, i.e., publish an eventual certifi-
cate revocation. A certificate is presented in the
ASN.1 notation as follows:

Certificate = SIGNED {SEQUENCE/{

version [0] Version DEFAULT
vl,

serialNumber CertificateSerial

Number,

signature AlgorithmlIdentifier,

issuer Name,

validity Validity,

subject name,

subjectPublicKeyinfo SubjectPublicKey-
Info,

issuerUniqueldentifier [1] I M -
PLICIT Uniqueldentifier OPTIONAL,
subjectUniqueldentifier [2] I M -
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PLICIT Uniqueldentifier OPTIONAL

extensions [3] Extensions OP-
TIONAL }
Validity = SEQUENCE {
notBefore Time,
notAfter Time
}
SubjectPublicKeylnfo = SEQUENCE {
algorithm Algorithml-
dentifier,
subjectPublicKey BIT STRING
}
Extensions = SEQUENCEOF
Extension

Three types of strong authentication are de-
scribed in the standard:

a.  One-wayauthentication: Includesonlyone
transfer from a user A to an intended user
B

b.  Two-way authentication: Includes a reply
from B to A as well

c. Three-way authentication: Includes an
additional transfer from Ato B

An example of using two-way authentication
is given in CEN ENV 13729 standard which pre-
scribes the use of strong authentication in health
information systems.

CEN ENV 13729 has defined local and re-
mote two way strong authentication using X509
standard.

EUROMED-ETS provides integrity, authenti-
cation and confidentiality services using measures
such as:

»  Digital signatures to ensure data integrity
. Encryption to provide confidentiality
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TTP sites were established in four different
locations in Europe: Institute of Computer and
Communication Systems- ICCS (Athens-Greece),
University Hospital Magdeburg - UHM (Magde-
burg-Germany), University of the Aegean - UoA
(Samos-Greece), and University of Calabria - Uni-
CAL (Calabria-Italy).

Among the functions performed by the Cer-
tification Authority are: initialisation, electronic
registration, authentication, key generation and
distribution, key personalisation, certificate
generation, certificate directory management,
certificate revocation, CRL generation, mainte-
nance, distribution storage and retrieval.

The Directories have served in that way as a
repository for identification and authentication
information; this information was utilised auto-
matically by the EUROMED-ETS pilot Secure
Web Servers to identify potential users and grant
or deny to themrights; this identification informa-
tionwasalso accessible anonymously throughthe
Internet by the use of LDAP search tools.

Figure 2. Challenge-response authentication
protocol using X.509 public key certificates
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Figure 3. Remote strong authentication according to CEN ENV 13729
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Results of Trusthealth Project

«Trustworth Health Telematics 2» (Blobel, 2001)
projectwas started in June 1998 under the auspices
of the European Commission. The aim of the
project is to create a national infrastructure that
would provide the security on the communica-
tion and application level of health information
systems in: Belgium, France, Germany, Norway,
Sweden and Great Britain and the focus is on
interstate interoperability. The implementation of
Trusthealth | Project, which took part from 1996
to 1997 involved the introduction of:

. The use of Health Professional Cards (HPC),
microprocessor cards used inthe authentica-
tion process

. Card reader services

»  Servicesof Trusted Third Party which man-
ages certificates

Within TH-1 the following services have been
provided:

. Sending of a physician’s report with all
relevant data to a central register.

. Execution of prespecified and freely formed
SQL queries relating to a patient’s EHCR.
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e Statistical analyses by various criteria, also
by making a SQL query

. Exchange of any information, including HL7
messages, images, etc.

ATTPinvolvesseveral independent organiza-
tions responsible for defining TTP services. TTP
components may be:

»  Key generation instance

. Naming authority

. Registration authority

»  Directory service authority

In the TrustHealth Project the public key
registration authority (PKRA) is an entity that
identifies, in a unique way, a user requiring the
provision of a digital signature service. The
professional registration authority (PRA) is an
entity registering an individual as a physician,
i.e. as a medical care professional. The naming
authority (NA) is an entity assigning to users a
unique name to be used in certificates. The NA
may be involved in assigning unique names to
classeswithin the medical profession (e.g., internal
medicine) and subclasses (e.g. nephrology). The
public key Certification Authority (PKCA) is an
entity certifying the relation between a user’s
unique name and public key by issuing a public
key certificate with a PKCA digital signature.
The PKCA is also responsible for revoking and
repeated issuance of a certificate with a public key,
whereas the professional Certification Authority
(PCA) certifies therelation between auser’sunique
name and professional status, after having created
adigital signature on these data. The PCA is also
reponsible for revoking and repeated issuance of
professional certificates. The card issuing system
(CIS) is an entity issuing microprocessor cards
that must contain a private key and may contain
certificates as well. The generation of a private-
public key pair may be performed using a local
or a central key generator (LKG), an entity that
may be located locally (with a user or PKRA) or
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centrally (with the PKC or CIS). Certificates have
to be stored onthe certificate directory (DIR). The
DIR is an entity that isues, on a request, certifi-
cates with a public key, professional certificates,
revoked certificate lists as well as other informa-
tion about users. In the TrustHealth Project the
TTP services (NA, PRA, PCA, LKG, PKRA i
DIR) are proposed to be implemented in institu-
tions such as the chamber of physicians.

In this project the NA is implemented so as
to assign a unique name to a user by using the
name of a state, a unique number assigned to each
physician on a state level and a physician’s name.
The RA is implemented so as to certify a user’s
identity and attributes such as profession or quali-
fication. On a user’s request, relevant information
is verified, associated to a distinguish name —DN
and sent online to a certification entity. The RA
uses the information provided by the qualifica-
tion authentication authority (QAA) or by the
profession authentication authority (PAA). The
former instance may be a university, for example,
while the latter may be a chamber of physicians.
In the part of TrustHealth Project implemented
in Magdeburg, the chamber of physicians of
the state of Saxony-Anhalt has implemented a
majority of TTP services. The chamber of phy-
sicians has also included QAA services such as
qualification, specialization, etc. All these pieces
of information have been transmitted online to a
certification body.

Based on data obtained from the RA, the
Certification Authority creates certificates.
Certificates that associate a user’s distinguish
name and the remaining relevant information to
a user’s public key are referred to as public-key
certificates. Certificates that associate informa-
tion about profession, qualification are attribute
certificates. The first service is provided by the
CA and the second by the PCA. CA Management
Toolkit from the SECUDE package is used for
X509v3 certificate creation and management in
the TrustHealth Project.
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The DIR directory service includes the publi-
cation and revocation of certificates using public
directories. An X.500 compatible solution imple-
mented in the SECUDE package is used in the
TrustHealth Project. Inthis Project DIR maintains
both public-key and attribute certificates. It is
planned to use the Lightweight directory access
protocol (LDAP) server later.

Results of PCASSO Project

The Patient Centered Access to Secure Systems
Online (http://medicine.ucsd.edu/pcasso/index.
html) was developed in 1997-2000 at the Univer-
sity of California San Diego School of Medicine.
It is intended primarily to permit patients and
health care providerstoaccess health information,
including sensitive health data. Access control is
achieved by combining role-based access control
(RBAC), mandatory access control (MAC) and
discretionary access control (DAC). PCASSO is
patient-centered and all dataare stored onasingle
server in the current project stage.

According to DAC, when a user requests ac-
cessing an object, it is checked whether there is a
rule allowing that user to access that object in a
given mode. If there is, access is allowed, other-
wise it is forbidden. Such an approach is viewed
as very flexible and has found a wide usage,
especially in commercial and industrial environ-
ments. Its shortcoming is the lack of information
flow control. It is thought that it is easy to avoid
access restrictions imposed by authorization (a
set of rules stating which subject is allowed to
accessaparticular objectand in which mode). For
example, when a user has read some data once,
he/she may forward them to an unauthorized user
without data owner’s knowledge. In contrast to
this, information flow from a higher-level object
to a lower-level one is prevented in the MAC
approach.

In MAC access rights are based on the clas-
sification of subjects and objects in the system.
A particular protection level is assigned to each

subject and each object. The protection level as-
signed to an object reflects data sensitivity level.
The protection level assigned to a subject reflects
the level of confidence in that subject that it will
not forward accessed information to persons
that do not have such rights. These levels are ar-
ranged in a hierarchy where each protection level
dominates lower levels. A subject has the right
of access to an object only if there is a particular
relation between the protection level belonging
to that subject and the protetcion level belong-
ing to that object. One among such relations is
the following: the protection level belonging to
the subject has to dominate the protection level
belonging to the object. MAC is used in defense
and governmental departments.

Some researchers have expressed a view that
DAC and MAC approaches cannot satisfy many
practical requirements. The MAC approach is
suitable foramilitary environment, whereas DAC
is suitable for communities where cooperative
work predominates, suchasacademicinstitutions.
This is why a number of alternatives have been
offered. Role based access control (RBAC) is the
most widely used among them. RBAC controls a
user’s access right on the basis of user’s activities
performed in the system. A role may be defined
as a set of activities and responsibilities relating
to a particular activity. The advantages of RBAC
approach include:

. Simplerauthorization control. Authorization
specification is divided into two stages: as-
signing roles to users and assigning object
access rights to roles.

. Role hierarchy is easy to create, which is
suitable for many systems

. Roles permita user to work with a minimal-
privilege role and use only exceptionally
a role having maximal privileges. Error
occurrence possibilities are reduced in this
way.

. Separation of duties. Itis possible to provide
that not a single person can autonomously
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abuse the system. An example is the intro-
duction of ... : each person performs only a
portion of an operation instead of the entire
operation.

In PCASSO users may have one of the follow-
ing roles: patient, primary care provider (PCP),
secondary care provider (SCP) or Emergency
Caregiver. Information and functionalities avail-
able to a user depend on the role belonging to
her/him. PCASSO employsthe following security

policy:

e The system controls all accesses to data for
each single user.

*  Primarycareprovidersareallowedtoaccess
all parts of a patient’s EHCR.

. PCP is privileged to mark some data in an
EHCR as accessible to or forbidden for a
patient or other care providers.

e Anpatientisallowed to access all parts of an
EHCR except for those marked as “patient
deniable”

. Care providers marked as PCP may change
protection attributes in a patient’s record.
PCPs may authorize and give rights to
consultants referred to as Secondary care
providers. A patient’s PCP may declare a
SCPtobeaPCP foraparticulartime period,
after the expiration of which a previous role
iS resumed.

e A possibility is given to care providers to
deny access to a part of a child’s EHCR to
parents.

. In emergency cases care providers may
have an unlimited access (reading only) to
a patient’s EHCR.

PCASSO distinguishes 5 patient data protec-
tion levels: Patient-deniable, Parent/Guardian-
deniable, Public-deniable, Standard and Low. A
user will be allowed to access data having the
same or a lower label (protection level) compared
with the user’s label (MAC approach) and belong,
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at the same time, to the group having the right of
access to that piece of data (DAC approach).

EHCR ARCHITECTURE -
CEN ENV 13 606 STANDARD

All EU transnational projects are in compliance
with CEN ENV 13 606 standard.

The Comité Européen de Normalisation Euro-
pean Standard (CEN ENV 13606, 2002) “EHCR
Communication” is a high level template which
provides a set of design decisions which can
be used by system vendors to develop specific
implementations for their customers.

It contains several parts:

. Part 1. Extended Architecture: Defines
component-based EHCR reference archi-
tecture.

. Part 2. Domain Term List: Defines terms
which are used in extended architecture.

. Part 3. Distribution Rules: Defines data
structures which are used in distribution
and shared access to EHCR.

Communication as an act of imparting or
exchanging information is the primary concern
of this standard. In its Part 1 the standard defines
an EHCR Communication View as the reuse of
stored clinical data in a different context. There
can be many such Communication Views and
they provide presentation of information in a
chronological order , “problem-oriented” man-
ner or some other convention. This is provided
by use of architectural components which are
rich enough to be able to communicate data by
a combination of components. There are a root
component, which contains basic information
about a patient, on one hand, and, on the other
hand, arecord component established by original
component complexes (OCCs), selected compo-
nent complexes (SCC), data items (DI) and link
items (LI). An OCC comprises (according to data
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homogeneity) four basic components: folders,
compositions, headed sections and clusters. A
SCC contains a collection of data representing
anaggregation of other record components that is
not determined by the time or situation in which
they were originally added to the EHCR. It may
contain a reference to a set of search criteria, a
procedure or some other query device whereby
its members are generated dynamically (for ex-
ample “current medication”). A Link Item is a
component that provides a means of associating
two other instances of architectural component
and specifying the relationship between them (
“caused by”, for example). A data item is a record
component that represents the smallest structural
unit into which the content of the EHCR can be
broken down without losing its meaning.

As a result of cooperation of CEN Technical
Committee 251 and Australian Good Electronic
Health Record (GEHR) project, CEN ENV 13606
Part 1 was revised in 2002. The revised standard
adopted the GEHR concept in which object-ori-
ented EHCR architecture is distinguished from a
knowledge model. A knowledge model contains
specifications of clinical structures named arche-
types. There are many benefits of that two-layer
model and one is thatarchetypes can be developed
by clinicians at the same time when IT specialists
develop EHCR objectoriented architecture. Inthe
revised CEN standard architectural components

contain an identifier of archetype (for example
“vitals”, “blood pressure” etc.).

In part 2 CEN ENV 13 606 standard defines
a list of terms, such as category names for
Compositions (“Notes on Consultations”, “Clini-
cal Care Referrals” etc.) and Headed Sections
(“Former Patient History”, “Ongoing Problems
& Lifestyle” etc.).

According to part 3 of CEN ENV 13606
standard, each Architectural Component has a
reference to a Distribution Rule. A Distribution
Rule comprises When, Where, Why, Who and
How classes. Class Why is mandatory, i.e. one
of its attributes has to be “not null”. Instances of
these classes define When, Where, Why, Who
and How is allowed to access that component

(see Figure 4).

IMPLEMENTING SECURE
DISTRIBUTED EHCR:
MEDIS EXAMPLE

The MEDIS projectaims atdevelopingaprototype
secure national healthcare information system.
Since clinical information systems in Serbia
and Montenegro have not been implemented
to a large extent, we have focused our efforts
on integration itself from the very beginning,
instead of on studying how to integrate various

Figure 4. Distribution rule (CEN ENV 13606 Part 3)
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Table 1. Projects’ characteristics

Security in E-Health Applications

EUROMED TRUSTHEALTH PCASSO MEDIS
Internet based architecture X X X X
Component based architecture X X X
Public key infrastructure X X X X
Privilege management infrastructure X X
Web service security X
Role based access control X X X X
Rule based access control X

systems. In recent years Internet has become
widespread in our country and using Internet
to implement a shared care paradigm is becom-
ing a reality. MEDIS is based on CEN ENV
13606 standard and follows a component-based
software paradigm in both EHCR architecture
and software implementation. MEDIS has been
implemented as a federated system where the
central server hosts basic EHCR information and
clinical servers contain their own part of patients’
EHCR. CEN ENV 13 606 requirements have
been strictly fulfilled in clinical servers as well
as in the central server. In our opinion the user
interface has to be standardised and we give our
proposal for standardisation. As for the security
aspect, MEDIS implements achievements from
recent years, such as Public Key Infrastructure
and privilege managementinfrastructure, SSL and
Web Service security as well as pluggable, XML
based access control policies. Table 1. presents
characteristicsof EUROMED, TRUSTHEALTH
and MEDIS projects.

MEDIS Architecture

Sincethe MEDIS projectrefersto integration from
the very beginning, EHCR reference architecture
has been followed in defining the database model.
Data have been stored in a hierarchical manner,
where architectural components contain pointers
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toasupercomponent, linked componentsand also
a selected component complex.

MEDIS has been implemented as a federated
system. Architectural components are created in
compliance with CEN ENV 13606 and stored there
where they are created —at hospitalsand clinicsand
are accessed viaa central server which contains a
root component and the addresses of the clinical
and hospital servers. Architectural components
thatare hosted on the clinical and hospital servers
have pointers to supercomponents and linked
components (see Figure 5). User interface has
been standardised in the following way. HTML
pagesare created onthe central serverand contain
five frames: the required architectural component
(AC) in the right frame, links to subcomponents
and linked components in the upper left frame,
links to selected component complex (actually
distributed queries) in the lower left frame, the
AC positioninthe hierarchical structure of EHCR
in the upper frame and information about a user
in the lower frame (see Figure 6). A physician
can define the position in EHCR (and therefore
HTML page) which will appear when he requests
EHCR for a patient.

Currently, inthe MEDIS architecture there are
two types of selected component complex. Firstly,
there are SCCs given as a union of queries on
all clinical servers such as «current medication»
or «current diagnosis». Search criteria are
made according to the identifier of archetype.
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Figure 5. System architecture
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Secondly, there are SCCs related to architectural
components on clinical servers and they contain
search criteria for architectural components on
that clinical server.

InMEDIS there isanauthentication applet (Su-
curovic, 2005) which isprocessed inabrowser and,

after successful authentication,aHTML page has
been generated using JSPs on the central server.
The clinical servers tier has been implemented
in Java Web Services technology using Apache
Axis Web Service serverand Tomcat Web Server.
Business logic has been implemented in reusable

Figure 6. CEN ENV 13 606 Composition Component example
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Figure 7. MEDIS access control components
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components—Java Beans. Authorisation policy
is decomposed into components which can be
plugged in Beznosov (2004) (see Figure 7).

Implementing Security

Using a password as a means of verification
of claimed identity has many disadvantages in
distributedsystems. Therefore, MEDISimplements
CENENV 13729 (CEN ENYV, 2000) which defines
authenticationas a challenge-response procedure
using X.509 public key certificates. Solutions
related to attribute certificates management have
also been implemented (Sucurovic, 2006). Origi-
nally, X.509 certificates were meant to provide
nonforgeable evidence of aperson’sidentity. Con-
sequently, X.509 certificates contain information
about certificate owners, such as their name and
public key, signed by a certificate authority (CA).
However, it quickly became evident that in many
situations, informationaboutaperson’s privileges
orattributes can be much more important than that
of their identity. Therefore, in the fourth edition
of the X.509 Standard (2000), the definition of an
attribute certificate was introduced to distinguish
it from public-key certificates from previous ver-
sions of the X.509 Standard (ITU-T, 2000).

In the MEDIS project X.509 PKCs are sup-
posed to be generated by the public certificate
authority, while ACs are supposed to be gen-
erated by the MEDIS attribute authority. The
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public key certificates are transferred to users
and stored in a browser (Sucurovic, 2005). The
attribute certificates are stored on LDAP server
(Sucurovic, 2006), because they are supposed to
be under control of the MEDIS access control
administrator. In the MEDIS approach, attribute
certificates contain user’s attributes as XML text.
There are two types of public key and attribute
certificates: the Clinicians’ and a Patients’ as
distribution rules contain a flag which denotes
if the architectural component is allowed to be
read by a patient. Patients will be granted reading
the architectural component if physicians set a
corresponding flag.

Access Control

Inacomplexdistributed system, such as MEDIS,
access control is consequently very complex and
has to satisfy both a fine grained access control
andadministrative simplicity. Thiscanberealised
using plugable, component based authorisation
policies (Beznosov, 2004). An authorisation
policy is the complex of legal, ethical, social,
organisational, psychological, functional and
technical implications for trustworthiness of
health information system. One common way
to express policy definition is an XML shema-
data. These schemas should be standardised for
interoperatibility purposes (Blobel, 2004). The
MEDIS project aims at developing the authorisa-
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tion policy definitions, using XML schemadata
(MEDIS Tech. Report, 2005), which are based on
CEN ENV 13 606 Distribution rules attributes
(CEN ENV, 2002).

Distribution rules define the attributes of
architectural componentsrelated to access control
(CEN ENV, 2002). A distribution rule comprises
Who, When Where, Why and How objects (see
Table 2). The object Why is mandatory, i.e. one of
its attributes has to be “not null”. The attributes
and entities contained within the objects Who,
When, Where, Why and How shall be processed
as ANDs. If, however there is more thanone Who,
How, Where, When or Why object present in a
distribution rule, the occurrences of each of those
object types shall be processed as ORs.

The MEDIS project has adopted XML as the
language for developing constrained hierarchical
role based access control and, at the same time,
has its focus on decomposing policy engines
into components (Beznosov, 2004; Blobel, 2004;
Chadwick et al., 2003; Joshi et al., 2004; Zhou,
2004).

Table 2. Distribution Rule objects [1]

The MEDIS project authorisation policy has
several components (MEDIS Technical Report,
2005). First, there is an XML schema of user
attributes that corresponds to the attribute cer-
tificate attributes. Second, there are distribution
rules attached to each architectural component
(see Figure 4). Third, there are local authorisation
policies on local LDAP servers. Fourth, there are
Master Authorisation Policies on central LDAP
server. There are several types of policies:

. Authorisation policy for hierarchy. It defines
hierarchies of How, When, Where, Why
and Who attributes (hierarchy of roles,
professions, regions etc). In that way, a hi-
erarchical RBAC can be implemented, with
constraints defined by security attributes
(software security, physical security rating
etc.) and nonsecurity attributes (profession,
specialisation etc.).

. Authorisation policy for hierarchy combi-
nations. It defines which combination of,

Classes Attributes Type

Who Profession String
Specialization String
Engaged in care Boolean
Healthcare agent Class

Where Country String
Legal requirement Boolean

When Episode of care Boolean
Episode reference String

Why Healthcare process code String
Healthcare process text String
Sensitivity class String
Purpose of use Class
Healthcare party role Class

How Access method (read, modify) | String
Consent required Class
Signed Boolean
Encrypted Boolean
Operating system security String
rating String
Physical security rating String
Software security rating
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for example, role hierarchy and profession
hierarchy is valid.

e Authorisation policy for DRs. It defines
which combinations of attributes in a Dis-
tribution Rule are allowed.

There is an enable/disable flag, which defines
whether the policy is enabling or disabling. There
are in fact, two administrators: one on the clinical
server and another on the central LDAP server.
In that way, this approach provides flexibility
and administrative simplicity. Our future work
is to explore the best allocation of these policies
between the central server and local servers.

Encryption

The MEDIS project implements Web Service
security between the clinical and central server
and SSL between the central server and a client
(Microsoft, IBM, 2004). We use Apache’s imple-
mentation of the OASIS Web Services Security
(WS-Security) specification—Web Service Secu-
rity for Java (WSS4J) (W3C Recommendation,
2002). WSS4J can secure Web services deployed
in most Java Web services environments; how-
ever, it has specific support for the Axis Web
services framework. WSS4J provides the en-
cryption and digital signing of SOAP messages.
The RSA algorithm has been chosen for signing
and the TripleDES for encryption. Communica-
tion between the browser and Web Server has
been encrypted using SSL. Currently, Netscape
6 browser and Tomcat 5.0 Web Server are used
and the agreed chiper suite between them is
SSL_RSA_WITH_RC4_128 MDS5.

FUTURE WORK

If an application has a large number of users and
requires a large number of roles and fine-grained
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access control at the same time, a formal verifi-
cation of security policy properties is needed.
Secondly, MEDIS project is going to develop a
powerful search engine based on intensive use of
distributed queries with corresponding security
questions solved. MEDIS is a medical record and
weare planning to make ita multidisciplinary and
multiprofessional record. Nowadays, integration
in electronic record comprises the integration of
previously introduced HIS usingacommunication
protocol, suchas HL7,and Web Services. Hospitals
and clinics are connected in grids with protocols
similar to Web Services SOAP protocol.

CONCLUSION

Regarding the basic requirements of secure com-
munication and secure cooperation in distributed
systems based on networks, basic security ser-
vices are required. These services have to pro-
vide identification and authentication, integrity,
confidentiality, availability, audit, accountability
(including nonrepudiation), and access control.
Additionally, infrastructural services such as
registration, naming, directory services, certifi-
cate handling, or key management are needed.
Especially, butnotonly in health care, value added
services protecting human privacy rights are in-
disputable. This paper presents existing solutions
intransnational electronic healthcare recordsand
also gives a proposal for EHCR architecture and
EHCR security solutions in developing countries
with widespread Internet.
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Interactive Access Control and
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Autonomic Commuhnication
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ABSTRACT

Autonomic communication and computing is the new paradigm for dynamic service integration over a
network. In an autonomic network, clients may have the right credentials to access a service but may
not know it; equally, it is unrealistic to assume that service providers would publish their policies on
the Web so that clients could do policy evaluation themselves. To solve this problem, the chapter pro-
poses a novel interactive access control model: Servers should be able to interact with clients asking
for missing credentials, whereas clients may decide to comply or not with the requested credentials. The
process iterates until a final agreement is reached or denied. Further, the chapter shows how to model a
trust negotiation protocol that allows two entities in a network to automatically negotiate requirements
needed to access a service. A practical implementation of the access control model is given using X.509
and SAML standards.

INTRODUCTION environment for rapid and dynamic resource in-

tegration. In such an environment, federations of
Recent advances of Internet technologies and heterogeneous systems are formed with no central
globalization of peer-to-peer communications authority and no unified security infrastructure.
offer for organizations and individuals an open Considering this level of openness, each server is

Copyright © 2008, IGI Global, distributing in print or electronic forms without written permission of IGI Global is prohibited.
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responsible for the management and enforcement
of its own security policies with a high degree of
autonomy.

Controlling access to services is a key aspect
of networking and the last few years have seen the
domination of policy-based access control. Indeed,
the paradigmisbroader than simple access control,
and one may speak of policy-based self-manage-
ment of networks (see, e.g., IEEE Policy Workshop
series; Lymberopoulos, Lupu & Sloman, 2003;
Sloman & Lupu, 1999). The intuition is that ac-
tions of nodes controlling access to services are
automatically derived from policies. The nodes
look at events, requested actions and credentials
presented to them, evaluate the policy rules ac-
cording to those new facts and derive the actions
(Sloman & Lupu, 1999; Smirnov, 2003). Policies
can be “simple” iptables configuration rules for
Linux firewalls (see http://www.netfilter.org) or
complex logical policies expressed in languages
such as Ponder (Damianou, Dulay, Lupu, & Slo-
man, 2001) or a combination of policies across
heterogeneous systems as in OASIS XACML
framework (XACML, 2004).

Dynamic coalitions and autonomic commu-
nication add new challenges: A truly autonomic
network is born when nodes are no longer within
the boundary of a single enterprise, which could
deploy its policies on each and every node and
guarantee interoperability. Anautonomic network
is characterized by properties of self-awareness,
self-management and self-configuration of its
constituent nodes. In an autonomic network
nodes are like partners that offer services and
lightly integrate their efforts into one (hopefully
coherent) network. This cross enterprise scenario
poses novel security challenges with aspects of
both trust management and workflow security.

Fromtrustmanagementsystems (Ellisonetal.,
1999; Li, Grosof, & Feigenbaum, 2003; Weeks,
2001) we take the credential-based view. Since
accessto network services is offered by autonomic
nodes and to potentially unknown clients, the

decision of grant or deny access can only be made
on the basis of credentials sent by a client.

From workflow access control systems (Atluri,
Chun, & Mazzoleni, 2001; Bertino, Ferrari, &
Atluri, 1999; Georgakopoulos, Hornick, & Sheth,
1995; Kang, Park, & Froscher, 2001) we borrow all
classical problems such as dynamicassignment of
roles to users, dynamic separation of duties, and
assignment of permissions to users according to
the least privilege principle.

In an autonomic communication scenario a
client might have all the necessary credentials
to access a service but may simply not know it.
Equally, because of privacy considerations, it is
unrealistictoassume thatserverswill publish their
security policies on the Web so that clients can do
a policy combination and evaluation themselves.
So, itshould be possible for a server to ask a client
on-the-fly for additional credentials whereas the
client may disclose or decline to provide them.
Next, the server reevaluates the client’s request,
considering the newly submitted credentials and
computesanaccess decision. The process iterates
between the server and the client until a final
decision of grant or deny is taken. We call this
modality interactive access control.

Part of these challenges can be solved by using
policy-based self-management of networks, but
not all of them. Indeed, if we abstract away the
detailson policy implementation, one canobserve
that the only reasoning service actually used by
nowadays policy-based approaches is deduction:
given a policy and a set of additional facts, find
outall consequences (actions or obligations) from
the policy according to the facts. We simply look
whether granting the request can be deduced from
the policy and the current facts. Policies could be
different (Bertino etal., 2001; Bertino, Ferrari, &
Atluri, 1999; Bonatti & Samarati, 2002; Li, Grosof
& Feigenbaum, 2003), but the kernel reasoning
service is the same.

Access control for autonomic communication
needs another less-known reasoning service,
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taken from Al domain, called abduction (Sha-
nahan, 1989). Loosely speaking, we could say
that abduction is deduction in reverse: Given a
policy and a request to access a network service,
we want to know what are the credentials (facts)
that would grant access. Logically, we want to
know whether there is a (possibly minimal) set
of facts that added to the policy would entail
(deduce) the request.

If we look again at our intuitive description of
the interactive access control it is immediate to
realize that abduction is the core service needed
by the policy-based autonomic servers to reason
for missing credentials.

We can also use abduction on a client side so
that whenever a client is requested for missing
credentials it can perform evaluation on its policy
and counter-request the server for some evidences
in order to establish confidence (trust) to disclose
the originally requested credentials.

Chapter Scope

This chapter targets readers who want to put into
apractical framework security policies for access
control. As a chapter outcome, the readers will be
able to understand the logical reasoning services
of deduction and abduction, and how to use them
to model a practical access control framework.
Furthermore, the readers will be able to model
interactive access control between two entities,

Figure 1. Joint hierarchy model

UnivTrento Fraunhofer
fullProf boardOfDirectors
assProf seniorResearcher

assi:tant JjuniorResearcher
researcher employee
memberPlanetLab
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each of them running its own deduction and
abduction algorithms, thus allowing a bilateral
exchange of access requirements until an agree-
ment is reached or denied.

For those readers with practical background,
the chapter presents how to implement and inte-
grate the interactive access control model with
the security standards such as X.509 and SAML.
Readers should be familiar with either logic pro-
gramming or answer set programming or datalog,
as a prerequisite to the chapter’s content.

A PRIMER ON INTERACTIVE
ACCESS CONTROL

Motivation by Example

Let us consider a shared overlay network Planet-
Lab between the University of Trento and
Fraunhofer institute in Berlin in the context of
the E-NEXT project. For the sake of simplicity
assume that there are three main access types to
resources: disk — read access to data residing on
the Planet-Lab machines; run —execute access to
data and possibility to run processes on the ma-
chines; and configure—including the previous two
types of access plus the possibility of configuring
network services on the machines.

Members of the two labs are classified in a
hierarchy shown in Figure 1. The partial order of
roles is indicated by arcs where higher the role in
the hierarchy is more powerful it is. A role domi-
nates another role if it is higher in the hierarchy
and there is a direct path between them.

The access policy of the Planet-Lab network
specifies that:

. Diskaccessisallowed toany requestcoming
from the two institutions.

. Run access is allowed to any request com-
ing either from specific machines at the two
institutions or from any machine at the two
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institutions accompanied withamembership
certificate.

. Configure access is allowed to anybody that
has run access to the network resources
and is at least researcher at University of
Trento or junior researcher at Fraunhofer
institute. Additionally, configure access is
also grantedtoassociate professors or senior
researchers with the requirement of access-
ing the Planet-Lab network from the respec-
tive country domains of Italy or Germany.
The least restrictive access is granted to full
professors or members of board of directors
obliging them to provide the appropriate
credential attesting their positions.

Letushave the scenariowhere Alice isasenior
researcher at Fraunhofer and daily she needs to
getrunaccesstoresourcesat Planet-Lab network.
So, whenever she is at her office and she wants
to execute some services she sends her employee
certificate to the system. According to the access
policy, run access is granted to Alice because as
an employee she is a member of the Planet-Lab
hierarchy model (see Figure 1).

Now, examine the case in which Alice wants
to have access to the system from his home place
(in Munich) presenting her employee certificate
assuming that it is potentially enough to get run
access to certain services. But, according to the
policy rules the system should deny the request
because runaccessrequests coming fromdomains
different than University of Trento or Fraunhofer
institute are allowed only to associate professors
or senior researchers or higher role positions.

So, the natural question is, “is it the behavior
we want from the system?” Shall we leave Alice
with only “access denied” decision and being idle
for the whole day simply because she did not know
or just has forgotten that access to the system
outside Fraunhofer needs another certificate?

An answer like “sorry, we also need a creden-
tial for being at least a senior researcher” would
be more than welcomed by most employees. At

the same time, servers want to be sure to ask this
additional credential only to employees.

Protecting Sensitive Policies

Practical access control policies like those pro-
tecting companies’ resources, EU project sensi-
tive documents etc, may leak valuable business
information when revealedto public. Furthermore,
an access control policy sometimes may disclose
the entire business strategy of a company or an
institution. Consider the following examples:

Example 1 (Seamons, Winslett, & Yu, 2001)
Suppose aWeb page’s access control policy states
that in order to access documents of a project in
the site, a requester should present an employee
ID issued either by Microsoft or by IBM. If such
a policy can be shown to any requester, then one
can infer with high confidence that this project is
a cooperative effort of the two companies.

Example 2 (Yu & Winslett, 2003) McKinley
clinic makes its patient records available for
online access. Let r be Alice’s record. To gain
accesstor arequester must either present Alice’s
patientID for McKinley clinic (C, . .,.), or present
a California social worker license (C_, ) and a
release-of-information credential (C_, ) issued
to the requester by Alice.

Knowingthat Alice’s record specifically allows
access by socialworkerswill help people infer that
Alice may have amental oremotional problem. Al-
icewill probably wantto keep the latter constraint
inaccessible to strangers. However, employees of
McKinley clinic (C,,.;,e,empioyee) SNOUld be allowed
to see the contents of the policy.

To summarize, we have identified the follow-
ing two issues:

. Provide additional information on missing

credentials back to clients in case they do
not have enough access rights.
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. Protect access policies and their require-
ments from unnecessary disclosure.

How to approach the above cases is the subject
of the next section.

Interactive Access Control vs.
Current Approaches

In this section we introduce step-by-step the
novel contribution of interactive access control
model by evolving the existing access control
frameworks.

Letusstartwith the traditional access control.
A server has a security policy for access control
P, thatis used when taking access decisions about
usage of services offered by a service provider. A
user submits a set of credentials C_and a service
request r in order to execute a service. We say
that policy P, and credentials Cp entail r (infor-
mally for the moment, PAuCplz r) meaning that
request r should be granted by the policy P, and
the presented credentials C,.

Figure 2 shows the “traditional”” access control
decision process. Whether the decision process
uses RBAC (Sandhu et al, 1996), SDSI/SPKI
(SPK1), RT (Li & Mitchell, 2003) or any other
trust management framework it is immaterial

Figure 2. Traditional access control

1. check whether P, and C_entail r,
if the check succeeds then grant access
3. else deny access.

g

Figure 3. Disclosable access control

at this stage: they can be captured by suitably
defining P, C_ and the entailment operator (F).
This approach is the cornerstone of most logical
formalizations (De Capitani di Vimercati & Sa-
marati, 2001): If the request r is a consequence
of the policy and the credentials, then access is
granted; otherwise it is denied.

A number of works has deemed such blunt de-
nials unsatisfactory. Bonatti and Samarati (2002)
and Yu, Winslett and Seamons (2003) proposed
to send back to clients some of the rules that are
necessary to gain additional access. Figure 3
shows the essence of the approaches.

Both works have powerful and efficientaccess
control establishment mechanisms. However,
they merge two different security issues: policy
for governing access to server’s own resources
and policy for governing the disclosure of foreign
credentials.

Both approaches require policies to be flat:
A policy protecting a resource must contain all
credentialsneeded toallowaccesstothatresource.
As aresult, it calls for structuring of policy rules
that is counter-intuitive from the access control
point of view. For instance, a policy rule may say
that for access to the full text of an online journal
article a requester must satisfy the requirements
for browsing the journal’s table of contents plus
some additional credentials. The policy detailing
access to the table of contents could then specify
another set of credentials.

Further, constraints that would make policy
reasoning nonmonotone (such as separation of
duties) are also ruled out as they require to look
at more than one rule ata time. So, if the policy is
notflatand ithas constraints on the credentials that

1. check whether P, and Cp entail r,
if the check succeeds then grant access
3. else

N

(a) findaruler « p e PartialEvaluation(P,wC ), where p is a (partial) policy protecting r,
(b) if such a rule exists then send it back to the client else deny access.
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can be presented at the same time (e.g., Separation
of duties) oramore complexrolestructureisused,
those formalisms would not be complete.

Bonatti and Samarati’s approach has further
limitations on the granularity level of disclosure
of information. In their work governing access to
aservice iscomposed in two parts: a prerequisite
ruleandarequisite rule. Prerequisite rules specify
the requirementsthataclientshould satisfy before
being considered for the requirements stated by
the requisite rules, which in turn grant access to
services. Thus, prerequisite rules play the role of
controlling the disclosure of the service requisite
rules. Inthisway their approach does not decouple
policy disclosure from policy satisfaction, as
already noted by Yu and Winslett (2003), which
becomesalimitation when information disclosure
plays crucial role.

The work by Yu and Winslett (2003) over-
comes this latter limitation and proposes to treat
policies as fist class resources, i.e., each policy
protecting a resource is considered as a sensitive
resource itself whose disclosure is recursively
protected by another policy. Still they have the
same flatness, unicity and monotonicity limita-
tions. These limitations are due to a traditional
viewpoint: the only reasoning service one needs
for access viewpoint is deduction, i.e., check
that the request follows from the policy and the
presented credentials.

Intuition 1: We claim that we need another
less-known reasoning service, called abduction:

Figure 4. Basic idea of interactive access control

check which missing credentials are necessary so
that the request can follow from the policy and
the presented credentials. Thereupon, we pres-
ent the basic idea of interactive access control
in Figure 4.

The “compute a set C, such that ...” (Step 3a)
is exactly the operation of abduction. Essential
part of the abduction reasoning is the computa-
tion of missing credentials that are solution for a
request and at the same time consistant with the
access policy. The consistency property gives up
strong guarantees for the missing set of credentials
when applying the algorithm on nonmonotonic
policies.

This solution raises a new challenge: how do
we decide the potential set of missing credentials?
Itis clearly undesirable to disclose all credentials
occurring in the access policy and, therefore, we
need a way to define how to control the disclosure
of such a set.

As we have already noted, Yu and Winslett
(2003) addressed partly this issue by protecting
policies within the access policy itself. The au-
thors distinguish between policy disclosure and
policy staisfaction. It allows them to have control
on when a policy can be disclosed from a policy
is satisfied.

However, this is not really satisfactory as
it does not decouple the decision about access
from the decision about disclosure. Resource
access is decided by the business logic whereas
credential access is due to security and privacy
considerations.

3. else

1. check whether P, and Cp entail r,
2. if the check succeeds then grant access

(a) compute aset C,, such that:
- P, together with C and C,, entail r, and
- P, together with C_and C,, preserve consistency.

(b) if C,, exists then ask the client for C,, and iterate
(c) (c) else deny access.
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Intuition 2: We claim that we need two policies:
oneforgrantingaccesstoone’sownresourcesand
one for disclosing the need of foreign (someone
else’s) credentials. Therefore, we introduce a se-
curity policy for disclosure control P . The policy
fordisclosure controlisused to decide credentials
whose need can be potentially disclosed toaclient.
In other words, P, protects partner’s resources
by stipulating what credentials a requestor must
satisfy to be authorized for a particular resource
while, in contrast, P, defines which credentials
among those occurring in P, are disclosable so, if
needed, can be demanded from the requestor.

We giveanew refined algorithm for interactive
access control with controlled disclosure shown
in Figure 5.

Yu and Winslett’s policy scheme determine s
whether a client is authorized to be informed of
the need to satisfy a given policy. While, in our
case, having a separate disclosure policy allows
us to have a finer-grained disclosure control, i.e.,
determine whether a client is allowed to see the
need of single credentials. Control the disclosure
of (entire) policies as a finest-grained unit as well
as the disclosure of single credentials composing
those policies separately and independently from
the disclosure of the policies themselves.

Now, let us look at Yu and Winslett’s own
example (Example 2) formalized as two logic
programs:

Example 3
PD CAlicelD <“«— PA r <« CAHMD
Cooul < CMcKinIeyErnployee r< Ceou Cra
CROI < CMcKinIeyEmployee

The disclosure control policy is read as the
disclosure of Alice’s ID is not protected and
potentially released to anybody requesting. The
need for credentials California social worker
license C_,, and release-of-information C_
is released only to users requested for, and that
have pushed their McKinley employee certificates

McKinleyEmployee*

The access policy specifies that access to r
is granted either to Alice or to California social
workers that have a release-of-information cre-
dential issued by Alice.

We note that the disclosure requirement for

MeKinleyEmployes CANNOL DE captured via the service
accessibility scheme by Bonatti and Samarati
(2002) and refer to Yu and Winslett (2003) for de-
tails. We also pointout (asin Yu & Winslett, 2003)
that having C,, . o,empioyec 0€S NOt @llow access
to r but rather is used to unlock more information
on how to access r. We also emphasize that the
disclosure control on r’s policy {C_,,, Cy,,} can
be further splitdown on controlling the disclosure
of the single credentials constituting it.

There are still tricky questions to be answered
such as:

Figure 5. Interactive access control with controlled disclosure

1. check whether P, and Cp entail r,

3. else

(d) else deny access.

2. if the check succeeds then grant access

(@) compute the set of disclosable credentials C entailed by P and C,
(b) compute aset C, out of the disclosable ones (C,, C,) such that:

- P, together with Cp and C,, entail r, and

- P, together with C, and C,, preserve consistency.
(c) if C,, exists then ask the client for C,, and iterate
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. How do we know that the algorithm termi-
nates? In other words, can actually arrive
to a grant? For example, can we assure that
the server will not keep asking Alice for
a UNITN full professor credential which
she does not have while never asking for a
FOKUS seniorresearcher credential, which
she has?

. How do we know that if a client gets granted
then he has enough credientials of the re-
source.

e Onthe other hand, if a client has a solution
for a resource then he will be granted the
resource?

We will show how to fix the details of the
algorithm later in the chatper so that all answers
are positive.

So far, we have considered the access control
process taking part on a server side. Then one
would ask what about protecting clients from un-
authorized disclosure of missing credentials. One
can use the interactive access control algorithm
also on the client side so that the client can do
policy evaluation itself to determine whether the
requested credentials can be disclosed to (granted,
to be seen by) servers. And, alternatively, what
additional informationthe serversshould provide
in order to see the requested credentials. In this
way the interactive access control model can be
used on client and server sides allowing them
to automatically negotiate missing credentials
until an agreement is reached or denied. The full
evolvement of the negotiation model is described
later in the chapter.

This is enough to cover stateless systems.
We still have a major challenge ahead: How do
we cope with stateful systems? Stateful systems
are systems where the access decisions change
depending on past interactions or past presented
credentials. Such systems can easily become
inconsistent with respect to the client’s set of
presented credentials mainly because access
policies may forbid the presentation of credential

if another currently active credential has been
presented in the past.

Past requests or services usage may deny ac-
cess to future services as in Bertino, Ferrari and
Atluri (1999) centralized access control model for
workflows. Separation of duties means that we
cannot extend privileges by supplying more cre-
dentials. For instance a branch manager of a bank
clearing a cheque cannot be the same member of
staff who hasemitted the cheque (Bertino, Ferrari
& Atluri, 1999, p. 67). If we have no memory of
past credentials then it is impossible to enforce
any security policy for separation of duties on
application workflow. The problems that could
cause a process to get stuck are the following:

e The request may be inconsistent with some
roles, actions or events taken by the client
in the past.

e Thenewsetof presented credentials may be
inconsistent with system requirements and
constraints such as separation of duties.

Intuition 3: To address the problem of inconsis-
tency, we need to extend the stateless algorithm
inaway that it allows a service provider to reason
of notonly what missing credentials are needed to
get a service, but also to reason on what conflicts
credentials have to be deactiviated that make the
access policy inconsistentWe need a procedure
by which if a user has exceeded his privileges he
has the chance to revoke them.

The algorithm for interactive access control
for stateful systems is shown in Figure 6. Steps 1
to 3d are essentially the basic interactive access
control algorithm.

The part for stateful systems comes when we
are not able to find a set of missing credentials
among the disclosable ones (Step 3d).

In this case there are two reasons which may
cause the abduction failure when computing C,.
The first one could be that in C there are not
enough disclosed credentials to grant r — case in
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Figure 6. Interactive access control for stateful systems with controlled disclosure

1. check whether P, and C_entail r,
2. if the check succeeds then grant access
3. else

(d) else

that:

iii. else deny access.

(a) compute the set of disclosable credentials C_ entailed by P_ and Cp ,

(b) compute a set of missing credentials C,, out of the disclosable ones (C,, <C,) such that:
- P, together with C and C,, entail r, and
- P, together with Cp and C,, preserve consistency.

(c) ifaset C,, exists then ask the client for C, and iterate

i.  compute a set of excessing credentials C_among the client’s presented ones (C_ ng) such

A) P, together with Cp\CE preserve consistency, and
B) itexists C,, (cC_) such that:
- P, together with C\C and C,, entail r, and
- P, together with C\C. and C,, preserve consistency.
ii. if a set C_ exists then ask the client to present C, and revoke C_ , and iterate

M ="D

which we should deny access (Step 3(d)iii), or,
the second one, there might be credentials in the
client’s set of presented credentials C ) that make
the policy state inconsistent—case in which any
solution among the disclosable credentials cannot
be found by the abduction.

The latter reason motivates Step 3(d)i. In this
step, first, we want to find a set of conflicting cre-
dentials C_, called excessing,among the presented
ones Cpsuch thatremovingthem from Cppreserves
the access policy consistent, Step 3(d)iA. Second,
on top of the not conflicting credentials it must
existasolution setthat entails the service request,
Step 3(d)iB. The second requirement assures that
there is a potential solution for the client to get
access to the requested service.

We refer the reader to (Koshutanski, 2005) for
full details on the stateful model.

Interactive Access Control and
Current Policy-Based Approaches

Having introduced the reasoning services and
the respective access control algorithms does not
completely show the advantages of the interactive
access control model. This section describes how
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current logic-based approaches suit our interac-
tive model.

Thelogical model, as presented so far, abstracts
from a specific policy language and presents an
executional framework for reasoning aboutaccess
control. As such, the model fills an important gap
between policy language specification and policy
language enforcement and evaluation.

We skip here the classical access control mod-
els, (see De Capitani di Vimercati & Samarati,
2001) for a comprehensive survey) and concen-
trate on the current logic-based access control
approaches cited in the literature.

The work by Li, Mitchell, and Winsborough
(2002) introduces a model for distributed access
control, called RT (Role-based Trust manage-
ment). The core idea of the model is the way
it classifies principles in a distributed manner.
Basically, the model classifies each entity’s local
attributes (roles) and how other entities relate to
those attributes. It classifies how each entity’s
attributes relates to other entities’” attributes (at-
tribute mapping from one domain to another). It
also defines attribute-based delegation of attribute
authority, i.e., the ability to delegate authority to
strangers whose trustworthiness is determined
based on their own certified attributes.
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A later approach (Li, Li, & Winshorough,
2005) extends the RT framework to cope with
different cryptographic schemes (e.g., zero-
knowledge proof of attributes, oblivious signature
envelope, hidden credential etc.) that are used to
improve the privacy protection and effectiveness
during a process of bilateral negotiation. The
authors proposed a new language, called attri-
bute-based trust negotiation language (ATNL),
that specifies fine-grained protection of resources
and their policies.

Another interesting logic-based approach is
(Ruan, Varadharajan, & Zhang, 2003). In con-
trast to what we have seen, this work presents an
authorization model that supports both positive
and negative authorizations. The model introduces
variety of rules that define different authorization
and delegation statements, as well as, rules for
conflict resolutions. This work targets another
type of polices where explicit negation is needed
to express the policy requirements.

All ofthe above described approachesare good
candidates for an underlying policy language as
the interactive access control model isdata-driven
by the abduction and deduction reasoning services.
So, we will nottargeta particular policy language
throughout the chapter as it is immaterial to the
metalevel access control process.

Winsborough and Li (2004) postulate an
important property concerning trust negotiation
called safety in automated trust negotiation. Dur-
ing a negotiation process a sensitive credential
is disclosed when its policy is satisfied by the
negotiator. So, the problem comes from the fact
that although a sensitive credential itself is not
transmitted unless its associated policy is satis-
fied, the behavior of a negotiator differs based
on whether he has the attribute or not. One can
reveal additional information about the content
of the credential by monitoring the opponent’s
behavior.

Since the interactive access control model
enforces a metalevel negotiation process one

can address the safety property requirement by
properly defining the structure of access and
disclosure control policies.

POLICY SYNTAX AND SEMANTICS
Syntax

Access policies are written as normal logic
programs (Apt, 1990). These are sets of rules of
the form:

A<—Bl,...,Bn,notCl,...,notCmy @

where A, B, and C, are (possibly ground) predi-
cates. A is called the head of the rule, each B, is
called a positive literal and each not C, is a nega-
tive literal, whereas the conjunction of the B, and
not C, is called the body of the rule. If the body
is empty the rule is called a fact. A normal logic
program is a set of rules.

In our framework, we also need constraints
that are rules with an empty head.

«<~B,...,B,notC,...,notC_ 2

The intuition is to interpret the rules of a pro-

gram P as constraints on a solution set S (a set of
ground atoms) for the program itself. So, if Sis a
set of atoms, rule (1) is a constraint on S stating
that if all B, are in S and none of C_are in it, then
A must be in S. A constraint (2) is used to rule
out from the set of acceptable models situations
in which B, are true and all C, are false.
One of the most prominent semantics for normal
logic programs is the stable model semantics pro-
posed by Gelfond and Lifschitz (1988) (see also
Apt, 1990, foranintroduction). In the following we
formally define the reasoning services intuitively
introduced in the motivation section.

Definition 1 (Deduction and Consistency) Let
P be a policy and L be a ground literal. L is de-
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ducible of P (P E L) if L is true in every stable
model of P. P is consistent (P £ 1) if there is a
stable model for P.

Definition 2 (Security Consequence) A resource
r is a security consequence of a policy P if (i) P
is consistent and (ii) r is deducible of P.

Definition 3 (Abduction) Let P be a policy, H
a set of ground atoms (called hypotheses or ab-
ducibles), L aground literal (called observation)
and < a partial order (p.0.) over subsets of H. A
solution of the abduction problem <L, H, P> is
a set of ground atoms E such that:

EcH,

PUEEL,

PUEF L,

anysetE’ < Edoesnotsatisfy all conditions
above.

~>owd e

Traditional partial orders are subset contain-
ment or set cardinality.

Definition 4 (Solution Set for a Resource) Let
P be a policy and r be a resource. A set of cre-
dentials C, is a solution set for r according to P
if ris a security consequence of Pand C, i.e. P
vC,FrandPuC ¥ L

Definition 5 (Monotonic and Nonmonotonic
Policy) A policy P is monotonic if whenever a
set of statements C is a solution set for r accord-
ing to P (P u C F r) then any superset C'>C
is also a solution set for r according to P (P U
C’ £ 1). In contrast, a nonmonotonic policy is a
logic program in which if C is a solution for r it
may exist C’>C that is not a solution for r, i.e.
PUCKET.
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Formalization of the Example

Following is the full formalization of the example
introduced at the beginning of the chapter. The
predicate authNet(IP, DomainName). Itis a tuple
with firstargument the IP address of the authorized
network endpoint (the client’s machine) and the
second argument the domain name where the IP
address comes from.

For any resource in the system the user is
considered to have disk, run or configure access
rights. We representvariables with staring capital
letter (e.g., Holder, Attr, Issuer) while constants
with starting small case letters (e.g., planetLab-
Class1SOA, institute, juniorResearcher). A vari-
able indicates any value in its field.

Figure 7 shows the formalization of the
Planet-Lab policies. Following is the functional
explanation of the policies.

The access policy says:

. Rules (1), (2), and (3) classify issuers (SOAS)
in different logical categories used by the
access control logic. Example, Rule (1) cat-
egorizes planetLabClass1SOA as a system
level SOA.

. Rules (4) and (5) give disk access to the
shared network content to everybody from
the University of Trento and Fraunhofer
institute, regardless the IP and roles at these
institutions.

. Rule (6) gives disk access to anybody who
has a run access permission.

. Rules (7) and (8) allow run access for those
machinesthatare internal to the two institu-
tions (dedicated only for Planet-Lab access)
and distinguished by their fixed IPs.

. Rules (9), (10), and (11) relax the previous
two and allow run access from any place of
the institutions to those users which present
either a Planet-Lab membership certificate
or a role-position certificate at one of the
two institutions.
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Figure 7. Planet-lab access and disclosure control policies

Rule (12) gives run access to anybody who
has a configure access permission.

Rules (13) and (14) give configure access
right if a user has a disk access and is at
minimum assistant, attested (issued) by a
trusted university’s SOA, or at minimum
junior researcher attested by a trusted in-
stitutional SOA.

Rules (15) and (16) relax the previous two
and give configure access to associate pro-
fessors and senior researchers provided that
requests come from the respective country
domains.

Rules (17) and (18) give configure access
regardless the geographical region only to

members of board of directors and to full
professors.

The disclosure policy says:

Rules (1), (2), (3) and (4), disclose the need of
specific authorization networks the request
should come from. The need of specific
authorization domains is disclosed to any
potential client.

Rules (5), (6) and (7), disclose the need foran
employee, researcher and PlantLab member
certificates to any potential client.

Rules (8) and (9) disclose (upgrade) the need
ofhigherrole-position certificates than those
provided either by a client or (disclosed) by
other rules of the policy.

)
2
©)
(4)
()
(6)
(7
(8)
)
(10)
(11)
(12)
(13)
(14)
(15)
(16)
17
(18)

o)
3
©)
4)
®)
(6)
(M
®)
)

Access Policy:

classify(planetLabClass1SOA, system).
classify(fraunhoferClass1SOA, institute).
classify(unitnClass1SOA, university).
grant(disk) <« authNet(*, *.unitn.it).

grant(disk) < authNet(*, *.fraunhofer.de).
grant(disk) <« grant(run).

grant(run) < authNet(193.168.205.*, *.unitn.it).

grant(run) < authNet(198.162.45.*, *.fraunhofer.de).

grant(run) « grant (disk), credential(Holder, memberPlanetLab, Issuer), classify(Issuer, system).
grant(run) « grant(disk), credential(Holder, Attr, Issuer), classify (Issuer, university), Attr > researcher.
grant(run) « grant(disk), credential(Holder, Attr, Issuer), classify (Issuer, institute), Attr > employee.

grant(run) < grant(configure).

grant(configure) «— grant(disk), credential(Holder, Attr, Issuer), classify(Issuer, university), Attr > assistant.
grant(configure) < grant(disk), credential(Holder, Attr, Issuer), classify(lssuer, institute), Attr > juniorResearcher.
grant(configure) «— authNet(*, *.it), credential(Holder, Attr, Issuer), classify(lssuer, university), Attr > assProf.
grant(configure) <— authNet(*, *.de), credential(Holder, Attr, Issuer), classify(lssuer, institute), Attr > seniorResearcher.
grant(configure) < credential(Holder, Attr, Issuer), classify(lssuer, university), Attr > fullProf.

grant(configure) < credential(Holder, Attr, Issuer), classify(Issuer, institute), Attr > boardOfDirectors.

Disclosure Policy:

authNet(*, *, it)

authNet(*, *, de)
authNet(*, *, unitn.it)
authNet(*, *, fraunhofer.de)

credential(Holder, memberPlantLab, planetLabClass1SOA)

credential(Holder, employee, unitnClass1SOA)

credential(Holder, researcher, fraunhoferClassISOA)
credential(Holder, AttrX, unitnClass1SOA) « credential(Holder, AttrY, unitnClass1SOA), AttrX > AttrY
credential(Holder, fraunhoferClass1SOA) « credential(Holder, AttrY, fraunhoferClass1SOA), AttrX > AttrY
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THE INTERACTIVE ACCESS
CONTROL ALGORITHM

Below we summarize all the information we
have recalled (policies, credentials, etc.) to this
extend.

. P, security policy governing access to re-
sources.

. P, security policy controlling the disclosure
of foreign (missing) credentials.

. Cpthe set of credentials presented by a client
in a single interaction.

»  C_thesetofactivecredentialsthathave been
presented by a client during an interactive
access control process.

»  C, the set of credentials that a client has
declined to present during an interactive
access control process.

Now, we have all the necessary material to
introduce our interactive access control algorithm,
shown in Figure 8.

The intuition behind the algorithm is the fol-
lowing. Once the client has initiated a service
request r with (optionally) a set of credentials
Cp, the interactive algorithm updates the client’s
profile C, and C (lines 1. and 2:). C, is updated
with the newly presented credentials C, while C
isupdated with the set difference of what the client
was asked in the last interaction (C, ) and what he
presents in the current one (Cp). Next, the algo-
rithm consults foranaccess decision (line 3). The
first step of the access decision function checks
whether the request r is granted by P, according
tothe client’s set C, (Step 1). If the check fails, the
starting point of the interactive framework, then
in Step 2a the algorithm computes all credentials
disclosable from P according to C, and from the
resulting set removes all already declined and
already presented credentials. The latter is used
to avoid dead loops of asking something already
declined or presented. Then, the algorithm com-
putes (using the abduction reasoning) all possible
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subsets of C that are consistent with the access
policy P, and, at the same time, grant r. Out of
all those sets (if any) the algorithm selects the
minimal one.

Example 5 A senior researcher at Fraunhofer
institute FOKUS wants to reconfigure an online
service for paper submissions of aworkshop. The
service is partofabig managementsystem hosted
atthe University of Trento’s network thatis part of
the Planet-Lab network, formalized in the previ-
ous section. For doing that, at the time of access,
she presents her employee certificate, issued by a
Fraunhofer certificate authority, presuming that
it is enough as a potential employee. Formally
speaking, the request comes fromadomain fokus.
fraunhofer.de with an attribute credential for an
employee. The set of credentials is:

{authNet(198.162.193.46, fokus.fraunhofer.
de), credential(AliceMilburk, employee, fraun-
hoferClass1SOA)}

According to the access policy the credentials
are not enough to get configure access (see rule
14 in Figure 7). Then, the algorithm (Step 2a in
Figure 8) computes the set of disclosable creden-
tials from the disclosure policy and the user’s set
of active credentials C. In our case, C, is the set
of credentials mentioned above. Next, the algo-
rithm computes C_, as the need of all roles higher
in position than memberPlanetLab (see Figure 7,
Disclosure Policy part) and the abduction Step
(Figure 8 Step 2b), with criterion minimal set
cardinality, computes the following missing sets
that satisfy the request:

{credential(AliceMilburk, juniorResearcher,
fraunhoferClass1SOA)},

{credential(AliceMilburk, seniorResearcher,
fraunhoferClass1SOA)},

{credential(AliceMilburk, boardOf Directors,
fraunhoferClass1SOA)}
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Then, using role minimality criterion, the
algorithm returns back the need for {credenti
al(AliceMilburk, juniorResearcher, fraunhofer-
Class1SOA)}.

In the next interaction, since Alice is a senior
researcher, she declines to present the requested
credential by returning the same query but with
no entry for presented credentials (Cp = ). So,
the algorithm updates the user’s profile marking
the requested credential credential(AliceMilburk,
juniorResearcher, fraunhoferClass1SOA) de-
clined.

The difference comes when the algorithm
recomputes the disclosable credentials as all
disclosable credentials from the last interaction
minus the newly declined one. Next, abduction
computesthe following sets of missing credentials
that satisfy the request:

{credential(AliceMilburk, seniorResearcher,
fraunhoferClass1SOA)},

{credential(AliceMilburk, boardOf Directors,
fraunhoferClass1SOA)}

Figure 8. Interactive access control algorithm

According to role minimality criterion, the
algorithm returns the need for a credential
{credential(AliceMilburk, seniorResearcher,
fraunhoferClass1SOA)}. On the next interaction,
Alice presents a certificate attesting her as a
senior researcher and the algorithm grants the
requested service.

Remark 1 Using declined credentialsisessential
to avoid loops in the process and to guarantee
successful interactions in presence of disjunctive
information.

Technical Guarantees

In the following we show the summary of the
technical results that the access control algorithm
provides. We refer the reader to (Koshutanski,
2005) for full details on the theoretical frame-
work.

Following are the basic guarantees that the
interactive framework provides:

Input: r, Cp

Output: grant/deny/ask(C,,)
iAccessControl(r, C{
1:C,=C,uC;

4: return result;

}
iAccessDecision(r, P,, P, C,,, C, ){

- P,UC,|=r,and
P, UC, |# L.

2:C = C U(C\,\C), where C, is from the last interaction;
3: result = iAccessDecision(r, P,, P, C_, C, );

1. check whether r is a security consequence of P, and C, , namely

2. if the check succeeds then return grant else
(@) compute the set of disclosable credentials C as
C, = {c| c credential that P, UC_ |=c}\ (C LC,),

- P,UC,UC, =1, and

- P,UC,UC, |# L
(c) if no such set exists then return deny
(d) else return ask(C,,).

(b) use abduction to find a set of missing credentials C,, (C,) such that:
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e Termination: Theinteractive access control
algorithm always terminates, that is, in a
finite number of interactions either grant or
deny is returned by the algorithm (resistant
against DoS attacks).

. Correctness: If a client gets grant for a ser-
vice then he has a solution for the service,
that is, the algorithm does not grant access
to unauthorized clients.

. Completeness: If a client has a solution for
a service request then the algorithm will
grant him access.

The most important thing, also the most dif-
ficult, is to model and prove that a client who has
the right set of credentials and who is willing to
send them to the server will not be left stranded
in our autonomic network and will get grant.

First we need to define what would be a rea-
sonable client our framework aims to provide the
guarantees for.

Definition 6 (Powerful client) A powerful client
is a client that whenever receives a request for
missing credentials returns all of them.

Definition 7 (Cooperative client) A cooperative
clientis a client that whenever receives a request
for missing credentials returns those of them that
he has in possession.

Defining the notion of good clients with respect
to the interactive algorithm is still not enough to
state the practical relevance of the access control
model. We need to introduce the notion of fairness
reflecting the access and disclosure control poli-
cies. We define the following two properties:

Definition 8 (Fair Access) Afair access property
guarantees that whenever there is a request for a
service it exists a solution in the access control
policy which unlocks (grants) the service.
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In other words, for each resource protected
by the access policy there should exist a set of
credentials (a solution) that grants the resource
accordingtothe policy. Fairaccess property avoids
cases where the policy specifies a solution for a
service butthe solution itself makesthe policy state
inconsistent, sothateven a clientwith the right set
of credentials for the service cannot get it.

Definition 9 (Fair Interaction) A fair interac-
tion property guarantees that if a solution for a
service request exists (according to the access
policy) then this solution should be disclosable
by the disclosure control policy.

Inotherwords, any solution for aservice should
be potentially disclosable to a client requesting
the service. In an autonomic scenario, where a
service is potentially accessible by any client, fair
interaction property would disclose a solution for
a service to potentially any client requesting it.
So, on one side, we want to be fair and disclose
solutions to clients but, on the other side, we want
to protect and restrict the disclosure of informa-
tion only to selected clients (not to anybody). To
approach this problem we introduce the notion
of hidden credentials.

Informally speaking, a credential is hidden
if an access control system needs it for taking
an access decision, but does not disclose the
need to anybody. Thus, an autonomic server can
dynamically protect the privacy of its policies by
specifyingwhich credentialsare hiddenand which
are not. This allows a server to restrict access to
certain services only to selected clients.

Now we can define a client with hidden cre-
dentials.

Definition 10 (Client with Hidden Credentials
foraService) Aclientwith hidden credentials for
a service is any client that has in possession the
hiddencredentialsfor that service and knows that
these are to be pushed to the server initially.
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Now, we have to redefine the fair interaction
property with respect to hidden credentials.

Definition 11 (Fair Interaction with Hidden
Credentials) If a solution for a service exists and
there are hidden credentialsfor thatsolutionthen
all credentials from the solution set which are
not hidden must be disclosable by the disclosure
policy and the set of hidden credentials.

So far, we have introduced all we need to for-
mulate the main guarantees showing the practical
relevance of the access control framework.

Completeness for a cooperative client: If ac-
cess and disclosure control policies guarantee
fair access and interaction, respectively, then if
a cooperative client has a solution for a service
request then he will get grant with the interactive
access control algorithm.

We can postulate the same claim per a co-
operative client with hidden credentials for a
resource.

IMPLEMENTING THE ACCESS
CONTROL FRAMEWORK

Thissectionemphasizesonthe practical relevance
of the access control framework and, particu-
larly, on how the access control model can be of
practical use.

There are two main points relevant to the
implementation of the framework. This first
one is how to cope with the implementation of
the interactive access control algorithm and the
second one is how to integrate the logical model
withthe currentsecurity standards widely adopted
by IT companies.

For the first point, we will use a logical-based
reasoning system, called DLV (see http://www.
dlvsystem.com) and, particularly, how to employ
DLV in order to perform the basic computations
of abductionand deduction. As for the second one,
we will show how to integrate the logical model
with X.509 certificate framework and OASIS
SAML standard.

Figure 9. Implementation of the basic functionalities of deduction and abduction

» DA

2: else

iAccessDecision(r, P,, P, C,, C){
1:if doDeduction(r, P,UC,) then return grant

3: C,={c|PuC, |=c}\(C,UC,);

4. result = doAbduction(r, C, P,UC,);

5: if result == L then return deny

6: else return ask(result);

}

doDeduction(R: Query, P: LogProgram){ check for P |= R?

1: run DLV in deduction mode with input: P, R?;

2: check output: if R is deducible then return true else return false;
}

doAbduction(R: Observation, H: Hypotheses, P : LogProgram){
1: run DLV in abduction diagnosis mode with input: R, H, P ;

2: DLV output: all sets C, that (i) C, < H, (ii) P UC, [= R, (iii) P UC, |# L;
3:if no C, exists then return L

4: else select a minimal C_, and return C_.

}
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Integration with the Automated
Reasoning Tool DLV

For the implementation of the interactive access
control algorithm we use the DLV system (a
disjunctive datalog system with negations and
constraints) asacore engine for the basic function-
alities of deduction and abduction. The disjunc-
tive datalog front end (the default one) is used for
deductive computations while the diagnosis front
end is used for abductive computations. Figure 9
shows the implementation using the DLV system.
The input of the function iAccessDecision is the
requested service r, the policy for access control
P, the policy for disclosure control P, the set
of active credentials C_ and the set of declined
credentials C . Step 1 uses the DLV’s deductive
frontend. It specifies as input the service requestr
marked as a query over the models (r?) computed
onP,UC.. The outputof this step are those models
in which r is true.

Ifitexists amodel in Step 1 that satisfies r then
the system returnes grant (Step 1). If no model
for r exists then we use the DLV’s deductive front
end with input P, UC_ (Step 3). In this case, DLV
computes all credentials disclosable from P
UC,,. Then from the computed set we remove all
credentials that belong to C and C, .

Oncethedisclosable credentials are computed
then, in Step 4, we use the abductive diagnosis
front end with the input: the requested service
I stored in a temporary file with extension .obs
(observations), the justcomputed set of disclosable
credentials C stored in a temporary file with ex-
tension.hyp (hypotheses or also called abducibles)
andthethirdargumentistheaccess policy together
with the active credentials P,_C_. The two input
files (hyp and .obs) have particular meaning for
DLV system in the abductive mode.

The output of that computation are all pos-
sible subsets of the hypotheses that satisfy the
observations. In that way we find all possible
missing sets of credentials satisfying r. Then we
filter them according to some minimality criteria
and select the minimal set out of them.

The automated reasoning tool depends on the
one’s own choice. It can be used any other tool
that supports the basic reasoning services (see for
example, www.tcs.hut. fi/spyware/smodels).

Integration with X.509 and SAML
Standards

The framework described so far processes creden-
tials on a high (abstract) level: defines what can
be inferred and what missing is from partner’s

Figure 10. X.509 identity and attribute certificates structure
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access policy and user’s set of credentials. There
is a need of a suitable certificate infrastructure
for describing participant’s identities and access
rights. A good choice is the widely adopted cer-
tificate standard X.509 (X.509, 2001).

There are two certificate types considered by
the standard: identity and attribute certificates.
Figure 10 shows the structures of the two cer-
tificates.

X.509 identity certificate is used to identify
entities in a network. The main fields of the cer-
tificate’s structure are the subjectinformation, the
public key identifying the subject (corresponding
tothe subject’s private key), the issuer information
and the digital signature on the document, signed
by the issuer (with its private key).

X.509 attribute certificate has the same struc-
ture like the identity one with the difference that
instead of a public key field there is a field for
listing attributes and the Subject field is called
Holder (of the attributes).

Referring to the message level, one canadopt to
use the OASIS SAML standard (SAML) for having
standard semantics for authorization statements
among participants in an autonomic network.
SAML offers a standard way for exchanging
authentication and authorization information
between on-line partners.

The basic SAML data objects are assertions.
Assertions contain information that determines
whether users can be authenticated or authorized
to use resources. The SAML framework also
defines a protocol for requesting assertions and
responding tothem, which makesitsuitable when
modeling interactive communications between
entities in a distributed environment.

We list below the SAML request/response
protocol and how we employ it in the interactive
access control framework.

e SAML Request: Use theauthorization deci-
sion query statement for expressing access
decision requests. Specify the resource and

actionintherespective standard fields of the

access statement.

Once an access decision is taken use the

SAML response part.

. SAML Response: Use the authorization
decision statement

°  Permit / Deny: When explicit grant/
deny isreturned by the iAccessControl
protocol.

° Indeterminate: When ask(C,) is
returned. In this case, list the missing
credentials in the standard SAML at-
tribute fields, for example,
<attribute name="MISSING
CREDENTIAL”>Employee ID</at-
tribute>
<attribute name="MISSING
CREDENTIAL”>Full Professor</at-
tribute>

Tomake the access decision engine Web Ser-
vices compatible we also adopted the W3C
SOAP (see http://lwww.w3.0rg/TR/soap)
as a main transport layer protocol. SOAP
is a lightweight protocol for exchanging
structured information in a decentralized,
distributed environment. It has an optional
Header element and a required Body ele-
ment. Informally, in the body we specify
what information is directly associated with
the service request and in the header addi-
tional informationthat should be considered
by the end-point server.

So, to request for an access decision on a

message level we have to:

° First, attach X.509 Certificates in the
SOAP Header using WS-Security (WS-
Security) specification for that,

°  Then, place the SAML Request in the
SOAP Body thus making it an input to
the decision engine being invoked.

Having the needed technologies in hands, the
next section describes how the just introduced
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standards and protocols can be integrated into
one architecture.

System Architecture

Figure 11 shows the architecture of a prototype
that has been developed, called iAccess. The
bottom most layer in the figure comprises the
integration of the prototype with Tomcat (see
http://tomcat.apache.org) application server. We
perform all requests over SSL connection. Thus,
assuring message confidentiality and integrity on
the transport layer.

Once an access request is received by the
Tomcat server, it invokes the iAccess engine for
an access decision. As shown in the figure, first,
the engine parses the SOAP envelope, containing

www.bouncycastle.org) identity and attribute
certificates, and the SAML (see SAML technol-
ogy provider: http://www.opensaml.org) request
protocol. Next, the engine performs validationand
verification of the certificates: first for expiration
dates and second for trustworthiness. The latter
is performed according to local databases listing
the trusted identity issuers and, respectively, the
trusted attribute issuers (their public keys). The
two databases are domain specific.

Remark 2 We point out that the check for trusted
CAs and SOAs is to filter out those certificates
that are issued by unknown (distrusted) certifi-
cate authorities. The fine-grained verification on
trusted attributes and identities is performed
on the logical level and according to the access

‘ Session Layer ‘

the body andthe header elements. Then, itextracts policy.

X.509 (see X.509 technology provider: http://

Figure 11. iAccess architecture
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Oncethe certificates are validated and verified,
iAccess invokes an ontology conversion module
for mapping the global certificate information
to a local, provider specific, representation. The
same mapping is also performed for the SAML
request protocol information.

The ontology module semantially transforms
global-to-local and local-to-global the following
information:

. Certificate attributes

. Certificate issuers

. Resource names (service requests)
. Service actions

The conversion module transforms certifi-
cates’ information and SAML request to predi-
cates suitable for the logical model, as described
below.

. Identity certificates are transformed to
certificate(subject, Issuer: i) predicates,

. Attribute certificates are transformed to
credential(holder, Attr: a, Issuer: i) predi-
cates,

. SAML access request to grant(Resource: r,
Action: p).

These transformations leverage access control
management on the logical level because on this
level there is local (domain specific) syntax for
the representation of the above items.

Afterthe transformation is performediAccess
invokes the iAccessControl module for an access
decision.

Once an access decision is taken (returned by
the iAccessControl protocol), iAccess maps the
information grant, deny or additional credentials
to their global representation and then generates
the respective SAML Response protocol. After
that, iAccess places a time-stamp for validity
period on the access decision statement and then
digitally signs it to ensure integrity of the infor-

mation. Next, Tomcat server returns the SAML
decision to the entity requested for it.

TRUST NEGOTIATION

In an autonomic network scenario servers must
have away to find out what credentials are required
forclientsto getaccess to resources. Clients, once
asked for missing credentials, may be unwilling
to disclose them unless the server discloses some
of its credentials first, that is, negotiate the need
of sensitive credentials.

If we merge the two frameworks we have the
following open problems:

1. Alice wants to access some service of
Bob

2. Alicedoesnotknowexactly whatcredentials
Bob needs, so
(@ Bobmustcompute what is missing and

ask Alice,
(b) Alice must send to Bob all credentials
he requested.

3. Inresponse to 2b, Alice may want to have
some credentials from Bob before sending
hers, so
(@ She must tell Bob what he needs to

provide,
(b) Bob must have a policy to decide how
access to his credentials is granted.

4. Inresponse to 2a, Bob may not want to dis-
closeall thatis missing at once but may want
to ask Alice first some of the less sensitive
credentials, so
(@ Bob must have a way to request in a

stepwise fashion the missing creden-
tials.

To combine automated trust negotiation and
interactive access control we assume that both
clients and servers have the three logical security
policies:
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1. P, apolicy for access to own resources on
the basis of foreign credentials,

2. P,.apolicy for access to own credentials
on the basis of foreign credentials,

3. P, apolicy for disclosure the need of (miss-
ing) foreign credentials.

Technically speaking we could merge 1 and 2
into aflatpolicy for protecting sensitive resources
as in (Yu & Winslett, 2003; Yu, Winslett, &
Seamons, 2003). However, the structured ap-
proach is better because the criteria behind and
likely the administrator of each policy are differ-
ent. Resource access is decided by the business
logic whereas credential access is due to security
and privacy considerations.

For example the negotiation of a sensitive
credential may require activation of credentials
that are not considered from the business logic
for the actual access control process and even
they may be inconsistent with the business logic
rules. Thus, forcing separation between policies
P, and P, we free the access policy P, to be
arbitrarily complex withalmosteverythingthatis
on the (Datalog) access control market (say with
negation as failure, constraints on separation of

Figure 12. The core of the negotiation protocol

duties, or other credentials such as those by Li
and Mitchell (2003)).

Rather, the policy foraccessto own credentials
P,. We restrict to be monotonic because of its
particular nature: once the need for a credential is
disclosed (granted), it is disclosed! In contrast, a
credential needed to access a resource may come
and go due to separation of duty or other access
control constraints.

The Negotiation Protocol

This sections shows how one can bootstrap from
the simple security policies a comprehensive
negotiation protocol that establishes proper trust
relationships via bilateral exchange of creden-
tials.

We introduce a new set notation O indicating
a set of own credentials with respect to a negotia-
tion opponent.

Now, letusrecall the interactive access control
protocol with the following modification. Instead
of returning the set of missing credentials C,, we
willtransformitinto asequence of single requests
each requesting for a foreign credential from the
missing set. Figure 12 shows the new version of
the protocol.

iAccessNegotiation(r, Cp){
1:C,=C,uC;
2: repeat

4: if result = = ask(C,,) then
foreachc e C, do

6
7 if response = = grant then
8 C.=C,u {c}

9: else

10: C,=C,u {ch

11: done

12: fi

14: return result;

}

Session vars: C,and C. Initially C,=C, = &;.

3: result = iAccessDecision(r, P,, P, C,, C));

response = invoke iAccessNegotiation(c, &)@Opponent;

13: until result == grant or result == deny.




We extended the protocol to work on client
and server sides so that they automatically re-
quest each other for missing credentials. Step 1
of the protocol updates the set of active (foreign)
credentials with those presented at the time of
request. Those presented credentials are typically
pushed by the opponent when initially requests
for a service. After the initial update we go in a
loop where iAccessDecision algorithm is run for
an access decision.

The purpose of the loop is to keep asking the
opponent new solutions (missing credentials)
until a final decision of grant or deny is taken.
The technicality of the protocol is in Step 6 where
we represent the request for a missing credential
as a remote invocation of the iAccessNegotia-
tion protocol on the opponent side. In this way,
the new protocol has the same functionality as
iAccessControl protocol.

Step 6 invokes iAccessNegotiation protocol
with an empty set of presented own credentials.
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One can slightly modify the protocol by intro-
ducing a function PushedCredentials(c) that
decides what own credentials an opponent has
to present (O,,) when requesting for a foreign
credential c.

To approach bilateral negotiation first we have
to take into account the following two issues:

. Each request for a credential spurs a new
negotiation thread that negotiates access to
this credential.

. During a negotiation process parties may
start to request each other credentials that
are already in a negotiation. So, the notion
of suspended credential requests must be
taken into account.

Figure 13 shows the updated version of the
iAccessNegotiation protocol. With its new ver-
sion, whenever a request arrives itisruninanew
thread that shares the same session variables C,

Figure 13. The negotiation protocol with suspended credentials

1:C,=C,uC;
2:ifr e O, then

4: return result when resumed;
5: else

6: 0, =0, irk

7: repeat

9: if result == ask(C,,) then
10:  foreachc e C,do

19: O, =0\ {r}

21: return result;
22:elseif

}

Session vars: C, and C and O, . Initially C,=C, = O, = ;.
iAccessNegotiation(r, Cp){ runs in a new thread

3: suspend and await for the result on r’s negotiation;

8. result=iAccessDecision(r, P,, P, C,, C,);

11: response = invoke iAccessNegotiation(c, J)@Opponent;
12: if response = = grant then

13: C.=C,u {c},

14: else

15: C,=C,u {ch

16:  done

17: fi

18: until result == grant or result == deny.

20: resume alf processes awaiting on r with the result of the negotiation;
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C,and O, with other threads running under the
same negotiation process. The set o keepstrack
of the opponent’s own credentials that have been
requested and which are still in a negotiation.
Now, if a request for a credential, which is
already in a negotiation, is received the protocol
suspends the new thread until the respective
negotiation thread finishes (Step 3). Then, when

Figure 14. The negotiation protocol

the original thread returns an access decision
the protocol resumes all threads awaiting on the
requested credential and informs them for the
final decision (Step 20).

Figure 14 shows the full-fledged negotiation
protocol. The iAccessDispatcher module manages
the negotiation session information. Its role is to

Session vars: C,, C, and O,
iAccessDispatcher{
OnReceiveRequest: iAccessNegotiation(r, Cp)
1: if isService(r) then

3: else

OnSendRequest: <r, Op>
1: if isService(r) then

}

iAccessNegotiation(r, Cp){

1:C,=C,uC;

2:ifr e O then

3: suspend and await for the result on r’s negotiation;
4: return result when resumed;

5: else

6: O, =0, {r};

7: repeat

8: ifisService(r) then

9 result = iAccessDecision(r, P,., P, C_, C);
10: else

11:  result = iAccessDecision(r, P, ., P, C,, C));
12: if result == ask(C,,) then

13:  AskCredentials(C,,);

14: until result = = grant or result = = deny.
15: 0, =0, \ {r};

17: return result;

18:elseif

¥
AskCredentials(C,,){
1: parforeachc e C, do

3: if response = = grant then
4. C,=C,u {c},
5: else

6: C =C, v {c}
T

8:

}

don

o Initially C.=C =0, = ;.

2: reply response = iAccessNegotiation(r, Cp); in a new negotiation session process.

4: reply response = iAccessNegotiation(r, Cp); in a new thread under the original negotiation session.

2: result = invoke iAccessNegotiation(r, O p)@Opponent; in a new negotiation session process.

16: resume alf processes awaiting on r with the result of the negotiation;

response = invoke iAccessNegotiation(c, J)@Opponent;

awalt untill all responses are received (await until C,, c C,u C,);




dispatch (assign) to each request/response the right
negotiation process information. It works in the
following way. Whenever a request for a service
isreceivedthe dispatcher runsiAccessNegotiation
inanew session processand initializes C,, C, and
Osusp to an empty set (Step 2). Then each counter-
request foracredential isruninanewthread under
the same negotiation process (Step 4).

Onthe other hand, whenever anentity requests
aserviceratthe opponentside, presentinginitially
some own credentials O " the iAccessDispatcher
module invokes iAccessNegotiation (at the op-
ponent side) and creates a new session process
so that any counter-request from the opponent
isrun in a new thread under the new negotiation
process.

The intuition behind the negotiation protocol
is the following:

1. A client, Alice, sends a service request r
and (optionally) a set of own credentials Op
to a server, Bob.

2. Bob’s iAccessDispatcher receives the re-
quests and runs iAccessNegotiation(r, Cp)
inanew process. Here C = O, with respect
to Bob.

3. Oncethe protocol is initiated, it updates the
over all set of presented foreign credentials
with the newly presented ones and checks
whether the request should be suspended or
not (Steps 1 and 2).

4. If not suspended, then Bob looks at r
and if it is a request for a service he calls
iAccessDecision with his policy for access

to resources P, ., his policy for disclosure
of foreign credentials P, the set of foreign
presented credentials C,andthe setof foreign
declined credentials C (Step 9).

5. If r is a request for a credential then Bob
calls iAccessDecision with his policy for
access to own credentials P, _, his policy for

disclosure of foreign credentials P, the set

of presented foreign credentials C, and the
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set of declined foreign credentials C (Step
11).

6. Inthecase of computed missing foreign cre-
dentials C,,, Bob transforms it into requests
for credentials and awaits until receives all
responses. At this point Bob acts as a client,
requesting Alice the set of credentials C,,.
Alice runs the same protocol with swapped
roles.

7. WhenBobreceives all responses he restarts
the loop and consults the iAccessDecision
algorithm for a new decision.

8. When a final decision of grant or deny is
taken, the respective response is returned
back to Alice.

Technicality in the protocol is in the way
the server requests missing credentials back to
the client. As indicated in the figure, we use the
keyword parfor for representing that the body
of the loop is run each time in a parallel thread.
Thus, each missing credential is requested in-
dependently from the requests for the others.
At that point of the protocol, it is important that
each of the finished threads updates presented
and declined sets of foreign credentials properly
without interfering with other threads. We note
that after a certain session time expires each cre-
dential request that is still awaiting on an answer
is marked as declined.

Also an important point here is to clarify
the way we treat declined and not yet released
credentials. In a negotiation process, declining
a credential is when an entity is asked for it and
the same entity replies to the same request with
answer deny. In the second case, when the entity
isasked foracredential and, instead of reply, there
is a counter request for more credentials, then the
thread, started the original request, awaits the cli-
ent for an explicit reply and treats the requested
credential as not yet released. In any case, at the
end of anegotiation processaclienteither supplies
the originally asked credential or declines it.
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Example 6 Figure 15 shows an example of Alice’s
and Bob’s interactions using the negotiation
protocol on both sides. The policies for access
to resources and access to sensitive credentials
are in notations like in Yu, Winslett and Seamons
(2003) where the Alice’s local credentials are
marked with subscript “A”” and Bob’s with “B”,
respectively. Bob’s access policy P,. says that
access to resource r, is granted if {C, , C}
are presented by Alice. To get access to r, Alice
should either present {C,, C .} or satisfy the
requirements for access to r, and present C,.
To get access to r, Alice should either satisfy the
requirements for r, and present C,, or satisfy the
requirements for r, and present C,..

Bob’s disclosure policy discloses the need
for credentialsC,,C,,,C,,,C,.,C,,and C,to
potentially any client. Butin contrast, the need for
a credential C,, is never disclosed but expected
when ', is requested. It is an example of a hidden
credential that must be pushed.

Analogously, Bob’s P, . says: to grant access
to Bob’s C,, Alice must present C,_ and to grant
access to Bob’s C, Alice must present C, ..

Following is the negotiation scenario. Alice
requests r, to Bob presenting empty set of initial
credentials. Alice’s TN Dispatcher detects the
request and creates a new session process await-
ing on Bob’s reply. Next, Bob runs the interac-
tive algorithm on his P,.. The outcome of the
algorithm is the set of missing credentials {C, ,
C,. C,.} (computed as the minimal one). Then,
Bob transforms the missing credentials in single
requests and asks Alice for them.

Alice’s TN Dispatcher receives the requests
and runs them in three new threads for each of
them, respectively. Next, Alice runsthe interactive
access control algorithm on her P, . for each of
the requests and returns grant C, , deny C,, and
counter request for Bob’s C,,. Bob replies to the
request for C_, with a counter request for Alice’s
C,.-Since C_hasbeenalready requested by Bob,
now Alice suspends the new request and awaits
on the original one to finish its negotiation.

Ifwe look again in the sequence of requests we
recognizethanthe original thread dependsonthe
outcome of the suspended one and we come to a
recursive loop (interlock). Since Alice’s suspended

Figure 15. Example of interoperability of the negotiation protocol

Alice / Client Bob / Server
Req (r,)
[RegfCazJ Par: | T1 < Ca, Caz.
PR ... e 1 f, < Cap, Cis.
1 Req grant { Cai <1, 8‘“"
Pp: Ch1 «— ———— deny { Cas }| | | Iy« T, LAT.
- Wq@di Iy« 1,, Cas.
’ @@—M¥ Pp: | Cal <.
PAC:|Ca1 <. Caz <.
Ca2 < Csl. Cas =.
Cas <. Cas <.
Cas < Cai. I Cas <.
o pénded
Ca7 < Cga. @:__m Car <.
Hidden Credentials: CA4
Pac:| Cs1 < Cas.
Cp2 < Ca7.




thread has a session timeout, so after it expires
Alice returns to Bob a decision deny. At this point
Alice can choose (automatically) to extend her
session time to allow the negotiation to continue
and eventually to successfully finish.

Next, Bob recallsitsinteractive access control
for a new decision for r.. The next set of missing
credentialsis {C,,, C,.} which Bob transforms to
single requests. The rest of the scenario follows
analogously.

After Alice and Bob successfully negotiate on
Bob’s requests for missing credentials, Bob grants
access to the service request r,.

However, we have not solved the problem of
stepwise disclosure of missing foreign credentials
yet. The intuition here is that Bob may not want
to disclose the missing foreign credentials all at
once to Alice but, instead, he may want to ask
Alice first some of the less sensitive credentials
assuring him that Alice is enough trustworthy
to disclose her other more sensitive credentials
and so on until all the missing ones are disclosed.
Here we point out that the stepwise approach may
require a client to provide credentials that are not
directly related to a specific resource but needed
for a fine-grained disclosure control.

Toaddress thisissue we extend the negotiation
protocol with an algorithm for stepwise disclo-
sure of missing credentials. The basic intuition
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is that the logical policy structure itself tells us
which credentials must be disclosed to obtain the
information that other credentials are missing.
So, we simply need to extract this information
automatically. We perform a step-by-step evalu-
ation on the policy structure. For that purpose
we use a one-step deduction over the disclosure
policy P to determine the next set of potentially
disclosable credentials. We refer the reader to
(Koshutanski & Massacci, 2007) for details on
the stepwise algorithm.

Implementing the Trust Negotiation
Framework

Figure 16 shows the architecture of the trust ne-
gotiation framework. JBOSS application server
(see http://www.jboss.org/products/jbossas) uses
TCP/IP sockets to send/receive information. The
functionality of the server has been extended with
the possibility to transform high-level creden-
tial/service requests, understandable by the TN
Dispatcher, to low-level raw datarequests suitable
for transmission over TCP/IP connections.
Whenever the TN Dispatcher is initially run
it internally runs the JBOSS application server.
The TN Dispatcher itresides active inthe memory
awaiting for new requests. Once the JBOSS server
receives a request it transforms the request it

Figure 16. The architecture of the negotiation framework
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from raw data to a high-level representation and
automatically redirects it to the dispatcher.

On each received request the TN Dispatcher
analyzesthe session data from the request against
its local database, and acts as following. If no
session data is specified in the request then the
dispatcher generates new session information
(new session data sets, see Figure 14) and runs the
negotiation protocol with the new session info. If
itexistsasession ID in the request and the session
ID correctly maps to the corresponding one in the
dispatcher’s local database then the dispatcher
runs the negotiation protocol under the existing
session. We not that any negotiation protocol in-
stance is always run in a new parallel thread that
it internally updates the session information. The
trust negotiation protocol uses the JBOSS server
methods to send/receive requests.

CONCLUSION

In this chapter we presented a framework on
policy-based access control for autonomic com-
munications. The framework is grounded in a
formal model with the stable model semantics.
The key idea is that in an autonomic network a
client may have the right credentials but may not
know it and thus an autonomic server needs a
way to interact and negotiate with the client the
missing credentials that grant access.

We have proposed a solution to this problem
by extending classical access control models with
anadvanced reasoning service: abduction. Build-
ing on top of this service, we have presented the
key interactive access control algorithm that, in
case service request fails, computes on-the-fly
missing credentials that entail the request. We
have also introduced the notion of disclosable
and hidden credentials. The distinction allows
servers to dynamically protect the privacy of
their policies by specifying which credentials are
hidden and which are not and notifying selected
clients for that.

We have identified the interactive access
control model as a way for protecting security
interestswith respecttodisclosure of information
and access control of both server and client sides.
We have proposed a protocol for leveraging trust
negotiation between two entities involved in an
autonomic communication. The protocol com-
municates and negotiates the missing credentials
until enoughtrustis established and the service is
granted or the negotiation fails and the process is
terminated. The protocol is run on both clientand
server sides so that they understand each other
and automatically interoperate until a desired
solution is reached or denied.

One of the advantages of the approach is that
we do not pose any restrictions on partner’s poli-
cies because the basic computations of deduction
and abduction, performed on the policies, do not
require any specific policy structure. We have also
presented an implementation of the framework
using X.509 and SAML standards.

Open Problems and Future Work

Future work is in the direction of characterizing
the complexity of the framework. Proving which
guarantees the protocol can offer in terms of
interoperability, completeness and correctness
when applied to a practical policy language is
still an open process and will be a subject of
future research.

In the direction of mutual negotiation, future
work istoexplore the interoperability of the nego-
tiation framework withthe TrustBuilder prototype
(Yu, Winslett, & Seamons, 2003). We believe that
thisisanimportant step toward building a secure
open computing environment.

ACKNOWLEDGMENT

This work was partly supported by the proj-
ects: 2003-S116-00018 PAT-MOSTRO, 016004
IST-FP6-FET-IP-SENSORIA, 27587 IST-FP6-



IP-SERENITY, 038978 EU-MarieCurie-EIF-
iAccess, 034744 EU-INFSO-IST ONE, 034824
EU-INFSO-IST OPAALS.

REFERENCES

Apt, K. (1990). Logic programming. In J. van
Leeuwen (Ed.), Handbook of theoretical computer
science. Elsevier.

Atluri, V., Chun, S. A., & Mazzoleni, P. A (2001).
Chinese wall security model for decentralized
workflow systems. In Proceedings of the Eighth
ACM conference on Computer and Communica-
tions Security (pp. 48-57).

Bertino, E., Catania, B., Ferrari, E., & Perlasca, P.
(2001). A logical framework for reasoning about
access control models. In Proceedings of the Sixth
ACM Symposium on Access Control Models and
Technologies (SACMAT) (pp. 41-52).

Bertino, E., Ferrari, E., & Atluri, V. (1999) The
specification and enforcement of authorization
constraints in workflow management systems.
ACM Transactions on Information and System
Security (TISSEC), 2(1), 65-104.

Bonatti, P., & Samarati, P. (2002). A unified fra-
mework for regulating access and information
release onthe Web. Journal of Computer Security,
10(3), 241-272.

Damianou, N., Dulay, N., Lupu, E., & Sloman, M.
(2001). The Ponder policy specification language.
In Proceedings of the International Workshop on
Policies for Distributed Systems and Networks
(POLICY) (pp. 18-38).

De Capitanidi Vimercati, S., & Samarati, P. (2001).
Access control: Policies, models, and mechanism.
In R. Focardi & F. Gorrieri (Eds.), Foundations
of security analysisand design - Tutorial lectures
(vol. 2171 of LNCS). Springer-Verlag.

147

Ellison, C., Frantz, B., Lampson, B., Rivest, R.,
Thomas, B. M., & Ylonen, T. (1999, September).
SPKI certificate theory. IETF RFC, 2693.

Gelfond, M., & Lifschitz, V. (1988). The stable
model semantics for logic programming. In R.
Kowalski & K. Bowen (Eds.), Proceedings of
the Fifth International Conference on Logic
Programming (ICLP’88) (pp. 1070-1080).

Georgakopoulos, D., Hornick, M. F., & Sheth,
A. P. (1995, April). An overview of workflow
management: From process modeling to work-
flow automation infrastructure. Distributed and
Parallel Databases 3(2), 119-153.

Kang, M. H., Park, J. S., & Froscher, J. N. (2001).
Access control mechanisms for interorganizatio-
nal workflow. In Proceedings of the Sixth ACM
Symposium on Access Control Models and Tech-
nologies (pp. 66-74).

Koshutanski, H. (2005). Interactive access control
for autonomic systems. Unpublished doctoral
dissertation, University of Trento, Italy.

Koshutanski, H., & Massacci, F. (2007). A nego-
tiation scheme for access rights establishment in
autonomic communication. Journal of Network
and System Management (JNSM), 15(1), 117-
136.

Li, J.,, Li, N., & Winsborough, W. H. (2005).
Automated trust negotiation using cryptogra-
phic credentials. In Proceedings of the 12" ACM
Conference on Computer and Communications
Security (pp. 46-57).

Li, N., Grosof, B. N., & Feigenbaum, J. (2003).
Delegation logic: A logic-based approach to
distributed authorization. ACM Transactions
on Information and System Security (TISSEC),
6(1), 128-171.

Li, N., & Mitchell, J. C. (2003). RT: A role-based
trust-management framework. In Proceedings



148

of the Third DARPA Information Survivability
Conference and Exposition (DISCEX I11) (pp.
201-212).

Li, N., Mitchell, J. C., & Winsborough, W. H.
(2002). Design of a role-based trust management
framework. In Proceedings of IEEE Symposium
on Security and Privacy (S&P) (pp. 114-130).

Lymberopoulos, L., Lupu, E., & Sloman, M.
(2003). An adaptive policy based framework for
network services management. Plenum Press
Journal of Network and Systems Management,
11(3), 277-303.

Ruan, C., Varadharajan, V., & Zhang, Y. (2003).
A logic model for temporal authorization de-
legation with negation. In C. Boyd & W. Mao
(Eds.), Proceedings of the Sixth International
Conference on Information Security (ISC), 2851
(pp. 310-324).

SAML. (2004). Security assertion markup
language (SAML). Retrieved from http:/www.
oasis-open.org/committees/security

Sandhu, R., Coyne, E., Feinstein, H., & Youman,
C. (1996). Role-based access control models. IEEE
Computer, 39(2), 38-47.

Seamons, K., Winslett, M., & Yu, T. (2001). Li-
miting the disclosure of access control policies
during automated trust negotiation. In Network
and Distributed System Security Symposium.
San Diego, CA.

Shanahan, M. (1989). Prediction is deduction
but explanation is abduction. In Proceedings of
IJCAI’89 (pp. 1055-1060). Morgan Kaufmann.

Sloman, M., & Lupu, E. (1999). Policy specifica-
tion for programmable networks. In Proceedings
of the First International Working Conference on
Active Networks (pp. 73-84).

Smirnov, M. (2003). Rule-based systems security
model. In Proceedings ofthe Second International
Workshop on Mathematical Methods, Models,
and Architecturesfor Computer Network Security
(MMM-ACNS) (pp. 135-146).

SPKI. (1999). SPKI certificate theory. IETF
RFC, 2693. Retrieved from, http://www.ietf.
org/rfc/rfc2693.txt

Weeks, S. (2001). Understanding trust mana-
gement systems. IEEE Symposium on Security
and Privacy.

Winsborough, W., & Li, N. (2004). Safety in
automated trust negotiation. In Proceedings of
the IEEE Symposium on Security and Privacy
(pp. 147-160).

WS-Security. (2006). Web services security (WS-
security). Retrieved from http://www.oasis-open.
org/committees.wss

X.509. (2001). Thedirectory: Public-key and attri-
bute certificate frameworks. I TU-T Recommenda-
tion X.509:2000(E) | ISO/IEC 9594-8:2001(E).

XACML. (2004). eXtensible Access Control
Markup Language (XACML). Retrieved from
http://www.oasis-open.org/committees/xacml

Yu, T., & Winslett, M. (2003). A unified scheme
for resource protection in automated trust nego-
tiation. In Proceedings of the IEEE Symposium
on Security and Privacy (pp. 110-122).

Yu, T., Winslett, M., & Seamons, K. E. (2003).
Supporting structured credentials and sensitive
policies through interoperable strategies for
automated trust negotiation. ACM Transactions
on Information and System Security (TISSEC),
6(1), 1-42.



149

Chapter VIl

Delegation Services:
A Step Beyond Authorization

Isaac Agudo
University of Malaga, Spain

Javier Lopez
University of Malaga, Spain

Jose A. Montenegro
University of Malaga, Spain

ABSTRACT

Advanced applications for the Internet need to make use of the authorization service so that users can
prove what they are allowed to do and show their privileges to perform different tasks. However, for a
real scalable distributed authorization solution to work, the delegation service needs to be seriously
considered. In this chapter, we first put into perspective the delegation implications, issues and concepts
derived from authorization schemes proposed as solutions to the distributed authorization problem,
indicating the delegation approaches that some of them take. Then, we analyze interesting federation
solutions. Finally, we examine different formalisms specifically developed to support delegation services,
focusing on a generalization of those approaches, the Weighted Delegation Graphs solution.

INTRODUCTION variationsinsecurity software. Anumber of these
changes focus on the way users are authenticated

Information and network security are related to by Internet applications and how their rights and

the Internet more than ever before. As a con- privileges are managed.

sequence, the use of the Internet has produced One of the most widely used controversial se-

curity servicesis Access Control. Lampson (2004)

Copyright © 2008, IGI Global, distributing in print or electronic forms without written permission of IGI Global is prohibited.



defines access control as the composition of two
services, authentication and authorization. But
Internetapplications require distributed solutions
for the access control service; thus, accordingly,
authentication and authorization services need to
be distributed, too.

Asitiswidely known, by using an authentica-
tion service, users can prove their identity. More
formally, ITU-T (International Telecommunica-
tions Union-Telecommunication Standardization
Sector) defines authentication as “the process of
corroborating an identity. Authentication can be
unilateral or mutual. Unilateral authentication
provides assurance of the identity of only one
principal. Mutual authentication provides assur-
ance of the identities of both principals.”

However, new applications, particularly in
the area of e-commerce, need an authorization
service to describe what the user is allowed to
do and privileges to perform tasks should be also
considered. Additionally, according to ITU-T,
authorization is “the granting of rights, which
includes the granting of access based on access
rights. This definition implies the rights to perform
some activity (such as to access data); and that
they have been granted to some process, entity,
or human agent.”

For instance, when a company needs to estab-
lishdistinctionsamong theiremployeesregarding
privileges on resources, the authorization service
becomes important. Different sets of privileges
on resources (either hardware or software) will
be assigned to different categories of employees.
In those distributed applications where company
resources must be partially shared over the Inter-
net with other associated companies, providers,
or clients, the authorization service becomes an
essential part.

Because authorization is not a new problem,
different solutions have been used in the past.
However, “traditional” authorization solutionsare
not very helpful for many Internet applications.
In order to achieve a real scalable distributed
authorization solution, the Delegation service
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needs to be seriously considered. Again, ITU-T
defines delegation as “conveyance of privilege
from one entity that holds such privilege, to
another entity.”

Delegation is quite a complex concept, both
from the theoretical point of view and from the
practical point of view. In this sense, the imple-
mentation of an appropriate delegation service
has been one of the cornerstones of Internet ap-
plications since a few years ago.

Because delegation is a concept derived from
authorization, the second section aims to put into
perspective the delegation implications, issues
and concepts that are derived from a selected
group of authorization schemes which have been
proposed during recent years as solutions to the
distributed authorization problem. In the third
section, we analyze some of the most interesting
federation solutions that have been developed by
differentconsortiums or companies, representing
both educational and enterprise points of view.
The final section focuses on different formalisms
that have been specifically developed to support
delegation services and which can be integrated
into a multiplicity of applications.

DELEGATION (MIS)PERCEPTIONS
IN AUTHORIZATION-BASED
SCHEMES

As mentioned previously, in this section we ana-
lyze some of the most interesting authorization
schemes proposed in the literature to date. In
fact, and because of the many solutions that can
be found on this topic, we mainly focus on those
that have been supported by international bodies
or organizations, or that have special implica-
tions for commercial products in the information
security market. In the different subsections,
we review each of the solutions, explaining in
certain detail their operational foundations from
the authorization perspective while at the same
time analyzing the delegation perceptions, and
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in some cases, misperceptions associated with
those solutions.

PolicyMaker and Keynote

Blaze, Feigenbaum, and Lacy introduced the no-
tion of Trust Management in Blaze, Feigenbaum,
loanndis, and Krromytis (1999). In that original
work, they proposed the PolicyMaker scheme as
a solution for trust management purposes. Poli-
cyMaker is a general and powerful solution that
allows the use of any programming language to
encode the nature of the authority being granted
as well as the entities to whom it is being granted.
It addresses the authorization problem directly,
without considering two different phases (one for
authentication and another for access control).

PolicyMakerencodestrustinassertions. They
are represented as pairs (f,s), where s is the issuer
of the statement, and f is a program. Additionally,
it introduces two different types of assertions:
certificates and policies. The main difference
between them is the value of the Source field. To
be more precise, the value is a key for the first
one (certificates), and a label for the second one
(policies).

It is important to note that, in PolicyMaker,
negative credentials are not allowed. Therefore,
trust is monotonic; that is, each policy statement
or credential can only increase the capabilities
granted by others. Moreover, trust is also transi-
tive. This means that if Alice trusts Bob and Bob
trusts Carol, then Alice trusts Carol. In other
words, all authorizations are delegable. Indeed,
delegation is implicit in PolicyMaker; thus, it is
not possible to restrict delegation capabilities.
This is the reason why delegation is uncontrolled
in this scheme.

Keynote (Blaze, Feigenbaum, & Lacy, 1996)
is a derivation of PolicyMaker, and has been sup-
ported by IETF. Ithas been proposed and designed
to improve two main aspects of PolicyMaker.
First, to achieve standardization and secondly,
to facilitate its integration into applications.

KeyNote uses a specific assertion language that
is flexible enough to handle the security policies
of different applications. Assertions delegate
the authorization to perform operations to other
principals. Like PolicyMaker, KeyNote considers
two types of assertions. Also, as in PolicyMaker,
these two types of assertions are called policies
and credentials, respectively:

. Policies: This type of assertion does not
need to be signed because they are locally
trusted. They do not contain the correspond-
ing Issuer of PolicyMaker.

. Credentials: This type of assertion del-
egates authorization from the issuer of the
credential, or Authorizer, to some subjects or
Licensees (see later for details). Assertions
are valid or not valid depending on action
attributes, which are attribute/value pairs
suchasresouce == “database” or access
== “read.”

KeyNote assertions are composed of five
fields:

. Authorizer: If the assertion is a credential,
then this field encodes the issuer of that
credential. However, if the assertion is a
policy, then this field contains the keyword
POLICY.

. Licensees: It specifies the principal or prin-
cipals to which the authority is delegated. It
can be a single principal or a conjunction,
disjunction or threshold of principals.

. Comment: It is a comment for the asser-
tion.

*  Conditions: Itcorrespondsto the “program”
conceptof PolicyMaker, and consists of tests
on action attributes. Logical operators are
used in order to combine them.

. Signature: It is the signature of the asser-
tion. This field is not necessary for policies,
only for credentials. Further description on
how KeyNote uses cryptographic keys and
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signatures can be foundin (Blaze, loannidis,
& Keromytis, 2000).

Figure 1 shows an example of assertion. It
states that an RSA key 12345678 authorizes the
DSA keysabcd1234 1234abcd with read and write
access in the database.

Given a set of action attributes, an assertion
graph isadirected graph with vertex correspond-
ing to principals. An arc exists from principal
A to principal B if an assertion exists where the
Authorizer field corresponds to A, the Licensees
field corresponds to B and the predicate encoded
in the Conditions field holds for the given set of
actionattributes. A principal isauthorized, within
a given set of action attributes, if the associated
graphcontainsapath fromapolicy tothe principal.
We conclude then that all authorized principals
are allowed to re-delegate their authorizations.
Thus, there is no restriction on delegation.

KeyNote has been used in several contexts,
like Network-layer Access Control, Distributed
Firewalls, Web Access Control, Grid Computing,
and so forth (Blaze, loannidis, & Keromytis,
2003), which gives some idea of its flexibility.

SDSI/SPKI
This solution is a unification of two similar pro-

posals, simple distributed security infrastructure
(SDSI) and simple Public Key Infrastructure

Figure 1. KeyNote assertion
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(SPKI). SPK1 was proposed by the IETF working
group and, in particular, by Carl Ellison (Ellison,
Frantz, & Lacy, 1996). SDSI, designed by Ronald
L.Rivestand Butler Lampson (Rivest & Lampson,
1996), was proposed as an alternative to X.509
public-key infrastructure.

The SPKI/SDSI certificate format is the result
of the SPK 1 Working Group of the IETF (Ellison,
1999). The main feature of SDSI/SPKI is that its
design providesasimple Public Key Infrastructure
which uses linked local name spaces rather thana
global, hierarchical one. All entitiesare considered
analogous; hence, every principal can produce
signed statements. The data format chosen for
SPKI/SDSI is S-expression. This is a LISP-like
parenthesized expression with the limitations that
empty lists are not allowed and the first element
in any S-expression must be a string, called the
“type” of the expression.

In this subsection, we detail the SDSI solu-
tion and the integrated solution SDSI/SPKI, as
the development of the SPKI solution is similar
to the integrated solution. The subsections detail
the certificates of each proposal and explain how
delegation is implemented.

SDSI

SDSI establishes four types of certificates: Name/
Value, Membership, Autocert and Delegation.

KeyNote-Version: 2

Authorizer: “rsa-hex:12345678”

Licensees: “dsa-hex:abcd1234” || “dsa-hex:1234abcd”

Comment: Authorizer delegates read and write access
to either of the licensees

Conditions: (resource == “database” &&

(access == “read”) || (access == “write”))

Signature: ‘“sig-rsa-md5-hex:abcd1234”
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Name/Value Certificates: These cer-
tificates are used to bind principals to local
names. Every certificate must be signed
by the issuer, using his/her public key (see
Figure 2).

Membership Certificates: These provide
principals with the membership to a par-
ticular SDSI group.

Autocert Certificates: These are a special
kind of self-certificate. Every SDSI principal
is required to have an Autocert (see Figure
3).

Figure 2. Name-value certificates

(Cert:

(Local-Name: userl)

(Value:

(Principal:

(Public-Key:
(Algorithm: RSA-with-SHAL )
)
(Signed: ...))

Figure 3. Autocert and delegation certificates

*  Delegation Certificates: These are the
mechanisms for implementing the Delega-
tion in SDSI, (see Figure 3). SDSI provides
two types of delegation, based on the struc-
ture of the delegation certificate:

1. Auser (issuer) candelegate to someone
by adding that person as a member of
the group which they control. A issues
adelegation certificate to B. Therefore,
B will have the same privileges as
group.

2. Auser (issuer) candelegate to someone
sothatthispersonisabletosignobjects
of a certain type on the user’s behalf.
The “certain type” is defined by using
the template form.

Integrated Solution: SPKI/SDSI

SPKI/SDSI unifies all types of SDSI certificates
into one single type of structure. The SPKI1/SDSI
certificate contains atleastan Issuer anda Subject,
and it can contain validity conditions, authoriza-
tion and delegation information. Therefore, there
are three categories: ID (mapping <name,key>),

(Auto-Cert: (Delegation-Cert:
(Local-Name: userl) (Template: form)
(Public-Key: ....) ( Group: groupl)
(Description: temporal user) (Signed: ...))
(Signed: ...))
Figure 4. ID and authorization certificates
(cert (cert

(issuer <principal>)
(subject <principal>)
(valid <valid>))

(issuer <principal>)
(subject <principal>)
(propagate)

(tag <tag>)

(valid ))
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Attribute (mapping <authorization,name>), and
Authorization (mapping <authorization,key>).

The structure of Figure 4 represents the ID
certificate and the authorization certificate. The
attribute certificate has the same structure as
authorization certificates.

The field propagate is (the field) used to per-
form the delegation. As it was desirable to limit
the depth of delegation, initially, SPK1/SDSI had
three options for controlling this: no control,
boolean control and integer control. Currently,
these options have been reduced to boolean control
only. In this way, if this field is true, the Subject
is permitted by the Issuer to further propagate
the authorization.

Privilege Management Infrastructure
(PMI)

A wide-ranging authentication service based on

identity certificates proposed by ITU-T in its
X.509 Recommendation is possible by using a

Figure 5. ITU-T identity and attribute certificates
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public-key infrastructure (PKI) (ITU-T, 1997). A
PKI provides an efficient and trustworthy means
to manage and distribute all certificates in the
system. At the same time it supports encryption,
integrity and nonrepudiation services. Without
its use, it is impractical and unrealistic to expect
that large scale digital signature applications can
become a reality.

Similarly, ITU-T has defined the attribute
certificates framework for authorization services.
It defines the foundation upon which a privilege
management infrastructure (PMI) can be built
(ITU-T, 2000). PKI and PMI infrastructures are
linked by information contained in the identity
and attribute certificates of every user. The link
is justified by the fact that authorization relies
on authentication to prove who users are (see
Figure 5).

Although linked, both infrastructures can
be autonomous, and managed independently.
Creation and maintenance of identities can be
separated from PMI, as the authorities that issue

Version

Serial Number

Signature Algorithm

Issuer

Validity period

Subject

Public Key Algorithm

Public Key
Issuer Unique Identifie

User Unique Identifier

Extensions

CA sighature

Version

Serial Num ber

Signature Algorithm

Issuer

Validity period

Holder

Attributes

Issuer Unique Tdentifier!

Extensions

AA signature

154



Delegation Services: A Step Beyond Authorization

certificates in each infrastructure are not neces-
sarily the same ones. In fact, the entire PKI may
be existing and operational prior to the establish-
ment of the PMI.

One ofthe advantages of an attribute certificate
is that it can be used for various purposes. It may
contain group membership, role, clearance, orany
other form of authorization. Yet another essential
featureis that the attribute certificate provides the
means to transport authorization information to
decentralized applications. Moreover, many of
those applications deal with delegation. In fact,
ITU-T defines PMI models for different environ-
ments, among them, one specific for delegation,
as shown in the following:

. Control model: Describes the techniques
that enable the privilege verifier to control
access to the object method by the privilege
asserter, in accordance with the attribute
certificate and the privilege policy.

. Roles model: Individuals are issued role
assignment certificates that assign one or
more rolesto themthrough the role attribute
contained in the certificate. Specific privi-
leges are assigned to a role name through
role specification certificates, rather than
to individual privilege holders through at-
tribute certificates.

. Delegation model: When delegation is
used, a privilege verifier trusts the SOA to
delegate a set of privileges to holders, some
of which may further delegate some or all
of those privileges to other holders.

Regarding the delegation model, there are four
components: the privilege verifier, the source of
authorization (SOA), the attribute authorities
(AAs), and the privilege asserter. The SOA, the
initial issuer of certificates, is the authority for a
given set of privileges for the resource and can
impose constraints on how delegation can be
done. The SOA assigns privilegestointermediary
AAs, which further delegate privileges to other

entities but obviously not more privilege than
they hold. A delegator may also further restrict
the ability of downstream AAs. If the privilege
asserter’s certificate is not issued by that SOA,
then the verifier shall locate a delegation path of
certificates from that of the privilege asserter to
one issued by the SOA. The validation of that
delegation path includes checking that each AA
had sufficient privileges and was duly authorized
to delegate those privileges.

DELEGATION CONSIDERATIONS IN
FEDERATION SOLUTIONS

In this section we analyze some of the most
interesting federation solutions that have been
developed by different consortiums or compa-
nies. We focus on two significant solutions such
as Shibboleth, and .Net Passport. These selected
solutionsrepresentboth educational and enterprise
points of view. Shibboleth represents academia
solutions, although there are other solutions like
PAPI and Athens. On the other hand, we chose
.Net Passport as the representative of companies’
solutions, althoughitsopponent Liberty Alliance s
growinginpopularity, mainly duetothe relevance
of the partners that form the consortium.

The general definition of federation is the act
of establishing atrustrelationship between two or
more entities or, more specifically, an association
comprising any number of service providers and
identity providers. Therefore, federation should
be understood as delegation of services where the
service providers delegate the security manage-
ment to identity providers.

Microsoft Passport

Attheend ofthe 90’s, aspartof its NET initiative,
Microsoft introduced a set of Web services that
implement a so-called user-centric application
model, and which are collectively referred to as
.NET My Services. At the core of Microsoft NET
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My Services is a password-based user authentica-
tion and Single Sign-In service called Microsoft
.NET Passport (Microsoft 2002, 2004). The fun-
damental component of a federation Solution is
single sign-in (SSI) Service, therefore Microsoft
.NET Passport could be considered as the first
partial Federation Solution.

Microsoft .NET Passport users are uniquely
identified with an e-mail address (usually hotmail
and MSN accounts) and all participating sites
are uniquely identified with their DNS names.
A Passport account has four parts. The first is a
Passportunique identifier (PUID), assignedtothe
user when he/she sets up the account. This PUID
is a 64-bit number that is sent to the user’s site
as the authentication credential when a Passport
user signs in, being used in representation of
the user for the administrative operations. The
second is the user profile, containing the user’s
phone number or e-mail address, user’s name
and demographic information. The third part of
a Passport account is the credential information
such as the password or security key used for a
second level of authentication. The wallet is the
fourth elementthatenables userstodigitally store
credit card numbers, expiration dates, and billing
and shipping addresses.

Passport use a series of cookies to store the
authentication informationandtoassistthe sign-in
functionality in the user computer. The cookies
are obtained by using HTTP redirections and are
appended as elements in the transferred URI.
Passport uses two different types of cookies:

. Domain authority cookies: None of these
cookies canbedirectly accessed by the user’s
site. They are written only to the domain by
authority’s domain (e.g., Passport.com).

. Participant cookies: These cookies are
written in the domain of the participating
site and enable the user to sign in at any
Passport participating sitesduring abrowser
session.
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Passportiscomposed mainly of two processes,
the registration process and the authentication
process. A button named “Sign In” is the only
modification needed in the site to interact with
Passport service.

. Registration process: Occurs when the
user has not an account in the system.

1. The user browses to the Site and clicks
on the “Sign In” button.

2. The user is redirected to a co-branded
registration page displaying the regis-
tration fields that were chosen by Site.
The minimum number of fields required
is two: e-mail name and password.

3. Theuserreadsandacceptstermsofuse
(or declines, and the process ends), and
submits the form.

4. Theuseristhen redirected back to Site
withthe encrypted authentication ticket
and profile information attached.

5. Site Adecryptstheauthenticationticket
and profile information and continues
the registration process, or grants ac-
cess to their site.

e Authentication process: A registered user
attempts to use a protected service and the
sign-in process is activated.

1. Userbrowsestoa/the participatingsite.
User clicks on the “Sign In” button or
link.

2. User is redirected to Passport.

3. Passport checks if the user has a ticket
granting cookie (TGC) inthe browser’s
cookie file. If one is found, it skips to
Step 4 and never sees the Passport
login UI. If the TGC does not satisfy
the time limit conditions since the last
sign inrequested by Site, then Passport
removes information that Site passed
on the query string, and redirects the
user to apage thatasks for the currently
signed-in users’ password. This new
page has a short URL in the Passport.
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netdomain. Ifthe userentersthe correct
information, the process continues.

4. Theuserisredirected back to Site with
the encrypted authentication ticketand
profile information attached.

5. Site decrypts the authentication ticket
and profile information, and signs the
customer into the site.

6. User accesses the page, resource, or
service they requested from Site.

During the early years, there were numerous
security failures. The work by Kormann (Ko-
rmann & Rubin, 2000) enumerates a series of
Passport flaws. The security issues are related
to: User Interface, Key management, Cookies
and Javascript, Persistent cookies and Automatic
credential assignment.

In2003, IBM, Microsoft, BEA, RSA and Veri-
sign published a competing identity management
framework called Web Services Federation Lan-
guage, or WS-Federation which was intended to
bethe directcompetitor of Liberty (Liberty, 2003),
although at this moment IBM, BEA, RSA and
Verisign are part of the Liberty consortium.

Shibboleth

Shibboleth is an Internet2/MACE project. The
purpose of the proposal is to determine if a person
using a web browser has permission to access a
targetresource based on informationsuch asbeing
amember of an institution or a particular class. It
is implemented using federated administration.

Usually infederated administration, aresource
provider leaves the administration of user identi-
ties and attributes to the user’s origin site. There-
fore, users are registered only at (their origin) this
site, but not at each resource provider. Moreover,
the system is privacy preserving in the sense that
it does not use identity information. Therefore, it
is necessary to associate a handle with the user.
This handle stores the security information with-
out exposing the identity of the user.

Consequently, Shibboleth is a system for se-
curely transferring attributes about a user, from
the user’s origin to a resource provider site. Two
principal componentsare in charge of performing
the attribute transference, the attribute authority
(AA) on the user side and the Shibboleth attribute
requester (SHAR) onthe resource side. These com-
ponents interchange authorization information by
exchanging SAML (Cantor, 2005) messages using
any shared protocol that supports the required
functional characteristics. These messages are
named attribute query message (AQM) and at-
tribute response message (ARM), and their com-
plete syntax depends on the protocol used, but all
protocols must share the core AQM/ARM syntax
and semantics. The AQM is sent by a SHAR to an
AA, whereas the ARM is the response to an AQM
sent. Guidance on usage of the schema definition
by Shibboleth components is explained in details
in (Erdos & Cantor, 2002).

Besides the SHAR and AA, Shibboleth needs
other support components. Shibboleth Indexical
Reference Establisher (SHIRE) is the component
responsible for intercepting an HTTP request to
a protected resource and associating it with a
handle. Therefore, this is the component that trig-
gers the Shibboleth system. Handle service (HS)
establishes a secure context for communication
about the user that will later occur between the
SHARan AA, preserving user’sanonymity. Where
are you from? (WAYF) component assists SHIRE
to locate the HS associated to the user. These
elements are used in the following process, as is
shown in Figure 6:

1. The user makes an initial request for a re-
source protected by a SHIRE.

2. The SHIRE obtains the URL of the user’s
HS (Step 5), or redirects the user to a WAYF
service for this purpose (Step 3).

3. The WAYF asks the HS to create a handle
forthisuser, redirecting the request through
the user’s browser.
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4.  The HS returns a handle for the user that
can be used by the SHAR to get attributes
from the appropriate AA at the origin site.

5. SHIRE passes on the handle (and AA in-
formation, and organization name) to the
SHAR.

6. The SHAR asks the AA for attributes via an
AQM message.

7. ltreceives attributes back from the AA via
an ARM message.

8.  Finally, SHAR passes the attributes to the
HTTP Server.

The process shown in Figure 6 explains the
complete scenario, where the SHIRE does not have
a previous handle associated to the user. In other
case, Steps 2, 3 and 4 are not accomplished.

SPECIFIC DELEGATION SCHEMES

In this section we focus on different formalisms
that have been specifically developed to support
delegation services and that can be integrated
into amultiplicity of applications. Those schemes
will be explained and analyzed but, in addition,
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we show how to include the solutions on exist-
ing working frameworks, which facilitates the
introduction of users’ delegation operations into
final applications.

Logic Frameworks

Logic programming offersapowerful mechanism
torepresentauthorizationandaccess control deci-
sions (Barker, 2000; Bertino, Bonatti, & Ferrari,
2001; Crampton, Loizou, & O’Shea, 2001). In
this context, authorizations are represented as
predicates and decisions are based on formulae
verification.

There are many solutions for formulae verifica-
tion but the most widely known is probably PRO-
LOG (Nilsson & Maluszynski, 2000), which has
several implementations for different platforms
(Windows, Linux, Macintosh, etc,). Having this
number of different implementations, most of
them provided with some kind of free license, itis
easy toimplementauthorization decision systems
based on formulae verification.

When looking for a suitable logic language
to represent an authorization system and its
authorization rules, one decision to be taken is

Figure 6. Shibboleth components and flow for complete scenario
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whether authorization must be explicitly denied.
Depending on the available information, i.e.
complete or incomplete, it is possible to choose
an explicit negation approach or a negation as
failure approach.

Let us see the differences of those approaches
withanexample. Ifwe look atarailway timetable,
all trains are included in this table. There are no
exceptions, so any other train one could think
aboutisimplicitly disallowed. This is negation by
failure as the failure of finding a positive conclu-
sion leads to a negative conclusion. Now suppose
the booking center says that there is a train at
16:00 and another one a 17:50. Could we infer
that there are no more trains between 16:00 and
17:50? There may be more, but without free seats.
Therefore the information obtained is incomplete
and it can not be inferred that there are no trains
between 16:00 and 17:50. In order to find out, one
may ask the booking center and get an explicit
negative statement or a positive one.

Specifically, in this section, we focus our atten-
tion ontwo solutions. One of them implementsthe
explicit negation: the delegatable authorization
program (DAP) scheme. The other one imple-
ments negation by failure: the role based trust
management framework (RT). We describe the
foundations of each of them and elaborate on the
way they manage delegation.

Delegatable Authorization Program
(DAP)

Ruan et al. proposed in Ruan, Varadharajan, and
Zhang (2002) a logical approach to model delega-
tion. They base their approach on extended logic
programs (Gelfond & Lifschitz, 1991) so they allow
explicit negation (denial) of authorization. Their
language is based on the following concepts:

. Subjects: These are the grantors and grant-
ees of authorizations. There is an special
subject, the security administrator, denoted
by #, which is the responsible for all authori-

zation inthe system. Any authorization must
be derived from one of the administrator
authorizations.

. Objects: They are the target of authoriza-
tions, that is, available system resources.

e Access rights: The same object can be ac-
cessed in several ways. For example, a file
can be accessed in read-only mode or in
read-write.

*  Authorization Type: DAP considers three
authorization types: negative authorization
(-), positive authorization (+) and delegatable
authorization (*). A negative authorization
specifies the access that must be forbidden,
while a positive authorization specifies
the access that must be granted. Finally, a
delegable authorization specifies the access
that must be delegated as well as granted.

DAP defines three partial orders<g, <.,
to represent inheritance hierarchies of subjects,
objects and access rights, respectively. We find
examples of these partial orders in a classical
UNIX system:

<
A

. Subjects are the system users. As the root
user is the administrator, any authorization
issued to any user is also issued to the root.
This translates into any—user <, root;

. Files and folders are Objects, and the fact
that the files of a folder are accessible if the
folder is accessible, is translated into folder
<Oﬁle—insider—folder;

. In a UNIX system there are three autho-
rization types for files: read (r), write(w),
execute(x) and the combination of them,
an example order relation is the following
rw <,r which represents that when granting
read-write (rw) access we are also granting
read-only (r) access.

In DAP, predicates consist of a set of ordinary

predicates defined by users, and one built-in
predicate symbol, grant, for delegatable autho-
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rization. The later is a 5-term predicate symbol
with type SxOxTxAxZ, where the first argument
is the grantee, the second one is the object, the
third is the authorization type, the fourth is the
access right and, finally, the fifth argument is
the grantor of this authorization. Intuitively,
grant(s,o,t,a,g) meanssis granted by g the access
rightaonobject o with authorization typet. grant
is called authorization predicate. There are two
special predicates named cangrant and delegate,
of type SxOxA and SxSxOxA, respectively, that
are used to model delegation. cangrant(s,0,a)
means subject s has the right to grant access a on
object o to other subjects, while delegate(g,s,0,a)
means subject g has granted to subject s access a
on object o with access type *.

In order to define a DAP rule the definition of
the following concepts is necessary:

e Term: A parameter in predicates. It could
be a variable or a constant, but not a func-
tion.

e Atom: An atomic predicate. It is a con-
struct of the form p(t,,...,t ) where each t is
aterm.

. Literal: Either an atom p or the classical
negation of an atom —p.

Q1o

Then, a DAP consists of a finite set of rules
of the form:

b, <~ b,,...b,notb, ,,..,notb, ., m=0

where each b, isa literal and not is the negation
as failure symbol .

Once the administrator defines the DAP cor-
responding to the system, it has to be transformed
in order to be consistent with special predicates
cangrant and delegate. This is done by adding
the following rules to the DAP and by doing
some transformations on those rules in which
the head (the leftmost element) is an authoriza-
tion predicate.
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. d,. cangrant (#, 0, a) <

. d,. Cangrant (s, o, a) <— grant (s, 0, a, g)

. d.. delegate (g, s, 0, @) < grant (s, 0%, a, Q)

. d,. delegate (s, s,, 0, a) < delegate (s, s,, 0,
a), delegate (s, s,, 0, @)

The previous rules are self-explanatory but
we translate them to natural language anyway: d,
means that the security administrator # can issue
authorization regarding any object and access
right; d, means that the grantee of a delegable au-
thorization can issue new authorizationregarding
the granted object and access right; d, means that
the grantee of a delegable authorization has been
delegatedthe respective accessright onthe respec-
tive object; d, is used to chain delegations.

In (Ruan, 2003), Ruan et al. extend their
model with temporal capabilities by adding a new
temporal parameter to predicates. They add two
new elements to the system: time points and time
intervals. Every authorization (grant predicate) is
associated with atime interval and new rules have
to be added to make the system consistent.

Once there is a consistent DAP, it would be
possible to ask if a particular authorization predi-
cate p is true trying to infer p from the rules of
the DAP. As there are both positive and negative
authorizations in a DAP, there could be conflicts
among authorization, i.e. contradictory authoriza-
tion predicates. DAP proposes several methods
for solving conflicts:

. Using delegation relation: If the predicate
delegate (g, s, 0, @) holds then all the autho-
rization issued by g override the ones issued
by s.

. Using grantee inheritance: When the
grantors of two conflicting authorizations
are the same, then we use the partial order
on subjects to compare the grantees, if s<,
s,» then the authorization with s as grantee
will override the inherited one with s as
grantee.
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. Using object inheritance: When both the
grantor and grantees are the same we use
the partial order in object to discard the
authorization with the “lower” object.

. Using access right inheritance: When all
grantors, grantees and objects are the same,
we discardthe authorization with the “lower”
access right.

. Using time: We may also define an order
relation between time intervals (inclusion is
one easy example, but not the only one) and
then, whenall grantors, grantees, objectsand
access rights are the same, we discard the
authorization with the “lower” interval.

RT Framework

Contrary to DAP, RT (Li, Mitchell, & Winsbor-
ough, 2002) does not support negative statements,
so RT does not have to worry about conflict reso-
lution. It is based on a subset of Prolog, Datalog
(Abiteboul & Hull, 1988; Ullman, 1988, 1989),
which is a language of facts and rules. Datalog
is a logic-based query language for the relational
model that has been mainly used in the field of
knowledge discovery but also in some other fields.
One of the more attractive properties of DATA-
LOG, regarding its tractability, is the absence of
function-symbols asargumentsin the predicates.
This is the main reason for DATALOG having
efficient procedures for answering queries.

Li et al. (2003) proposed logic programming
as a way to model authorization and delegation
relations. They use Roles for this purpose and
they define a full general framework, RT for
role based trust management. It is composed of
different languages, each of them with differ-
ent characteristics. Roles can be interpreted as
privileges or attributes. In DAP, resources are
universal objects, known for all entities and are
the same for each entity, but in RT, as it uses
local names, each user could have his/her own
roles (resources) or name them in a different way.
The same role name could be used by two dif-

ferent users for different purposes. This is done
by placing the name of the user before the role
name, separated by a dot (e.g., A.Director is dif-
ferent from B.Director). The only way to relate
different roles is by means of credentials, which
will be defined later on.

Asinthe previous proposal, the RT framework
defines a partial order in roles, establishing how
rights can be inherited. Partial orders are used to
represent other concepts too. Let u, p, r denote
users, rights and roles, respectively; then:

. r,>r, isreadasr, dominatesr,, and means
that r, hasall the rights r, has. It can also be
read as r, contains r.. As an example, if we
define two roles: Director and SubDirector;
then clearly Director > SubDirector

. u>r assigns role r to user u. If Bob is the
Director of the company, this can be ex-
pressed with the predicate Bob > Director

. r>passignsrightptoroler. Thisisthe only
way to relate resources and access rights
with roles. If SignContract represents the
right of signing contracts, then Director >
SignContract

RT defines several types of credentials, an
analogous concept to DAP predicates. The basic
credentials are:

1.  AR«D: This credential is issued by A
(like all the others) and it means that D is a
member of A’s role R. In the attribute-based
view, this credential can be read as D has
the attribute A.R, or equivalently, A says
that D has the attribute R.

2. AR«<B.R;: It means that the role A.R
includes all members the role B.R,. In the
attribute-based view, this credential can
be read as if B says that an entity has the
attribute R, then A says that it has the at-
tribute R.

3. A.R<A.R..R,: The expression on the right
is called a linked role. It means that A.R
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contains B.R, forall BinA.R,. The attribute-
based reading of this credential is: if A says
that an entity B has the attribute R, and B
says that an entity D has the attribute R,,
then A says that D has the attribute R.

4. AR« B.R nB,.R,n..nB .R:Thiscre-
dential means that if an entity is a member
of B.R, B,.R,, and B,.R,, then it is also a
member of A.R. The attribute-based reading
of this credential is A believes that anyone
whohasallthe attributesB,.R,,..., B,.R, also
has the attribute R.

Lo

The following is an example of the use of the
previous rules. The first rule describes how a
student gets a degree if and only if he/she passes
the final exam and also completes the practical
work. The second rule establishesthat the practical
work can be evaluated by the companies provided
by the Subject. The third rule defines Bankl as a
valid company to evaluate the practical work. The
last rule defines Bob as having passed the final
exam and also as having completed the practical
work in Bank1.

Subject.pass <« Subject.passExam ~ Subject.
passPract

Subject.passPract <— Subject.company.pract
Subject.company <« Bankl

Bankl.pract < Bob

Subject.passExamn «— Bob

The previous arerules defined from RT , which
is the basic language of the RT framework, but
there are more languages in RT. We will elaborate
a little more on RT,, for a detailed description of
the rest of the languages see Li et al. (2002).

RT, allows the use of constants and variables
or parameters in the definition of roles and cre-
dentials. In a credential, when we use the same
variable in more than one role, we are linking the
value of this variable for each role, so it has to
be the same throughout the credential. When the
same role has both a constant and a variable in

162

Delegation Services: A Step Beyond Authorization

different credentials, in order to combine them,
the variable should take the value of the constant.
This language allows the previous example to be
refined, adding marks to the subject. One way
of adding grades to the previous example is by
modifying the first and the last credential in the
following way:

Subject.pass(x) <« Subject.passExam(x) N Sub-
ject.passPract
Subject.passExamn(B) < Bob

In this way, the conclusion will be that Bob
gets the degree subject with grade B.

Graph Frameworks

Although logic programming offers a powerful
mechanism to model authorization and delega-
tion relationships and it is also very suitable for
decision taking, it is not so easy to understand
and has an obscure transcription; therefore there
is a need for extensive training before being able
to use it.

In order to close the gap between the user and
the computer, there are graphical solutionsthatare
thought to be less powerful but more expressive
and more understandable. A graphical solution
may be based on the use of directed graphs to
model the authorization and delegation process.
Basically, this maps each predicate to a directed
arc in a graph. Arcs go from the issuer of the au-
thorization or delegation statement to the subject
who is authorized or granted privileges. There
are as many different arcs as there are different
authorization/delegation statements to consider.

Inthisway, all the authorizationand delegation
relationships are represented in the same chart,
making it easier for an inexperienced user to
understand how the system is defined. Diagrams
are always the first step in the process of software
engineering and, similarly, they should also be in
the field of security and authorization.
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Normally, an initial approach to the system is
defined in a graphical way and then translated toa
hard formalism inwhichauthorizationis decided.
The problem of this approach is that the response
of an authorization query can not be presented in
a graphical way. If we use a powerful and simple
graphical language to define our system, both
queriesand responsesare expressedinagraphical
way, allowing human interaction in the decision
taking process.

We usually model authorization and delegation
in the same chart but there could be scenarios in
whichonlyauthorization or delegationis required.
If we use a directed edge to represent each autho-
rization or delegation statement, we get a graph
in which all the paths come from the owner of
the resource we are reasoning about. This graph
looks like a tree (see Figure 7).

The root of the tree is the owner (administra-
tor) of the resource. With such a tree it is possible
to study the relationships among entities in the
system in a graphical way.

Varadharajan and Ruan have proposed two
solutionsto representauthorization and delegation
using directed graphs. In Ruan and Varadharajan
(2003) they present a firstapproach to the problem.
Thisapproach considersthree types of authoriza-
tions: negative authorization, positive authoriza-
tion and delegatable authorization, a cross arrow
represents a negative authorization, a dashed
arrow represents a positive authorization and a
simple arrow represents a delegatable one.

InRuanand Varadharajan (2004), the same au-
thors proposed a new approach, weighted graphs.
In that proposal, each authorization is associated
with a weight given by the grantor, representing
the degrees of certainty about the authorization
grants. The weight is a nonnegative number, and
a smaller number represents a higher certainty.
When considering both negative and positive au-
thorizations, conflicts result if the same subject is
issued a negative and a positive authorization. In
this case, we need to define a conflict resolution
method thatallows us to decide which of them has

to be considered. These authors follow the idea of
predecessor-take-precedence. However, there are
still some conflicts which they do not solve.

One example is when two contradictory paths
exist, with the same weight; in this case their ap-
proach can not provide any help. Their proposal
has other limitations; in particular, owners of
resources can not define more restrictive autho-
rization policies. For some critical resources, the
mere non existence of conflicts may not be enough.
One possible solution is to require the existence
of paths with at least a given weight for granting
authorization.

Anevolution of this solution which overcomes
some of the limitations mentioned, is weighted
trust graph (WTG) (Agudo, Lopez, & Montene-
gro, 2005), that aims to generalize the previous
approaches. In fact, WTG supports the previous
proposal as a particular case. Additionally, WTG
allows defining more complex policies. Evenifin
other solutions a delegation statement is usually

Figure 7. Delegation and authorization graph
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issued together with an authorization statement,
our solution can use both of them separately and
independently, allowing usto introduce the notion
of negative delegation.

WTG assigns a weight to each authorization
that, together with the security level policy, al-
lows many conflicts to be avoided. In the case that
weightsare the same, WTG follows a predecessor-
take-precedence principle with some refinements;
that is, a new conflict resolution method called
strict-predecessor-take-precedence.

This principle can also be used as a stand
alone policy, where the owner of the resource
establishes a hierarchy of subjects by assigning
appropriate weights to their delegations, and any
of the further delegations made for these subjects
must preserve this hierarchy. For instance, if A
gets from S the higher priority in the hierarchy,
all A’s delegation or authorization statements will
take preference over all the others.

Then, in case contradictory paths exist, we
compare them edge by edge until a difference is
detected, and inthis case, the path with the greatest
weight in this edge will override the others.

If we had the following scenario in the pro-
posal from Ruan et al. (see Figure 8), we would
get no response when asking for an authorization
decision, butapplying the strict-predecessor-take-

Figure 8. Example of unresolved scenario apply-
ing Ruan’s policy
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precedence (changing greater for lower, because
in the Ruan approach the greater the weight of
the path is, the worse is the path) the path ACD
would be chosen and therefore, D would not be
authorized. Thisis because AC hasagreater trust
level than AB.

The main security policy is the mean policy.
In this case, the weights of all paths connecting
the two entities (the grantor and the grantee) are
computed, and the mean of those values is calcu-
lated. If the mean is included in a given interval
then the user is authorized, and otherwise the
authorizationisdenied. There are some important
details that have to be taken into account in order
to calculate a correct mean. These details are
described in (Agudo et al., 2005). Apart from the
mean policy, there are other two simpler policies:
the lower policy andthe higher policy. Inthis case,
the administrator or owner of the resource defines
a lower bound in a way that an authorization is
denied if the lower/higher weight within all the
paths is lower than the defined bound. The last
tool provided by WTG to control delegation, is
the security level policy in which a lower bound
is imposed for credentials (not paths as before) to
be valid. In this case, edges or credentials with
a weight lower than the given one, will not be
taken into account when forming authorization
paths. This policy permits discarding nonrelevant
credentials.

All the previously defined authorization and
delegation policies can be combined and owners
of resources are in charge of defining their own
custom combination of policies.

WTG defines a graphical representation for
the four types of credentials supported:

a. Positive delegation statement: It means
that the issuer trusts the subject about his/
her positive authorizations or delegations.
Depending on the system, we may define
this credential to be interpreted asab or ¢
credential.
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b.  Positiveauthorizationstatement: Itmeans
that the issuer authorizes the subject to ac-
cess the resource.

c.  Negative delegation statement: It means
thatthe issuer trusts the subjectabout his/her
negative authorizations or delegations.

d. Negative authorization statement: It
means that the issuer denies access to the
subject over the resource.

The weight is placed over the edges in the
graph. The different edges that WTG support are
represented in Figure 9.

Prototypes of Integration

The implementation of the X.509 PMI Control
and Roles models are feasible tasks, though not
free of complexity. However, the case of the Del-
egation model is substantially different because
of the intrinsically difficult problems of the del-
egation concept. In this section, we discuss the
implementation of the Delegation model using
our WTG solution in combination with attribute
certificates.

As mentioned previously, a typical PMI will
contain a SOA, anumber of AAs and a multiplic-
ity of final users. As regarding our scheme, we
will represent the previous elements as the nodes
of the graph. The SOA will be the first node that
outflows initial arcs. AAs will be the intermedi-

Figure 9. Different arcs supported in WTG
LA

/.
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ary nodes while the final users will be the leaf
nodes (that is, the nodes that do not outflow arcs
but inflow authorization arcs only).

One of the fields of the attribute certificate
which is essential for the practical implementa-
tion of our proposal is the extensions field. This
field allows us to include additional information
into the attribute certificate. The X.509 standard
provides the following predefined extension
categories:

. Basic privilege management: Extensionsto
convey information relevantto the assertion
of a privilege.

. Privilege revocation: Extensionsto convey
information regarding location of revocation
status information.

. Source of authority: These certificate
extensions relate to the trusted source of
privilege assignment by a verifier fora given
resource.

. Roles: Extensions that convey information
regarding location of related role specifica-
tion certificates.

. Delegation: Extensions that allow con-
straints to be set on subsequent delegation
of assigned privileges.

We focus on the Delegation extension catego-
ry that defines different extension fields. Among
them, the ITU-T Recommendation includes:

o Authority attribute identifier: In privilege
delegation, an AA that delegates privileges
shall itself have at least the same privilege
and the authority to delegate that privilege.
An AA delegating privileges to another AA
or to an end-entity may place this extension
in the AA or end-entity certificate that it is-
sues. The extension is a back pointer to the
certificate in which the issuer of the certifi-
cate containing the extension was assigned
its corresponding privilege. The extension
can be used by a privilege verifier to ensure
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that the issuing A A had sufficient privilege
to be able to delegate to the holder of the
certificate containing this extension.

That extension is close to our goals. However,
it does not define the weight associated to the arc
between the issuer and the holder of the certifi-
cate. Therefore, we define our own extension, in
ASN.1, based on the authority attribute identifier
one (see Figure 10).

This new extension determines a sequence
between the SOA and the holder. Each sequence

Delegation Services: A Step Beyond Authorization

includes another sequence, Arcsld, where the
information of the arcs in the graph, weight of the
arc, origin node, and boolean information about
statements, delegation and sign. The destination
node must coincide with the serial number of the
attribute certificate.

The proposal allows the design of authoriza-
tion and delegation statements in a graphical
mode which can later be automatically turned
into X.509 attribute certificate chains.

Figure 11 shows the graphical design of del-
egation statements (normal line) and authoriza-

Figure 10. Attribute certificate and weight path identifier extension

T vewon |
| Serial Number |

SYNTAX

WeightPathldentifier EXTENSION ::=
{

IDENTIFIED BY { id-ce-WeightPathldentifier }
| Signature Algorithm | }
|| WeightPathldentifieSyntax ::= SEQUENCE SIZE (1..MAX)
[ vaiidity period [ | OF Arestd
- (o] rigin IssuerSerial,
| Attributes | D estination HolderSerial,
| Iss. Unique Identifier | w eight REAL (0..),
D, elegable BIT,
[ Exensons  {| || i BT

WeightPathldentifieSyntax

}
AA signature

Figure 11.

Design of statements and its corresponding certificate chains

Arcsid :== SEQUENCE {
0 (SOA)
1(AA1)
1

Arcsid :== SEQUENCE {
0 (SOA)
2 (AA2)
03

Arcsid :== SEQUENCE {
0 (SOA)
3 (AA;)
0,3
1
0
}

Arcsid :== SEQUENCE {
3 (AA,)
4 (AA;)
0,6

1
0

}
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tion statements (dotted line) and its equivalent
representation using attribute certificates. Each
attribute certificate store, in the extension field,
the graphical information.

CONCLUSION

Avreal scalable distributed authorization scenario
cannoexistwithoutthe use of adelegation service.
However, the inappropriate use of that service and
the delegation statements that it encompasses can
become a very serious security threat because
users may erroneously get privileges (over a re-
source) that go beyond their real entitlement. In
this chapter, our goal has been, in a first stage,
to study the delegation implications of a group
of schemes that have been proposed as solutions
for distributed authorization problems. On the
one hand, PolicyMaker and KeyNote, and on
the other hand, SDSI/SPKI, have been put into
perspective, followed by the PMI solution that, to
ourunderstanding, providesabroader mechanism
for delegation, mainly due to its delegation model.
Then, we have analyzed two interesting federa-
tion solutions: .Net Passport, as a representative
of companies-oriented solutions, and Shibboleth,
asarepresentative of academia-oriented solutions.
Finally, we have focused on formalisms that have
been specifically developed to support delegation
services. That is the case of the logic frameworks
and the graph frameworks, which are in some
casesoriented tothe integration into applications,
like we have shown in the case of Weighted Trust
Graphs that, based on PMI and on the use of the
extension fields of the attribute certificate, pro-
vides a solution for controlled delegation.
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ABSTRACT

This chapter introduces digital rights management (DRM) in the perspective of digital policy manage-
ment (DPM) focusing on the enterprise and corporate sector. DRM has become a domain in full expan-
sion with many stakes which are by far not only technological. They also touch legal aspects as well as
business and economic. Information is a strategic resource and as such requires a responsible approach
of its management, almost to the extent of being patrimonial. Digital rights and policy management is
now well established mainly in two distinct sectors sharing the same fundamental underlying technical
principles: on the one hand, the entertainment and media industry, and on the other hand, the enterprise
sector. This chapter mainly focuses on the latter, introducing DRM concepts, standards, and the underly-
ing technologies from its origins to its most recent developments in order to assess the challenges and
opportunities of enterprise digital policy management.

INTRODUCTION also touch legal aspects as well as business and

economic as described in Becker, Buhse, Gin-
Digital rights and policy management has become newig, and Rump (2003) and Rosenblatt, Trippe,
a domain in full expansion with many stakes, and Mooney (2001). Information is a strategic
which are by far not only technological. They resource and as such requires a responsible ap-
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proach of its management almost to the extent of
being patrimonial.

Letusmention asanexample some recent cases
such as the loss by UPS of a parcel containing the
information of 3.9 million clients of a Citigroup
company (Ewalt, 2005). Or the loss of personal
data of 600,000 current and former Time Warner
employees while in physical transport (Silver,
2005; TimeWarner, 2005). These only represent
a couple of recent examples of known cases of
information theft, leakage, or disclosure that most
companies would have rather not disclosed. This
is probably not new, but what changed in recent
yearsand “forced” disclosure of such information
lies in the obligation to comply with emerging
regulatory frameworks. An interesting chronol-
ogy and up-to-date monitor of such events can be
found on the Privacy Rights Clearinghouse Web
site (Privacy Rights Clearinghouse, 2005).

Digital rights and policy management is now
well established mainly in two distinct sectors
sharing the same fundamental underlying tech-
nical p