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Preface

INTRODUCTION

So many things come in sets of five. The five senses consisting of sight, hearing, touch, smell, and taste; the five
elements consisting of water, earth, air, fire and ether; and even the Lorenz cipher machine that uses two sets of
five wheels that generate the element obscuring characters—these are but a few examples of independent items
that merge together to create a genre of function. Let us now take a look at a number of factors, which on their
face value may seem to be totally independent but together create something worth contemplating.

Factor 1

In mid-1960s a group of scientists called the “Rome Club” published a report, which at that time was read and
commented on widely around the world. This report was the result of analysis of computer-based models aimed
at forecasting the developments of our civilization. The overall conclusions were dim. In the 21% century, human
civilization would start facing major difficulties resulting from the depletion of natural resources. The conclusions
of the report were discussed and rejected by many at that time. However, without any doubt the Rome Report was
the first document trying to address the impact of our civilization on the natural environment.

Factor 2

At the end of the 20" century, the whole world was fascinated with the Y2K computer bug. Due to the limited
space used for storing a date in computer records of legacy systems, it was discovered that switching from the year
1999 to 2000 may result in software failures. These failures then may trigger chain reactions due to the fact that
computers drive public utility systems (i.e., power supply, water, telecommunications, etc.). As a matter of fact,
some people went so far as to hoard food and other supplies to avoid any possible society-wide disturbances that
may result. The information technology sector responded with mass action aimed at tracing all possible systems
that could generate problems during the switch to a new millennium. As a result, no significant accidents occurred
at that time around the world. Interestingly, some mass media outlets clearly were disappointed that nothing had
happen.

Factor 3

Telecommunication networks come in many forms; whether they are for the use of businesses, governments, social
organizations, and/or individuals, they have great value for improving people’s lives. A network is essentially the
connecting of two or more entities with the ability to communicate. Utilizing a multitude of telecommunication
technologies, such as the Public Switched Telephone Network (PSTN), Public Switched Data Network (PSDN),
Cable Television (CATV) network, and orbiting satellite networks (i.e., commercial and military), people from
around the globe can communicate and share information virtually in an instant. The real-time services that this
infrastructure provides include regular telephone calls, videoconferencing, voice over Internet protocol (VOIP),



and a host of other analog, digital, and multimedia communications. Connecting these networked systems and
facilitating their communications are high-speed switches, routers, gateways, and data communication servers.
Combined, these technologies and infrastructures comprise the global information infrastructure, which is primar-
ily used for the sharing of information and data. This infrastructure serves communications between communities,
businesses, industrial and distribution interests, medical and emergency services, military operations and support
functions, as well as air and sea traffic control systems. The global information infrastructure sustains our western-
ized economic and military superiority as well as facilitating our shared knowledge and culture.

It provides national, international and global connectivity through a vast array of systems. The services overlay that
facilitate voice and data transfers support the globalization of western values, business, and cultural transfers by
creating a smaller, highly responsive communication space to operate and interact with any interested participants.
All of this is facilitated by the massive network of servers known as the Internet, and managed by thousands of
organizations and millions of individuals. The global information infrastructure is utilized to improve organizations’
and individuals’ respective efficiencies, coordination and communication efforts, and share and consolidate critical
data for maintaining ongoing efforts. This is why such an infrastructure is so important to our western way of life,
and also why it is a viable target for those seeking to assert their influence and agendas on the rest of humanity.

Factor 4

Every year the Computer Security Institute, an organization based in San Francisco, California, produces, in
cooperation with the FBI, a report called the CSI/FBI Computer Crime and Security Survey. It is a summary
and analysis of answers received from more than 600 individuals from all over the United Stated representing
all types of business organizations in terms of size and operation. This survey is known around the world as the
most representative source of assessment of the security status of businesses. Some of the key findings from the
2006 survey were:

. Virus attacks continue to be the source of the greatest financial losses.

. Unauthorized access continues to be the second-greatest source of financial loss.

. Financial losses related to laptops (or mobile hardware) and theft of proprietary information (i.e., intellectual
property) are third and fourth. These four categories account for more than 74% of financial losses.

. Unauthorized use of computer systems slightly decreased this year, according to respondents.

. The total dollar amount of financial losses resulting from security breaches had a substantial decrease this
year, according to respondents. Although a large part of this drop was due to a decrease in the number of
respondents able and willing to provide estimates of losses, the average amount of financial losses per re-
spondent also decreased substantially this year.

The overall tone of the survey is optimistic. We, as a society, have put a curb on the rising wave of computer-
based crime. The survey’s findings confirm that.

Factor 5

The mass media reports everyday on terrorist attacks around the world. These attacks may be launched at any time
in any place and country. The method of attack in the overwhelming majority of cases is the same: an individual
or a group triggers an explosion at a target. It could be done remotely or in suicidal mode. The common dominator
of these tragic events is that the attackers are representing only a small part of society and most of the victims are
innocent people who just happen to be in the proximity of the explosion.

The important conclusions that may be drawn from these five factors:

. Lack of symptoms of certain phenomena does not imply that the phenomena do not exist. But if such a
phenomenon may eventuate and would be damaging to us, we need to take preventive measures.



. All the technology that we have created could be used for the benefit of all of us, but also could be used as
a tool of attack/destruction against all of us.
. Information technology, and networking in particular, is a marvel of 20"/21%-century civilization. It dramati-

cally changes all aspects of human behavior. Information technology is beneficial for humanity but may
also be (and is) used by individuals to pursue their own objectives against the interest of the majority of
people.

. These jagged individuals have started creating significant damages to information technology applications
and their respective infrastructures. To counter this new discipline, information/computer security emerged.
At present, the efforts of security specialists have started to pay off, and the overall percentage of computer-
based crime has leveled off.

. Currently, terrorism has become the most widespread form of violence for expressing public discontent.
Thus far, terrorism has stayed within its traditional form of violence, but it has already begun to migrate into
using computer technology and networks to launch such attacks. As in the case of Y2K, we need to build
awareness among information technology professionals and people alike that terrorism based on the use of
computers and networks is a real threat.

All of the above has laid the foundation to the discipline called cyber terrorism. So what are the objectives of
cyber terrorism, or rather, why do we need to worry about it?

Because of the enormous efficiencies gained over the past 25 years due to the introduction of computers and
telecommunications technologies, organizations have a vested interest to maintain and sustain their deployment
regardless of any residual issues. The use of these systems and networks means that there now is a major con-
centration and centralization of information resources. Such a consolidation creates a major vulnerability to a
host of attacks and exploitations. Over the past 35 years, electronic economic espionage has resulted in the theft
of military and technological developments that have changed the balance of power and continue to threaten the
safety and stability of the world. In 2005 alone, more than 93 million people in the United States were subjected
to the potential of identity theft as a result of information breaches and poor information security. When viewed
globally, organizations of all kinds are obviously doing something terribly wrong with the security of proprietary
and personal information. This is why it is so important to re-energize the need to protect these systems and re-
examine our underlying organizational processes that may contribute to future breaches. The emergence of cyber
terrorism means that a new group of potential attackers on computers and telecommunications technologies may
be added to “traditional” cyber criminals.

The use of technology has impacted society as well. Due to automation technologies, organizational processes
are becoming similar around the world. Governments are sharing information and aligning legal frameworks to
take advantage of these synergies. Businesses are operating in distributed structures internationally to expand
global reach, as well as outsourcing services requiring the use of information to less expensive centers around the
world. This has created an extended communication structure between functional units, vendors, and suppliers in
order to maintain an efficient value chain of products and services. This facilitated the capabilities of attacking
targets wherever they may be located.

Individuals now have access to a vast storage of information resources for the creation of new thought, ideas,
and innovations. This includes technological as well as political ideas and innovations. Cultures are becoming closer
through shared communications, and as a result are changing at faster rates than previously seen in recorded history.
While these technologies have inherent benefits to unify disparate groups and nationalities, this is also creating
ultra-minorities that may be inclined to engage in extremism in order to control these changes and compete in this
unifying environment. The facilitation of the underlying technologies is also being utilized by these groups to form
solidarity and global reach for those of similar mindset and means. Thus, the underlying infrastructures are allow-
ing small groups of people to gain their own form of scales of economies. People and organizations are realizing
that in order to be able to compete in a globally connected world, they must master the underlying infrastructure
that supports this connectivity. Whether this is to gain access to the opportunities that lie ahead from its mastery
or it is to undermine and/or destroy these opportunities for others is still an emerging issue we are all facing today
and into the future. Therefore, the exploitation of its inherent strengths (i.e., communication and coordination of
global activities, and intelligence gathering) and vulnerabilities (i.e., protocol weaknesses and people processes)
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can be considered one of the primary sources of attacks today and in the future. This is why we cannot ignore the
societal and organizational influences that create the motivations to commit cyber warfare and cyber terrorism in
addition to the technological requirements to securing our systems and eliminating any inherent vulnerability.

This book a compilation of selected articles written by people who have answered the call to secure our orga-
nizational, national, and international information infrastructures. These authors have decided to come together
for this project in order to put forth their thoughts and ideas so that others may benefit from their knowledge and
experience. They are dedicated people from around the world who conduct research on information security, and
develop and/or deploy a host of information security technologies in their respective fields and industries, and
have brought forward a host of key issues that require greater attention and focus by all of us. It is our sincerest
hope that the readings provided in our book will create new lines of thought and inspire people around the world
to assist in improving the systems and processes we are all now dependent on for our sustained futures.

Following this prologue, there is a chapter Introduction to Cyber Warfare and Cyber Terrorism formulating
an overview with basic definitions of cyber terrorism and information warfare. Basic recommendations on how to
handle such attacks are also presented. The main part of the book follows, containing more detailed discussions of
the topics mentioned in the first chapter and other relevant issues. The articles are grouped roughly following the
content of the most known security standard 1SO 17799, which is entitled “Code of practice for information security
management.” In each chapter, the reader will find two types of articles: summaries of a given method/technology
or a report on a research in the related field. An epilogue is then presented to conclude the content.

The purpose of this book is to give a solid introduction to cyber warfare and cyber terrorism, as we understand
it at the beginning of the 21% century. Our book is not a guide to handling issues related to these topics but rather
a review of the related problems, issues, and presentations of the newest research in this field. Our main audience
is information technology specialists and information security specialists wanting to get a first-hand brief on de-
velopments related to the handling of cyber warfare and cyber terrorism attacks.

AC & LJ
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Introduction to Cyber Warfare and
Cyber Terrorism

Andrew M. Colarik, AndrewColarik.com, USA
Lech J. Janczewski, University of Auckland, New Zealand

ORIGINS AND DEFINITIONS OF CYBER WARFARE AND CYBER
TERRORISM

The number of publicized terrorist attacks started to escalate beginning in the mid-1990s. From the attacks that
received wide coverage by the world press, we have arrived to the point where not a single day passes without a
terrorist committing such acts. It is the spectacular that is getting first-page coverage by the mass media. The basic
mechanics of these attacks is usually through the use of explosives detonated remotely or by a suicidal person
intent on taking others with them into the next life.

An obvious question must be asked: Is it easy or difficult to plan and execute such attacks? In 2006, Bruce
Schneier set up an unusual competition. The goal of this competition was to write a scenario for a terrorist attack
against a major component of the United States’ critical infrastructure. After an analysis of the possible plots that
were submitted, he came to the conclusion that it is not as easy a task as many might think. The fact is that no
major terrorists’ attacks have happened on U.S. soil since 9/11, despite the fact that there are myriads of groups
around the world with this one major objective. Their failure to inflict another attack may be related to the extensive
security measures introduced after the 9/11 events.

Asaresult, a follow-up question may be formulated: Could the consequential damages (i.e., political, economic,
and cultural) of 9/11 be created using information technology? Several studies indicate that in the early 1990s, the
American society was not well prepared against electronic attacks. As a result, major information system users
such as government agencies, military installations, major banks, and so forth began to prepare for the handing
of such electronic attacks.

The word “terrorism” brings to mind a picture of bearded men throwing a pouch filled with explosives. But in
the context of IT security, terrorists can come in many forms such as politically motivated, anti-government, anti-
world trade, and pro-environmental extremists. If given the opportunity, such activists would gladly disrupt trade
and legislative agendas by attacking a facility’s communication server, especially if the media were standing by
to report what just happened. Also, a terrorist could try to interfere with IT resources controlling critical national
infrastructures (like water supply, power grid, air traffic, etc.) through the manipulation of SCADA systems. As a
matter of fact, such attacks have already been carried out. In 2000, someone hacked into Maroochy Shire, Australia’s
waste management control system and released millions of gallons of raw sewage into the town. Given the political
orientation, cyber warfare and cyber terrorism are realities that our civilization are now facing.

The term cyber terrorism was coined in 1996 by combining the terms cyberspace and terrorism. The term has
become widely accepted after being embraced by the United States Armed Forces. A report generated in 1998 by
the Center for Strategic and International Studies was entitled Cybercrime, Cyberterrorism, Cyberwarfare, Avert-
ing an Electronic Waterloo. In this report, the probabilities of such activities affecting a nation were discussed,
followed by a discussion of the potential outcomes of such attacks and methods to limit the likelihood of such
events. We will use the term cyber terrorism as:

Cyber terrorism means premeditated, politically motivated attacks by sub national groups or clandestine agents,
or individuals against information and computer systems, computer programs, and data that result in violence
against non-combatant targets.
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Parallel to the term of cyber terrorism is an older term known as information warfare:

Information warfare is defined as a planned attack by nations or their agents against information and computer
systems, computer programs, and data that result in enemy losses.

The practical difference between these two terms is that cyber terrorism is about causing fear and harm to anyone
in the vicinity (i.e., bystanders), while information warfare has a defined target in a war (ideological or declared).
Along with these terms there is a phenomenon of cyber crime used frequently by law enforcement agencies. Cyber
crime is a crime committed through the use of information technology. We must point out that the physical forms
of cyber terrorism, information warfare, and cyber crime often look very much alike.

Imagine that an individual gains access to a hospital’s medical database and changes the medication of a pro-
business, anti-environmental executive of a Fortune 100 company to one that he or she is dangerously allergic to
and also removes the allergy from his or her digital record. The nurse administers the drug and the patient dies. So,
which definition applies? The answer lies not in the mechanics of the event, but rather in the intent that drove the
person’s actions. If it was intentionally done, for instance as a result of poor relations between these two people,
then it would be murder in addition to a cyber crime. If the executor later would announce that he or she is ready
to commit more such acts if their demands would not be met, then it could be labeled as cyber terrorism. If the
activities were carried out by an agent of a foreign power, then it could be labeled as information warfare. We
believe the most important aspect of cyber attacks that have physical consequences is determining the intention
of the attacker.

The distinction between these terms is extremely important because there are non-technology-related issues and
solutions that will impact any strategy in combating cyber warfare and cyber terrorism. We would like to make it
clear to our readers though that this book in no way attempts to cover the issue of what philosophical, political, or
religious reasons would lead people to become cyber terrorists or cyber warriors. What we are putting forward is
that societal and cultural orientations and their resulting motivations are important towards resolving the people
component of such attacks. They cannot be ignored or disregarded just because we are exploring technological
and organizational solutions.

CORRELATIONS BETWEEN CYBER AND CORPOREAL CONFLICTS

There are several important correlations between cyber attacks and current national and international corporeal
situations. Any IT manager should be aware of the following existing consistencies:

. Physical attacks are usually followed by cyber attacks: Immediately after the downing of an American plane
near the coast of China, individuals from both countries began cyber attacks against facilities of the other side.
Similarly, an increased wave of cyber attacks was observed during the Pakistan/India conflict, throughout
the Israeli/Palestinian conflict, and the Balkans War (i.c., the collapse of Yugoslavia).

. Cyber attacks are aimed at targets representing high publicity value: Cyber attacks are carried out in such
way that they could either inflict serious losses and/or generate high publicity. All installations attached to
top administrative and military units are primary targets. Apart from government organizations, cyber attacks
are launched against the most visible and dominant multi-national corporations. Favorite targets by attackers
are top IT and transportation industry companies such as Microsoft, Boeing, and Ford.

. Increases in cyber attacks have clear political/terrorist foundations: Available statistics indicate that any of
the previously mentioned conflicts resulted in a steady increase of cyber attacks. For instance, attacks by
Chinese hackers and the Israeli/Palestinian conflict show a pattern of phased escalation.

Because no one person can prevent world events, unless you have connections most mortals do not, you need
to know why and how cyber warriors and terrorist strike. The follow section offers some context.
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WHY AND HOW CYBER WARRIORS AND CYBER TERRORISTS STRIKE?

When building protections against cyber attacks, we must understand why they launch their attacks and what they
are counting on. Understanding is the first step in reducing or eliminating attacks. The most probable reasons for
cyber attacks are:

. Fear factor: The most common denominator of the majority of terrorist attacks is a terrorist wishes the
creation of fear in individuals, groups, or societies. Perhaps the best example of this drive was the bombing
of a Bali nightclub in 2002. This nightclub was nothing other than a watering hole for foreign tourists (Aus-
tralians in particular), and inflicting casualties and fear among them was the main objective of the attackers.
The influx of foreign tourists to Bali was significantly reduced after this attack. The same applies to attacks
against IT installations.

. Spectacular factor: Whatever is the actual damage of an attack, it should have a spectacular nature. By
spectacular we consider attacks aimed at either creating huge direct losses and/or resulting in a lot of negative
publicity. In 1999, the Amazon.com Web site was closed for some time due to a denial of service (DOS) attack.
Amazon incurred losses due to suspended trading, but the publicity the attack created was widespread.

. Vulnerability factor: Cyber activities do not always end up with huge financial losses. Some of the most
effective ways to demonstrate an organization’s vulnerability is to cause a denial of service to the commercial
server or something as simple as the defacement of an organization’s Web pages, very often referred to as
computer graffiti.

Cyber attacks may be carried out through a host of technologies, but have an attack pattern that may be mod-
eled. Despite using the most advanced technology, the phases of a cyber attack generally follow the same pattern
as a traditional crime. These are as follows:

The first phase of an attack is reconnaissance of the intended victim. By observing the normal operations of
a target, useful information can be ascertained and accumulated such as hardware and software used, regular and
periodic communications, and the formatting of said correspondences.

The second phase of an attack is penetration. Until an attacker is inside a system, there is little that can be done
to the target except to disrupt the availability or access to a given service provided by the target.

The third phase is identifying and expanding the internal capabilities by viewing resources and increasing ac-
cess rights to more restricted, higher-value areas of a given system.

The forth stage is where the intruder does the damage to a system or confiscates selected data and/or informa-
tion.

The last phase can include the removal of any evidence of a penetration, theft, and so forth by covering the
intruder’s electronic trail by editing or deleting log files.

Ultimately, an intruder wants to complete all five stages successfully. However, this is entirely dependent on
the type of attack method utilized, the desired end result, and the target’s individual defensive and/or monitoring
capabilities.

According to the CSI/FBI 2006 Computer Crime and Security Survey, virus attacks continue to be the source
of the greatest financial losses. Unauthorized access continues to be the second-greatest source of financial loss.
Financial losses related to laptops (or mobile hardware) and theft of proprietary information (i.e., intellectual
property) are third and fourth. These four categories account for more than 74% of financial losses. These types
of attacks occurred despite the fact that most of the respondents had security policies and mechanisms in place
as part of their prevention and response plans. Just imagine the number of successful attacks that went unnoticed
and/or unreported, and by entities that were not even part of the survey.

In general, today’s cyber attacks consist primarily of:

. Virus and worm attacks that are delivered via e-mail attachments, Web browser scripts, and vulnerability
exploit engines.
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. Denial of service attacks designed to prevent the use of public systems by legitimate users by overloading
the normal mechanisms inherent in establishing and maintaining computer-to-computer connections.

. Web defacements of informational sites that service governmental and commercial interests in order to spread
disinformation, propaganda, and/or disrupt information flows.

. Unauthorized intrusions into systems that lead to the theft of confidential and/or proprietary information,
the modification and/or corruption of data, and the inappropriate usage of a system for launching attacks on
other systems.

The goals of these attacks can vary. Some are to show the weaknesses inherent in the systems. Some are po-
litical statements about the conduct of the entities being attacked, while others are about the theft of information
for a variety of reasons. These can include target intelligence, internal process observations, or wholesale theft.
As previously stated, the perpetrator’s reasons (i.e., why he or she decided to penetrate a system) have a lot to
do with the extent of the damages that may be incurred. The perpetrator may wish to have a look around in an
attempt to “case” the system, or may simply be looking for high-value data items (i.e., something that satisfies
his or her penetration goal) that can be used for other internal and/or external operations. Some intrusions may
be to do some damage to a system in that an underlying system or sub-process would be disrupted or modified as
the end result of the intrusion or as a step in a series of penetration activities. Intruders may also seek to change
important data in an attempt to either cover their tracks (i.e., such as delete/modify an audit log) or to cause people
or other processes to act on the changed data in a way that causes a cascading series of damages in the physical
or electronic world.

The means (i.e., course, process, etc.) of an attack has a lot to do with the approach taken to execute the attack
and its related characteristics. If someone wants to damage a system with a virus, then he or she needs to consider
how the virus will be delivered and what capabilities said virus is to be empowered with in order to create the
damage done (i.e., delete data, monitor activities, steal intellectual property or identities, etc.). The design of an
attack requires an appropriate delivery method and an appropriate device to perform the damage once it is delivered.
Because an attacker does not control the basic choice of systems and protective mechanisms of any given network,
he or she is left to choose from a variety of approaches that have both advantages and disadvantages for any given
attack. At the highest level of these choices is whether to penetrate a system internally or externally.

It is a common fact that insiders can gain greater access to system resources than outsiders in most configured
systems and networks. This is because certain service levels within a network rely on users and developers to be
attentive to procedures, methods, and policies for the organization’s overall benefit. Restrictions on users tend to
reduce the overall capability of a given system. Thus, reliance on users to conduct themselves appropriately may
lead to vulnerabilities, damaged systems and data, and future attacks. When it comes to access control, system
programmers and developers ultimately tend to have the highest level of internal access of systems because it is
they who create the hidden structures that provide services to users.

Periodically, operating systems and application programs have overlooked weaknesses built into their software.
This is not uncommon, as pressure to reduce the time-to-market development cycle has created many dysfunc-
tions in the computer software industry. The current paradigm of software development is to get the product to
the customer as fast as possible with as few defects as feasible, and then to correct the software as defects surface.
Would-be attackers may then exploit such weaknesses before they have been fixed. At first glance, this approach
would be considered an external attack, except when the vulnerability has been deliberately created by those in the
development process. Recently, it was discovered that Aum Shinrikyo cult members, the same cult that killed 12
people and injured 6,000 after releasing sarin gas in the Tokyo subways, had worked as subcontractors for firms
developing classified government and police communication hardware and software. As a result, the cult was able
to procure and further develop software that allowed them to track police vehicles. In addition, there may yet be
undiscovered capabilities that were created as a result of their development contributions to more than 80 Japanese
firms and 10 government agencies.

The above example shows that internal systems have an inherent weakness where users must rely on the qual-
ity control levels of the supplying company for their foundational security. In today’s environment, people are
forced to trust the secure operation of fabricated and pre-packaged hardware and software systems. An attack may
or may not originate from inside a given network or system, but the execution of the attack is facilitated by the
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internal systems such as in the case of an e-mail virus that does some damage but also propagates itself internally
and/or to externally connected systems and recipients. The following section presents the facilities that could be
the primary target of the attackers.

PRIMARY TARGET FACILITIES

Usage Portals

Usage portals are application programs that comprise the bulk of a user’s daily computer usage where he or she
interacts with the outside world. These include applications such as e-mail, Web browsers, chat clients, video
streaming, remote software, Web-enabled application software, and a host of other applications. These and other
usage portals are utilized by attackers to turn a system against itself or hijack its applications to attack its host
system or other connecting systems.

E-Mail

It is said that the most ubiquitous application in use for communication today is electronic mail (e-mail). We use
e-mail to write letters and send attached files such as pictures and spreadsheets, and depending on the e-mail client’s
configuration, it can even receive Web page content inside a received e-mail. This particular usage portal reputably
caused between US$3-15 billion in damages worldwide when a university student in the Philippines developed and
released the Love Bug virus. Now this is no small matter when it is considered that Hurricane Andrew caused US$25
billion in damage when it went through the state of Florida. Essentially, this small e-mail virus was programmed
to infect the computer of whoever opened the message and send itself to everyone in the user’s address book. The
deliverable was a virus, the portal was the e-mail client, the choice of target was anyone associated with an initial
victim, and the damage was to distribute itself and then damage the host computer system.

This is but one application of what a virus can do with this portal. Such viruses now are being used to inundate
targeted installations (i.e. military, government, corporate, etc.) with tens of thousands of e-mails that are intended
to flood the organization’s e-mail server with more messages than it can handle while attempting to spread itself to
connecting systems (i.e., a cascading damage effect). Because care is not always taken in the proper use of e-mail
clients, e-mail servers do not always have properly configured filtering systems, and users are not always selective
in what they open and read, e-mail will continue to be a choice portal for conducting attacks.

Web Browsers

Web browsing has allowed the Internet to prosper and flourish by providing a point-and-click approach to infor-
mational Web sites about everything from basket weaving to building roadside bombs. With more than 8 trillion
Web pages, the statistical probability that some of them are designed to disrupt, hijack, or damage a connecting
computer cannot be ignored. Built into a Web browser are the tools and scripts (i.e., small executable programs that
execute requested resources such as Install on Demand, Java Script, VB Script, etc.) that can be turned against a
user’s computer. The same tools that allow a browser to execute the playing of a video at a news site can be used
to trigger remote executions of other programs and sub-routines that can allow a Web site’s host server to take
control of parts of the visitor’s system. These tools can then be used to read and execute files on the visitor’s sys-
tem in order to access information such as user account details (i.e., full user name, logon name, e-mail addresses,
permission levels, last time a password was changed, IP address, etc.), gather previously accessed sites and files
stored in the operating system and application program working folders, determine configuration settings such as
version levels and the settings of the operating system and/or application programs, as well as many more details
that are stored on a user’s computer.

In addition, by using executable code that are stored inside a digital picture, malicious sites can make use of
these built-in tools and execute malicious code when a picture is opened and/or viewed. Browsers also have appli-
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cation program interfaces and plug-ins to security protocols such as Secure Socket Layer and mechanisms such as
digital certificates that enable more secure browsing and communications. When vulnerabilities are discovered in
browser applications, caustic Web site servers can be geared to take advantage of these resulting in site redirections,
server authenticity spoofing (i.e., deliberate identity falsification), and the installation and execution of malicious
code. The above issues and others not mentioned regarding Web browsers can be reduced or eliminated if a Web
browser is properly configured and regularly updated, and therefore must be taken seriously. Unfortunately, the
inherent design orientation of most Web browsers is geared towards an “open systems approach” for complete
compatibility and interconnectivity with available Web services. This fundamental weakness makes this portal
ripe for exploitation.

Chat Clients

Computer-user-to-computer-user communications is sometimes facilitated with the use of Internet relay chat (IRC)
software such as MSN Messenger, AOL Instant Messenger, mIRC, and a host of others. Some chat clients allow
a direct, dedicated connection between two computers, while others utilize a centralized server to log into and
chat with others on the server both in individual chat sessions and in the groups forums. An extension of this basic
approach is with the inclusion of voice and/or video feed via a microphone and/or video camera. This combined
approach combines text messaging, Voice Over Internet Protocol, and video streaming using software such as
Apple’siChat AV. The vast majority of the products in this usage portal have no privacy protection (i.e., encryption,
IP address obscuring, etc.) and are subject to monitoring, hijacking, and substitution of communication content
attacks in addition to any relevant information that can be ascertained from a given conversation.

Also, an intruder can use this class of software to obtain configuration information to remotely use a computer’s
microphone and video camera at a later date to see/listen in on the room in which the computer resides. Care must
be taken in the choice of software, chat server, and those who are to be chatted with when using this portal. How-
ever, the basic nature of people to become comfortable with systems and trust previous relationships will lead to
this portal being taken advantage of by technical savvy intruders and social engineers.

Remote Software

Remote software allows a user to take control of an existing computer or server remotely through another computer.
This is usually accomplished via a modem or network connection. This usage portal is used to remotely manage
servers (i.e., similar to telnet) and access limited or shared resources on a network such as databases, application
software, work files, and the like. Sometimes, the remote connection is completed in such a way that the user’s
computer acts as a terminal for keystrokes and screen shots that are being performed on the remote computer using
software such as Laplink or pcAnywhere, or the computer being remote is actually a virtually, fully functioned,
created desktop that emulates the look and feel of an actual desktop as in the case of Microsoft’s Terminal Services.
When remote services are enabled and made available, intruders can use the modems and/or network address
ports to gain access to the internal structure of a network. These access points tend to be user name and password
protected only with little or no privacy protection (i.e., encryption), and therefore can be subject to external moni-
toring, and brute force (i.e., incremental generation of characters until a match is found) and dictionary password
attacks (i.e., a dictionary list of potential passwords). Presumably, this portal is by far the least protected and one
of the easiest to penetrate when present in an organization.

Web-Enabled Applications

Everyday applications such as word processors and spreadsheets are designed to be Web enabled to allow the
sending and reading of files and work-in-process projects between systems (i.c., integrated applications and col-
laboration systems). It is quite common to attempt to insert clip art into a document and be prompted if you would
like to browse additional clip art at the manufacturer’s Web site. Other applications are integrated directly with
e-mail and Web browser software as a result of being part of the same software suite such as Microsoft Office so
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that these associated applications are launched and executed when specialty functions are requested. Additionally,
many applications and utility software periodically check to see if an Internet connection is available and if so
may contact the manufacturer’s server for update information and/or registration validation. Some software is still
more intrusive in that when a connection is not present, it instructs the computer to dial or connect to the Internet
without permission from the user.

Web-enabled applications can be used by an intruder’s malicious code to transfer information about a system
(i.e., via File Transfer Protocol, etc.), execute successive activities of an initial attack (i.e., transitive capabilities),
and facilitate the spread of additional malicious code. Care must be taken in the selection and configuration of
these types of software, as well as the source manufacturer. The use of shareware and freeware sources for Web-
enabled software can sometimes have additional built-in communications and backdoors that can be exploited by
its creators and/or are the result of a poor software development process. It is one thing to have software with the
ability to access the Web outside of its hosting system; it is another completely different issue when such soft-
ware is designed to accept connections from the Internet without notifying the user, such as in the case of many
of Microsoft’s Office products. Because users have been given the ability to integrate applications with the Web
(willingly or not), the problems associated with this approach will be around for some time to come.

Updates

As previously discussed, the current software development paradigm is to get a product to market as quickly as
feasible. When security faults become known as a result of this paradigm, patches (i.e., software fixes) are usually
issued by the manufacturer. Whether the patch is for an operating system, utility program, or application package, a
process is required for developing a new patch, notifying users of the patch’s existence, making the patch available
in a timely manner, and finally delivering said patch. Throughout this process, vulnerabilities can be created and/or
bypassed by users and intruders alike. As an example, most antivirus software has provisions for updating the virus
definition files to protect against new viruses as they are developed and deployed. Some attacks are directed at the
virus software itself in that if the virus scanner can be disabled in some way, then a greater threat can be activated
without the user being made aware of it. Therefore, updating the definition files and antivirus software is critical
to maintaining a good virus defense. When the update process is circumvented (i.e., not renewing the subscrip-
tion, disabling part of the update process, corrupting the software or definition files, etc.), a host of security issues
emerge usually resulting in a breached system.

With regards to operating systems and enterprise level software such as SAP, the update process has additional
complexities that provide additional opportunities for intruders. One method of corruption that continues to be
utilized is to send a system administrator an official-looking e-mail detailing an actual new security vulnerability
that provides a link to download the appropriate patch. This patch may actually be a piece of malicious code such
as aworm, the actual patch with the addition of an attached malicious program (i.e., virus), or a combination of the
two. Care must be taken not only to install patches in a timely fashion, but also to secure the entire process. Since
system administrators tend to be very busy, they may not take the time to check the authenticity of the e-mail or
the integrity of the patch itself before installing it. Even when an administrator is knowledgeable enough not to
fall for this ploy, he or she may delay in getting the new patch, and as a result, not install a needed security patch
quickly enough. The Code Red I and Il worms and others like them have disabled as many as 25% of Internet
servers in one attack because of poor patch management.

DELIVERABLES

Using the mechanisms described above, attackers try to infect the attacked systems with malicious code which will
be used next to carry out their malicious intentions. These deliverables have enormous implications for the results
of an attack. The deliverable may seek to gain information on the intended target system. It may create a backdoor
into the penetrated system that can be exploited at a later date for a variety of purposes. The deliverable may also
be used to force a system to execute malicious code or instructions to modify or delete data and other programs.
For internal penetrations (i.e., internal usage with outbound capabilities), the vast majority of deliverables will be
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viruses, worms, and executable scripts (i.e., program instructions). Other attack deliverables having more external
nature will be discussed later in the chapter.

Viruses and Worms

Viruses have been plaguing systems since the 1960s. Essentially, a computer virus is a self-replicating program
that attaches itself to another program or file in order to reproduce. When a given file is used, the virus will reside
in the memory of a computer system, attach itself to other files accessed or opened, and execute its code. Viruses
traditionally have targeted boot sectors (i.e., the startup portion of a computer disk) and executable files, and have
hidden themselves in some very unlikely memory locations such as in the printer memory port. Like computers,
viruses have evolved in capabilities. These include the ability to conceal an infection by letting an executable
program call the infected file from another location or by disabling the definition file (i.e., digital fingerprint used
to detect a virus), by encrypting itself to prevent a discernable virus “signature,” and/or by changing its digital
footprint each time it reproduces (i.e., polymorphism).

Worms are a type of malicious software that does not need another file or program to replicate itself, and as
such, is a self-sustaining and running program. The primary difference between viruses and worms is that a virus
replicates on a host system while a worm replicates over a network using standard protocols (i.e., a type of mobile
code). The latest incarnation of worms make use of known vulnerabilities in systems to penetrate, execute their
code, and replicate to other systems such as the Code Red Il worm that infected more than 259,000 systems in less
than 14 hours. Another use of worms that are less destructive and more subversive has been designed to monitor
and collect server and traffic activities, and transmit this information back to its creator for intelligence and/or
industrial espionage.

Trojans

A Trojan horse is a malicious program that is intended to perform a legitimate function when it in fact also per-
forms an unknown and/or unwanted activity. Many viruses and worms are delivered via a Trojan horse program to
infect systems, install monitoring software such as keyboard loggers (i.e., a program that records every keystroke
performed by a user) or backdoors to remotely take control of the system, and/or conduct destructive activities on
the infiltrated system. It is very common for intruders to make available free software (i.e., games, utilities, hacking
tools, etc.) that are in fact Trojan horses. In the commercial realm, it is also not unheard of to attach monitoring
software (i.e., spyware) to a 30-day trial versions of “free” software that reports the activities of the user back to
the manufacturer with the consent of the user when they agree to the terms and conditions when the software is
first installed. The notification of the so-called intended monitoring is buried deep within such agreements. This
spyware can also be monitored and hijacked by intruders to gather additional intelligence about a potential target,
and in our opinion should be considered a Trojan horse regardless of the licensure agreement.

Malicious Scripts

Throughout the course of using the previously mentioned portals, a user will encounter the usage of scripting lan-
guages and macros that automate various calls and functions with connecting software modules and components.
These scripts are designed to run in the background, and provide a means to communicate and execute legitimate
code seamlessly between connecting/communicating modules and systems. These include Java Applets, Active
X, and application software macros. Java Applets are programs designed to be executed within an application
program such as a Web browser and do not get executed by the user’s operating system directly. This allows ap-
plets to be operating system independent and instead rely on the application program to execute the commands
through its resident operating system. Active X is a combination of Object Linking and Embedding (OLE) and
Component Object Model (COM) technologies that allow information to be shared between applications, and can
perform any action a user would normally be able to perform. This allows applications to use Active X to eliminate
the restrictions imposed by application-specific formats for the processing and storage of data (i.e., they can be
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automated regardless of program dependencies). Macros are a series of stored keystrokes that can be sequentially
executed at one time and repeatedly re-executed. This allows redundant tasks within applications to be automated
and executed. Java Applets, Active X, macros, and similar scripting mechanisms have become a regular part of
Web browsing, multi-player gaming, and business automation, and provide a foundation for streamlining comput-
ing functions for improved services.

When the above technologies are used for executing commands and activities that are unwanted by a user, they
can be considered malicious scripts. When Java Applets are misused, they can be employed to read the system
properties directories and files of the user’s machine, create a socket to communicate with another computer, send
e-mail from the user’s account, and a host of other functions. When Active X is misused, it can be utilized to in-
struct accounting software to write an electronic check to someone’s bank account, and a host of other automated
attack sequences. Macros have been used by attackers from their beginnings to perform virus-like functions and
as a result have been dubbed macro viruses. These are executed whenever an infected document is opened. They
reproduce by adding themselves to the application’s “normal” or base blank document. Whenever a new or existing
document is opened, the macro duplicates itself into that document. It is then transported to new systems when an
infected file is transferred and opened on another machine.

EXTERNAL PENETRATION

In this section, an examination of the more common approaches to penetrating a system externally will be
presented.

Social Engineering

When we were young, there was a standard notion that stated it never hurt to ask a question. If one is being polite,
sounds as if they are well versed in a topic or environment, and can communicate a sense of purpose in their voice,
questions asked in a professional environment can be used to hurt organizations and individuals by convincing
them to disclose confidential details. This information in turn can be used for future attack attempts. The aim of
social engineering is to get people to disclose confidential information such as user names, passwords, points
of entry, working hours, and so forth as the first step in penetrating a system. Traditional approaches to social
engineering have included official-sounding telephone calls from so-called bank personnel or an intruder posing
as an employee or system administrator, or even an official visitor using an employee’s phone to call technical
support while the employee steps out of his or her office for a few minutes. The knowledge gained from this type
of deception may very well bring an intruder much closer to gaining an initial access point into an information
system or network. Such information can also greatly enhance other methods discussed in previous sections as
well as later in this section.

Physical

The simplest access method to system resources may very well be physical access. Because of the small size of
computers, it is not uncommon to have a computer server placed directly within easy reach for maintenance by
a given department or individual. This is especially true of small to medium-sized businesses that give more re-
sponsibility to individuals directly involved in using and managing the system. As a result, an intruder or visitor
may be able to access the terminal while in proximity of it. This allows for the quick installation of software such
as a keyboard logger or a monitoring device such as a wireless transmitter attached to a keyboard or video screen.
The information collected by whatever means can be retrieved or transmitted to the intruder for supporting later
intrusion activities. Such an approach is not the only means that physical access can be used. Physical access can
also provide the following opportunities to an intruder:
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. Primary unit: The intruder may unplug a computer unit’s peripherals (i.e., monitor, keyboard, etc.) and
walk away with it. Once this equipment has been examined and/or modified, it may be able to be plugged
back into the system and used for future surveillance and/or attacks. This is one reason why better-organized
facilities keep such systems in restricted, locked rooms and govern the access of their facility by guests and
intruders alike by enforcing security policies and alarms.

. Cabling: The physical cabling of an organization’s network is another point of vulnerability that must be
carefully considered. Transmission wires come in twisted-pair telephone wire, coaxial cable, and fiber optic.
In many cases these internal wires traverse through walls and conduits, and eventually terminate at wall plugs
and/or switch racks or hubs. The ability to tap into these wires is related to their ease of access in the case of
twisted pair and coaxial, and a higher level of skill and equipment in the case of fiber optic. In many cases
they are encased in conduits, but in many other cases they are openly exposed. Also, these wires eventually
must exit a building, and as such, become susceptible to outside splicing.

. Equipment disposal: The proper disposal of older equipment is an aspect of physical security. Hard drives
contain details and configuration settings of a once operational computer that was connected to an internal
network. In many cases, these retired computers are given away to employees or tossed in a dumpster after
their hard drives have been reformatted. The problem with this approach is that computer forensic techniques
that are readily available today can recover lost or formatted data of a hard drive that has been formatted up
to six times. What is required is permanent eraser software that writes and re-writes a hard drive repeatedly
in a fashion that makes such a recovery impossible. In addition, old backup tapes and CD-ROMs must also
be securely disposed.

Having physical access to facilities and equipment provides a huge advantage in gaining additional access
to a system. User histories, activities, and data can be retrieved in a major step towards additional penetrations.
Therefore, physical intrusions will continue to be an effective step in gaining additional access and knowledge
by intruders.

Wireless Communication Medium

Wireless devices are appearing everywhere a landline, cable, or cord served the same purpose. Wireless devices
utilize laser, radio frequencies, and infrared technologies to imprint data on its frequency wave as a means of
transmission. These technologies range from line-of-sight connectivity as in the case of laser transmissions, radio
frequencies as in the case of cellular phones and networking equipment, to satellite control systems and broadcast
transmissions. The basic nature of wireless communications makes this transmission medium accessible from any
point within its broadcast range or point-to-point path. This is both its greatest strength and weakness. Generally,
when two devices initially wish to connect, a handshake protocol establishes the two devices’ connection and/or
any security mechanisms that will be used throughout the connection. This link is maintained until discontinued
or interrupted. Devices communicating via a wireless link sometimes experience environmental conditions that
cause signal degradation and/or data corruption that can result in the retransmissions of previously sent data. These
two issues provide intruders with the foundation for piercing such systems and any security that may be present or
prevent the communication connection from being maintained. While there are numerous standards in existence
for securing wireless communications, the underlying notion that the transmission can be openly monitored makes
this transmission medium vulnerable to eavesdropping. Research conducted in 2004 in Auckland, New Zealand,
showed that more than 60% of wireless office systems work without any protection—that is, anybody with a laptop
and wireless antenna would be able to use a network as an authorized user. This allows an intruder to observe and
record communications for examination of content, security keys, and/or decryption of the transmission. Such
communications are also subject to jamming devices that flood the wavelengths with “white noise” and therefore
preventing a device-to-device connection.

One last major security vulnerability of wireless devices has to do with having its source location ascertained.
A transmitting device can have its physical location be deduced through a host of detection methods (i.e., trian-
gulation, etc.) because all such devices have a point of origin for their transmission. While military versions of
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wireless devices have additional protective security mechanisms such as frequency hopping and spread spectrum,
most commercial facilities continue to be shown as vulnerable to disruptions, monitoring, and intrusion.

User Access Points

Users of data communications utilize data pathways to access systems and resources on computer systems. In
nearly all cases, users are assigned user accounts that specify the level and domains that the user is permitted to
access. These accounts may be generic as in the case of an anonymous user or based on an access control list (i.e.,
a predetermined list of users and their corresponding access levels). The user traditionally enters his or her user
account name and a password. The connecting computer then establishes a session (i.e., the period of time that a
communication link is maintained) with the connected system. All activities that occur on the connected system
are performed at the access control rights assigned to the user account. Therefore, one of the fundamental attack
methods by intruders is to identify any user names and passwords to access a system.

One method of achieving this information is through the use of packet sniffing. As previously discussed, packet
sniffing is a method of examining every packet that flows across a network in order to gain information on the
communication content. When a sniffer is placed on an attached computer within a network, that computer may
then anonymously monitor the traffic coming and going on that particular network. Essentially, a sniffer creates
a socket stream on the network, has its network interface card configured to promiscuous mode, and begins read-
ing from the open socket stream. When data is sent over communication channels in clear text form, reading it
becomes quite simple. When a user seeks to connect to a system, that system usually prompts the user for a user
name and password. This information is then entered and transmitted over the communication channel to the server
for authentication. It is at this point that a sniffer may capture this information for later use by an intruder if not
encrypted. The attacker can then gain access to the system with all the access rights of the legitimate user, and may
even be capable of elevating these access rights once he or she has access to a given system or network. Because
not all systems encrypt these transactions, sniffers continue to be an issue in securing user accounts.

Another approach that is used by intruders is to use direct attacks on the password of a user account. Sometimes,
auser name is known or can be deduced from other transactions (i.e., social engineering, similar formatting of other
users, etc.). All that is then needed is the corresponding password. This can be accomplished using brute force and
dictionary attacks on the user’s account. Brute force attacks rely on sheer computing power to incrementally try all
of the possible password combinations for a given user account name. Dictionary attacks utilize the most common
words that can be found in a dictionary such as names, places, and objects as the password for any given user ac-
count. Both approaches are typically automated using cracker exploit software. More secure systems provide a user
a limited number of attempts at entering a correct password before they disable the account for a specified period
of time. After this delay, a user account may generally then be logged into when the correct password is entered.
However, many systems still do not provide or activate this security feature, leaving it open to such attacks.

Another well-established user access point is the dial-up connection to an Internet service provider (ISP) such
as AOL or AT&T. Throughout the intruder community, it has been very common to trade accessible or cracked
user accounts for other software cracks and specialty exploits. Gaining access to such an account grants the user
the capability to use the account for spamming (i.e., unsolicited mass e-mailing), anonymous browsing, penetrat-
ing other accounts without direct traceability to the intruder, and also the use of the account’s access rights within
the ISP. In order to check for e-mail, initiate a session outside the ISP, or other seemingly harmless activities of
a legitimate user, the user account must be granted certain access rights within the ISP in order to view files and
execute activities. These access rights while restricted are still greater than non-subscriber rights, and assume a
measure of responsibility and accountability on behalf of a legitimate user. When an account has been hijacked, such
responsibility fails to influence activity decisions. Use of such an account by an intruder may allow the intruder to
view other subscribers’ e-mails, access server folders and configuration settings in order to elevate access rights,
reconfigure various system components to attack other networks, or even turn the breached system into a proxy
server as an anonymous staging point for other remote activities and/or attacks.
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DNS and Routing Vulnerabilities Attacks

Domain name system (DNS) is a mechanism of recognizing Internet addresses. One can imagine the consequences
if messages would be forwarded to the wrong IP address. The existing technology and system procedures have
limited authentication capabilities, and a well-designed DNS attack can create havoc to the world network. Due to
the lack of strong authentication within DNSs, the mechanisms controlling the flow of packages could be changed
and therefore unauthorized information may be received and/or acted upon.

STARTING POINTS FOR PREPARATIONS

Awareness of the possibility of such attacks can lead to the preparation of a program of activities aimed at setting up
effective defenses against potential threats. These fortifications generally fall into the following four categories:

. Physical defenses that control physical access to facilities

. System defenses that limit the capabilities of unauthorized changes to data stored and transmitted over a
network

. Personnel defenses that limit the chances of inappropriate staff behavior

. Organizational defenses that create and implement an information security plan

Physical Defenses

Physical security as it applies to information security considers the activities undertaken, and the equipment in-
stalled to accomplish the following objectives:

. Protection against unauthorized persons to penetrate the designated off-limit areas of the company
premises: This definition implies that there may be several classes of “unauthorized persons” and the com-
pany premises may have security zones with different access rights. Some areas, like the reception area,
could be open to virtually anybody, while other areas are accessible only to a limited number of company
employees.

. Protection against the theft of company I'T equipment, especially that containing sensitive information:
This protection extends to company equipment that may be physically outside the company’s premises.

. Protection against the physical destruction of company IT equipment: This can include the protection
against such acts as the planting of explosives within company premises. This also covers the protection
measures against such events as fire, floods, and earthquakes.

. Protection against unauthorized reading of information, regardless of its form (i.e., visual, acoustic, or
analog signals): Security measures have to prevent unauthorized persons from reading sensitive data from
a computer screen, the interception of spoken messages, the tapping of telephone lines, or similar acts.

The security measures discussed here do not include security breaches such as the unauthorized system access
to data through a broken password subsystem or the breaking of a cryptographic message. It also does not cover

the breaches resulting from wrongly deployed mobile telecommunications systems, such as a mobile local area
network.

System Defense Mechanisms

Firewalls

As part of the basic defense for intrusions within a system, firewalls provide basic barriers against penetrations.
Firewalls tend to be a combination of hardware and software that acts as a partition between an internal network
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and the outside electronic world. Essentially, a firewall performs two primary functions. The first of these is hiding
the IP address of the internal network from any connecting telecommunication networks that may wish to observe
and/or connect to a system inside the firewall. This is like making all of the telephone numbers and mailing ad-
dresses of a business unlisted. In this way, an intruder must first know the destination IP address before proceeding
to additional steps in an attack. The second function that a firewall performs is the control of packets through its
communication ports in both directions. A port is the end point to a logical connection in a communication path,
and as such, can be set to accept packets that are inbound, outbound, and/or both for a given port. For instance, if
a system administrator wanted to prevent files from being transferred in an outbound direction, then ports 20 and
21 (i.e., used for File Transfer Protocol) would need to be configured to reflect these wishes among other addi-
tional ports (i.e., there are many ways of transferring files indirectly). Firewalls are commonly remotely accessed
using a username and password from a specified IP address in order to configure and maintain them. This makes
them susceptible to previously discussed attacks. Also, because many firewalls are not self-contained systems and
therefore use a given system’s operating or network operating system, any vulnerability that exists in the operating
system provides a means for bypassing some of its protective mechanisms.

Virus Scanner

The name implies what the virus scanner does: search for all malicious software. Various scanners are available
on the market. They operate on one or many principle likes these:

. Search for a given type of code, indicating existence of malicious software
. Search for unauthorized changes to the original software
. Detect unauthorized activities of a given system operating under given conditions

Due to the fact that everyday brings definitions of new malware, any virus scanner to operate properly must
be updated frequently.

Vulnerabilities and Penetration Tools

This is a vast group of products which work as automated systems for collection end evaluation of information
about properties of devices connected to the network. These devices, extremely useful for a security manager. must
be used extremely carefully. Launching such a system without proper authority may result in official persecution.
Such a case was reported during 2005 in the UK. A security expert noticed a strange occurrence regarding a charity
Web site, to which he is a donator. As an interested party, he launched a vulnerability diagnostic tool and ended up
facing several thousands of British pounds in penalties that were imposed by the court. There are now countries
where even the possession of such software may lead to persecution, such as is the case in New Zealand.

Personnel Defenses

The importance of security issues relating to personnel policies has and continues to be a factor in the overall pro-
tection of organizational systems. These are mainly the security issues related to contractual agreements between
companies and their employees, plus their implications. These include:

. Personnel screening prior to employment

. Application of the security policy and establishing confidentiality agreements

. Establishment and execution of a user training program in security

. Establishment and execution of a policy dealing with handling security incidents and malfunctions
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Organizational Defenses

All the defense mechanisms outlined above must be implemented in an organized way. This means every organiza-
tion should set up a plan on how to develop and implement security measures. An integral part of that procedure
is formulating an information security policy—a document that would inform the staff what security measures
are introduced and what is expected staff behavior. We would also like to emphasize that when dealing with cyber
terrorist and cyber warfare attacks, the most effective mode of operation is the system approach, when all major
decisions are done from the point of overall advantage to the whole of an organization.

PLANNING SECURITY SYSTEMS, OVERALL PRINCIPLES

To protect installations against possible attacks, including terrorist attacks, we must define all the possible threats,
estimate the potential losses resulting from the materialization of these threats, design a line of defense, and
implement it.

Cyber terrorism and information warfare are becoming new and important threats against information technol-
ogy resources and must be a part of the overall planning, design, and implementation process aimed at providing
overall protection. The most significant part of building an overall protection plan is founded in risk management
analysis. It is feasible to secure all assets from all parties given highly restrictive access and unlimited resources.
However, the real world must embrace a set of priorities that has a rational foundation to deciding priorities and
any subsequent decisions based on that rationale.

This process is derived from a basic understanding that is easiest to explain by asking some simple questions
such as:

» How important is it that our operations not be disrupted?

. How much is our proprietary and personal information worth to us and others?
. What will it cost to replace our systems and information?

. What are the consequences of not protecting our systems?

. How much are we willing to spend to protect our assets?

The reality is that it is nearly impossible to fully assess the business loss in value resulting from information
being destroyed or made public. This is due to two reasons:

1.  Itis hard to associate value to an event which may not happen and has never happened before. Imagine a
case where a company’s marketing plan was stolen. This is a first occurrence, and as such, who can predict
the financial consequences of such a theft even though there will likely be far-reaching consequences?

2. The intent of the act can greatly impact the loss-in-value factor. At the beginning of the 1990 Gulf War, a
laptop containing detailed information on the Allied Forces’ plans for the liberation of Kuwait was stolen.
Fortunately, the information on the machine did not reach the Iragi government. One can imagine the pos-
sible costs of changing battle plans or human losses resulting from the Iragi military acquiring these plans.

All of the above leads us to a conclusion that prior to launching the development of any security program, a
thorough information technology risk analysis must be performed. It should be performed to justify the imple-
mentation of controls; provide assurance against unacceptable risk; assess compliance with regulations, laws, and
corporate policy; and balance the controls of the risks. The results of the risk analysis are then used to develop
and implement organizational security programs, including issues related to countering cyber terrorist and cyber
warfare threats.
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CONCLUSION

The end of the 20" century and the beginning years of the next century have brought a rising wave of terrorist
attacks. These attacks are influencing the IT domain, and the most probable attacks now are collateral effects (i.e.,
destruction of a building housing the organization’s HQ resulting in the destruction of its IT facilities). Up until
now, we have not witnessed any spectacular, worldwide cyber terrorist attacks, but the probability of such attacks
continues to be on the rise. This real threat is forcing us to find answers to obvious questions:

. “To what extent is my installation vulnerable to cyber warfare and cyber terrorist attacks?”
. “What do | need to do to protect my systems from this growing threat?”

These are unknown territories. Finding the answers to these questions may be done by following the line of
thoughts of terrorists and examining their connections between traditional terrorist attacks and cyberspace.

The threat of cyber terrorism and cyber warfare still may not change the procedures of a typical risk analysis,
nor may it result in introducing new security controls. However, these threats have brought a new dimension to
classical risk analysis and have elevated some issues related to information security that were not very popular
in the past.

Traditional risk assessment analysis examines the results of possible activities carried out mainly by individu-
als driven by curiosity, a lust for wealth, and/or individuals having a grudge against a given organization. Cyber
terrorists add a new dimension to this process. We must predict the foundational nature of their actions and setup
a plan to deal with it.

In this chapter, among the other items brought forward, we have outlined the possible behavioral drivers of
the attackers. We think that the predominant wish of a terrorist of any type is to create fear and harm among the
widest possible spectrum of society. We also suggested some of the more important activities that should be un-
dertaken to reduce the possibility of cyber-based attacks and/or their resulting consequences. We have identified
the most probable types of cyber warrior and cyber terrorist attacks, and hope that this will serve as a foundation
to understand and effectively take action in a prevention, detection, and responsive manner.
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ABSTRACT

Cyberterrorism is the premeditated, politically motivated attacks against information, computer systems, computer
programs, and data which result in violence against non-combatant targets by sub-national groups or clandestine
agents. The possibilities created for cyber terrorism by the use of technology via the internet are vast. Govern-
ment computer networks, financial networks, power plants, etc are all possible targets as terrorism may identify
these as the most appropriate features to corrupt or disarm in order to cause havoc. Manipulation of systems via
software with secret "back doors", theft of classified files, erasing data, re-writing web pages, introducing viruses,
etc are just a few examples of how terrorism can penetrate secure systems. This chapter provides a brief overview
of previous cyber terrorism attacks and government responses.

INTRODUCTION

Terrorism can be defined as “The unlawful use or
threatened use of force or violence by a person or
an organized group against people or property with
the intention of intimidating or coercing societies or
governments, often forideological or political reasons”
(Denning, 2000, pp. 54-55). To date there has been no

serious act of cyber terrorism, but computer networks
have been attacked in recent conflicts in Kosovo and
the Middle East. Asterroristshave alimited amount of
funds, cyber attacks are more tempting as they would
require less people and less resources (meaning less
funds). Another advantage of cyber attacks is that it
enablestheterroristto remainunknown, asthey could
be far away from the actual place where the terrorism
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isbeing carried out. Asterrorists normally setup camp
in a country with a weak government, the cyber ter-
rorist could set up anywhere and remain anonymous
(Oba, 2004). A combination of both physical terrorism
and cyber terrorism is thought to be the most effective
use of cyber terrorism. For example, disrupting emer-
gency services in which the emergency was created
by physical terrorism would be a very effective way
to combine both. The possibilities created for cyber
terrorism by the use of technology via the Internet
are vast. Government computer networks, financial
networks, power plants, and so forth, are all possible
targets as terrorists may identify these as the most
appropriate features to corrupt or disarm in order to
cause the most havoc. Manipulation of systems via
software with secret “back doors,” theft of classified
files, erasing data, rewriting Web pages, introducing
viruses, and so forth, are just a few examples of how
terrorism can penetrate secure systems. Terrorist at-
tacks made possible by the use of computer technol-
ogy could also be demonstrated via air traffic control
hijacking systems, or corrupting power grids from a
remote destination (Gordon & Loeb, 2005).

Terrorist groups are increasingly using new infor-
mation technology (IT) and the Internet to formulate
plans, raise funds, spread propaganda, and communi-
cate securely. In his statement on the worldwide threat
in the year 2000, Director of Central Intelligence,
George Tenet testified that terrorist groups, “includ-
ing Hezbollah, HAMAS, the Abu Nidal organization,
and Bin Laden’s al Qa’ida organization were using
computerised files, e-mail, and encryption to support
their operations.” Convicted terrorist Ramzi Yousef,
the mastermind of the World Trade Center bombing,
stored detailed plans to destroy U.S. airliners on en-
crypted files on his laptop computer (Kosloff, Moore,
Keller, Manes, & Shenoi, 2002, p. 22).

Terrorist organizations also use the Internet to
target their audiences without depending on overt
mechanisms such as radio, television, or the press.
Web sites are presented as a way of highlighting
injustices and seeking support for political prisoners
who are oppressed or incarcerated. A typical site will
not reveal any information about violent activities
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and will usually claim that they have been left with
no choice but to turn to violence. They claim they
are persecuted, their leader’s subject to assassination
attempts and their supporters massacred. They use
this tactic to give the impression they are weak, and
they portrait themselves as the underdog (Berinato,
2002). This public relations exercise is a very easy
way of recruiting supporters and members. Along-
side the propaganda aspect terrorists often present
Web sites withinformation on how to build chemical
and explosive weapons. This allows them to identify
frequent users who may be sympathetic to their cause
and therefore it is a cost effective recruitment method.
It also enables individuals who are acting on their
own to engage in terrorist activity. In 1999, a terrorist
called David Copeland killed 3 people and injured 139
in London. This was done through nail bombs planted
inthree different locations. At his trial it was revealed
the he used the Terrorist Handbook (Forest, 2005)
and How to Make Bombs (Bombs, 2004) which were
simply downloaded from the Internet.

CYBER TERRORIST ATTACKS

Terrorists use cyber space to cause disruption. Terror-
ists fightagainst governments for their cause, and they
use every means possible to get what they want. Cyber
attacks come in two forms; one against data, the other,
control systems (Lemaos, 2002). Theft and corruption
of data leads to services being sabotaged and this is
the most common form of Internet and computer at-
tack. Attacks which focus on control systems are used
to disable or manipulate physical infrastructure. For
example, the provision of electrical networks, railroads,
or water supplies could be infiltrated to have wide
negative impacts on particular geographical areas.
This is done by using the Internet to send data or by
penetrating security systems. These weak spots in the
systemwere highlighted by an incident in Australiain
March 2000 where adisgruntled employee (who failed
to secure full-time employment) used the Internet to
release 1 million litres of raw sewage into the river
and coastal waters in Queensland (Lemos, 2002).
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Actually, it took him a total of 44 failed attempts to
breach the system and his 45" attempt was successful.
The first 44 were not detected. Following the attacks
on September 11, auditors for public security were
concerned that critical infrastructure is owned by
primarily private companies, which are not always
geared to high security practices (Lemos, 2002).

In 1998, a terrorist guerrilla organization flooded
Sri Lankan embassies with 800 e-mails a day for a
two-week period. The messages simply read “We
are the Internet Black Tigers and we’re doing this
to interrupt your communications.” Intelligence de-
partments characterized it as the first known attack
by terrorists against a country’s computer systems.
Internet saboteurs defaced the Home Page of, and
stole e-mail from, India’s Bhabha Atomic Research
Center in the summer of 1998. The three anonymous
saboteurs claimed in an Internet interview to have
been protesting recent Indian nuclear blasts (Briere,
2005). In July 1997, the leader of a Chinese hacker
group claimed to have temporarily disabled a Chinese
satellite and announced he was forming a new global
cracker organization to protest and disrupt Western
investment in China.

In September 1998, on the eve of Sweden’s general
election, saboteurs defaced the Web site of Sweden’s
right-wing moderates political party and created
links to the home pages of the left-wing party and a
pornography site. That same month, other saboteurs
rewrote the home page of a Mexican government
Internet site to protest what they said were instances
of government corruption and censorship. Analysts
have referred to these examples of cyber crime as
low-levelinformation warfare (Berinato, 2002). Some
countries such as the U.S. and Australia have recom-
mended setting up a cyber space network operations
center which will include Internet service providers
and computer hardware and software developers.
Their task is to develop secure technology, such as
intelligence analysis software, which will be capable
of sifting through and analysing existing data, both
public and private, in order to uncover suspicious
activity (Simons & Spafford, 2003).

GOVERNMENTAL RESPONSES TO
CYBER TERRORISM

The European Commission has pursued a provision
requiring all European Union members to make “at-
tacksthroughinterference withaninformationsystem”
punishable as a terrorist offense if it is aimed at “seri-
ously altering or destroying the political, economic,
or social structures.” France has expanded police
powers to search private property without a warrant.
Spain now limits the activities of any organization
directly or tangentially associated with ETA—the
armed Basque Homeland and Freedom group (similar
to UK legislation). The European Council has taken
steps to establish a Europe-wide arrest warrant and
a common definition of “terrorist crime.” Germany’s
government hasloosened restrictions on phone tapping
and the monitoring of e-mail and bank records and
freed up once proscribed communication between the
police and the secret services. In June 2002, the UK
attempted to introduce regulations under the pretext
of antiterrorism that would have mandated almost
all local and national government agencies to gain
access without warrant to communications traffic
data (Kamien, 2006).

Australia introduced a terrorist law to intercept
e-mail (giving powers to the nation’s chief domestic
spy agency, the Australian Security Intelligence Or-
ganization), creating an offense related to preparing
for or planning terrorist acts, and will allow terrorist
property to be frozen and seized. New Zealand com-
mencedsimilar legislationin keeping with the bilateral
legal harmonization agreements of the two countries.
Indiaalso passed its Prevention of Terrorism Ordinance
allowing authorities to detain suspects without trial,
impose capital punishment in some cases, conduct
wiretapping, and seize cash and property from ter-
rorist suspects—despite concerns it would be used
to suppress political opponents (Taylor, Krings, &
Alves-Foss, 2002).
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There are those however who oppose some of the
counter terrorism programs putin place by our western
governments. One such lobby group is the U.S. Public
Policy committee of ACM (USACM) who are con-
cerned thatthe proposed Total Information Awareness
(TIA) program, sponsored by the Defense Advanced
Research Projects Agency, will failtoachieve its stated
goal of “countering terrorism through prevention.”
They also believe that the vast amount of information
and misinformation collected may be misused to the
detriment of the public (Simons & Spafford, 2003).
They recommend a rigorous, independent review of
TIAwhichshouldinclude anexamination of the techni-
cal feasibility and practical reality of this vast database
surveillance system. They claim that the databases
proposed by TIA would increase the risk of identity
theft by providing a wealth of personal information to
anyone accessing the databases, including terrorists
masquerading as others. Recent compromises involv-
ing about 500,000 military-relevant medical files and
30,000 credit histories are harbingers of what may be
in store. They also point out that the secrecy inher-
ent in TIA implies that citizens could not verify that
the information about them is accurate and shielded
from misuse. Worse yet would be the resulting lack
of protection against harassment or blackmail by indi-
vidualswho have inappropriately obtained accesstoan
individual’s information, or by government agencies
that misuse their authority. As the entire population
would be subjected to TIA surveillance, even a very
small percentage of false positives would result in a
large number of law-abiding Americans being mis-
takenly identified as suspects (Yen, 2003).

The Federal Bureau of Investigation (FBI) runs
an Internet surveillance tool called Carnivore, which
was changed to DCS1000 to make it more innocuous
sounding, that allows American law enforcement
agents to intercept and collect e-mail and other elec-
tronic communications authorized by a court order.
Due to the nature of packet networks it is a lot harder
to identify particular target information compared
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withtraditional telephone systems. FBI personnel only
receive and see the specified communications address-
ing information associated with a particular criminal
subject’s service, concerned which a particular court
order that has been authorized. Recently, according
to an FBI press release, the FBI uncovered a plot to
break into National Guard armoires and to steal the
armamentsand explosives necessary tosimultaneously
destroy multiple power transmission facilities in the
southern United States.

After introducing a cooperating witness into the
inner circle of this domestic terrorist group, itbecame
clear that many of the communications of the group
were occurring viae-mail. Asthe investigation closed,
computer evidence disclosed thatthe group was down-
loading information about Ricin, the third most deadly
toxin in the world. Without the fortunate ability to
placeapersoninthisgroup, the needandtechnological
capability to intercept their e-mail communications’
content and addressing information would have been
imperative, if the FBI were to be able to detect and
prevent these acts and successfully prosecute.

With all these potential disastrous scenarios it is
strange that anyone could deny that there is a need
for monitoring. The problem may be that the line
between monitoring and invasion of privacy becomes
very blurred. Itis easy to understand why people feel
uneasy about Carnivore. Theinstallation of Carnivore
at an ISP facility is carried out only by FBI techni-
cians and all the traffic on the ISP goes through the
surveillance system which can leave it open to unau-
thorized surveillance (Hughes, 2002). The systemisa
risk however as any hacker with the correct password
can gain access to sensitive information on the public.
Comparedwithtraditional wire tapping systemswhere
the provider of the service gathers the information
that is required by a court order and hands it over to
the agency that requests it, the FBI system can bypass
this. Thisleavesthem opento the claim that they break
one of the American amendments that prohibits law
enforcement agencies from gathering more informa-
tion than is required although the bureau says that
future systems will have audit trails and features to
guard against abuse (Verton, 2003).
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FUTURE TRENDS

It can be said that our entertainment industry has
popularized the notion of an electronic doomsday sce-
narioinwhichterroristgroups penetrate critical nodes
of the Internet or government and are able to launch
nuclear weapons, crash the communications system,
cause mayhem on the railways or in the air, or bring
the financial sector to a catastrophic halt however it is
difficult to erase such a fear (Berinato, 2002).

Dancho Danchev in his Mindstreams of Informa-
tion Security blog (Danchev, 2005) mentions a sce-
nario related to U.S. RFID passports, namely a bomb
which could automatically detonate, given a certain
number of “broadcasted,” terms such as U.S. citizens
in a specific location.

Security expert Rob Rosenberger believesthatare-
alisticcommon scenario may simply be cyber terrorist
attacks thatdestroy critical datasuch as Parasites—tiny
computer programs that live in databases and slowly
corrupt the data and its backup which could wreck
a crucial database like Social Security (Gavrilenko,
2004; McClure, Scambray, & Jurtz, 2003). Terrorists
could also penetrate a hospital database, causing fatal
medical errors when a patient takes a prescription
drug. “If you want to raise hell on airlines, you hack
the reservation system,” says Schneier. “If you want
to cyberterrorize airlines, you hack the weights and
measures computers that control planes’ fuel and
payload measurements” (Berinato, 2002, p. 2).

CONCLUSION

Cyber terrorists are creating increasingly clever
methods and tools to attack computer systems and
governmentsinordertogettheir political viewsacross.
Issues of national and worldwide safety are at risk
here. The reason this risk exists is due to the fact that
the Internet offers little or no regulation, potentially
huge audiences, anonymity of communication, and a
fast flow of information. These four critical features
require further research in order to combat cyber
terrorism.
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TERMS AND DEFINITIONS

Cyber Terrorism: Any premeditated, politically
motivated attack against information and data which
results in violence against non-combatant targets by
sub-national groups or clandestine agents.

Cyber Terrorism Attacks

Denial-of-Service: A denial-of-service (DoS)
attack is an incident in which a user or organization
is deprived of the services of a resource they would
normally expect to have. Typically, the loss of service
is the inability of a particular network service, such
as e-mail, to be available or the temporary loss of all
network connectivity and services.

Hacker: Commonly used to refertoany individual
who uses their knowledge of networks and computer
systems to gain unauthorized access to computer
systems.

Information Warfare: IW can be seen as
societal-level conflict waged, in part, through the
worldwide interconnected means of information and
communication.

Security: Computer security is the effort to cre-
ate a secure computing platform, designed so that
agents can only perform actions that have been al-
lowed. This involves specifying and implementing
a security policy.

Virus: A self-replicating program that spreads by
inserting copies of itself into other executable code
or documents. In essence, a computer virus behaves
in a way similar to a biological virus, which spreads
by inserting itself into living cells.

Vulnerability: This refers to any flaw or weak-
ness in the network defence that could be exploited
to gain unauthorized access to, damage or otherwise
affect the network.



Chapter li
Knowledge Management,
Terrorism, and Cyber Terrorism

Gil Ariely
Interdisciplinary Center Herzliya, Israel

ABSTRACT

This chapter applies the conceptual framework of knowledge management (and vehicles familiar from that disci-
pline) to analyze various aspects of knowledge as a resource for terrorist-organizations, and for confronting them,
in the post-modern era. Terrorism is a societal phenomenon, closely integrated with changes in our knowledge
society. Terrorist organizations became knowledge-centric, networked organizations, with a post-modern approach
to organizational paradigms. Cyberspace is habitat for knowledge and information, and terrorists are knowledge-
workers proficient in it. Cyber terrorism is the convergence of cyberspace and terrorism, and is closely entwined
with “nonvirtual’ terrorist activities and global terrorism. IT allows terrorists similar societal power-shift - from
large organizations to small groups and individuals. The chapter reviews the changing nature of terrorism towards
postmodern terrorism and towards ““learning terrorist organizations” implementing knowledge, cyber terrorism
and cyberplanning. Since it takes a network to beat a network, the chapter discusses knowledge and knowledge
management (KM) in counterterrorism. Through ‘NetWar,” conducted also in cyberspace (not necessarily aimed
at the IT systems it uses as a platform—but rather at human lives), implementing familiar vehicles from the KM
toolkit such as social network analysis (SNA), to KM in intelligence and KM in low intensity conflicts. Knowledge
management proves salient both for terrorism and for countering it in a knowledge society.

INTRODUCTION predicted. Many of these changes are derived from

implementation and management of knowledge and
Terroristorganizations are going through fundamental innovation, towards devastating action and effective
changes that other organizations went through in the knowledge centric networks. This understanding is
postindustrial age, as Mcluhan (1960) and Toffler (1970) the key to confront them, since terrorism is a soci-
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etal phenomenon, and as such is closely integrated
with changes in our knowledge society. Terrorists
themselves are knowledge-workers, with the skills
and abilities to leverage technology and information
technology (IT) towards their goals.

Thus, cyber terrorism goes beyond the phenom-
enon of implementing IT to interfere with other IT
systems (harmful as it may be) that is widely covered
in other chapters in this book. Cyber terrorism is the
convergence of cyberspace and terrorism, andis closely
entwined with “nonvirtual” terrorist activities and
global terrorism. Cyberspace and IT allows the ter-
rorists the same advantages that the postindustrial (or
postmodern) information era allows any knowledge-
worker,and any global (or “virtual”) organization. The
societal power-shift from large organizations to small
groups and individuals gives the terrorist the ability
to maximize their ability to communicate, collect
intelligence, learn, plan, and inflict terror through a
network of operativesand cells. Itexpands the concept
of cyber terrorism: cyberspace as an infrastructure to
support terrorism that is nonrelated to IT.

BACKGROUND

Knowledge is acknowledged as a resource by terror-
ists in manifest. Stewart (1997, p. ix) in his seminal
book on intellectual capital, refers to “Knowledge as
a thermonuclear weapon.” Undeniably it has become
so for terrorists in the information age. As the events
of September 11, 2001 have proven, more efficient
than any bomb is the knowledge which incorporates
skills (such as flight) and competences, original and
creative thinking, some understanding of engineering,
learning, and integration of many context insights
(Ariely, 2003), such as effect on communication and
economy (Hoffman, 2003a). The smartest bomb that
fighting forces ever invented, is the human one—the
only bomb that adapts to a changing situation (in
addition to being “preprogrammed”), charging a
psychological price too.

Anditis Stewart (2001) who mentioned Al-Qaida’s
networked organizational structures and knowledge-

based operations, vs. the difficulties of hierarchies in
the large organizations confronting it. Knowledge and
informationare intangibles, forwhich I T and the cyber
arena are natural habitat. Smuggling tangibles (like a
bomb) is more difficult than sending instructions over
the Web or posting a lesson online.

THE CHANGING NATURE OF
TERRORISM

Postmodern Terrorism

Insight into this new nature of terrorism shows it is
no longer an agent of change through “proxies” and
secondary mediums (such as public opinion or decision
makers), but rather a devastating instrument able to
cause direct change, effecting 1,000s and even whole
populations.

The most sophisticated weapons (WMDs) are
implemented (through highly technical knowledge)
vs. the most sophisticated usage of the most primitive
weapons (Ganor, 2001b). Suicide bombers become
precision weapons (WMDs), through knowledge and
innovation.

The Economic Jihad

Furthermore, new forms and dimensions of global
terrorism implement economic knowledge both for
internal conduct and for economic effect in the glo-
balization era.

Research work in the last few years analyzing
Al-Qaida documents (Fighel & Kehati, 2002), shows
understanding of economic knowledge implemented
explicitly towardsan “economic Jihad.” The Al-Qaida
author confirms:

that the attack against the Twin Towers (September
2001) and againstthe French oil tanker (October 2002)
are partofthe economic Jihad. These attacks are meant
to signal to the West under US leadership, that this type
of Jihad, if it continues, will bring upon the West an
economic holocaust. (Fighel & Kehati, 2002)
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In the words of the author on the bombing of the
French oil tanker by the “Yemen lions” (translated):
“Striking the Western culture a blow, aimed at one
of the pillars of its foundation, meaning: oil—on
which modern Western civilization is based ...” This
determination is seen in recent Al-Qaida attacks on
oil production installations.

Furthermore, Hammas published a written state-
ment on its official Web site “calling on Muslims all
over the world to wage an economic Jihad against
the United States” (Fighel, 2003). Indeed economic
education and knowledge is projected towards terror,
particularly when the global economy itself is inter-
preted as yet another front, as well as a vehicle for
internal conflict. Bruce Hoffman refers to Bin Laden
as a terrorist CEO: “He has essentially applied the
techniques of business administration and modern
management, which he learned both at university and
in his family’s construction business, to the running
of a transnational terrorist organization” (Hoffman,
2003a). But it is as impractical to try to locate ter-
rorists in business schools as it can be to track and
manage other critical knowledge (e.g., flight schools
since 9/11).

The “Learning Terrorist
Organization”

Terrorists themselves are knowledge-workers, en-
joying the global Internet infrastructure for secure
knowledge exchange independent of geographical
location.This brought about the “evolution” in smug-
glingtangibles (suchasexplosives viasea) by Hizbulla
from Lebanon, to smuggling tangible information
media (e.g., “Knaana brothers” case in Israel, at-
tempting to smuggle “how-to” manuals and terrorism
guidebooks on memory chips hidden in electrical ap-
pliances) and to contemporary cyber terrorism online
“knowledge-centers.” Hammas can now openly give
technical classes in preparing bombs over the Web,
and significance of knowledge transfer and learning is
apparentin Al-Qaidamediafoundin Afghanistan. The
persistent “cyber-learner” may even find voluminous

WMD-related knowledge online. Terrorist organiza-
tions are by nature intuitive “learning organizations:
(Ariely, 2003; Jackson et al., 2005).

Cyber Terrorism and Cyber Planning

The more sophisticated anation’s infrastructure—the
more vulnerable it may become. Interdependencies
of electrical power grids, accessible computerized
systems and other “soft” targets, allow potential for
terrorist intruders. “By relying on intricate networks
and concentrating vital assets in small geographic
clusters, advanced Western nations only amplify the
destructive power of terrorists—and the psychologi-
cal and financial damage they can inflict” (Homer-
Dixon, 2002). Indeed cyber terrorism poses a threat
not yet fulfilled (Shahar, 1997) despite some initial
attempts.

Cyber terrorism may be used not only to inflict
damage initself, butincombination with conventional
or nonconventional terrorism.

Had Shoko Asahara and the Aum Shinrikyo group been
able to crack the Tokyo power system and stop the sub-
ways, trapping passengers on the trains, the number of
casualties caused by their 1995 Sarin gas attack might
have been significantly larger. (Noble, 1999)

The U.S. Central Intelligence Agency (CI1A), work-
ing with the Federal Bureau of Investigation (FBI),
the Department of Homeland Security (DHS), and
the Pentagon, published in 2004 the first classified
National Intelligence Estimate (NIE) on the threat of
cyber terrorism against U.S. critical infrastructures
(first requested in March 2000). Recently, Keith
Lourdeau, deputy assistantdirector of the FBI’s Cyber
Division, said the FBI’s assessment indicates that the
cyber terrorist threat to the U.S. is “rapidly expand-
ing,” and predicted that “terrorist groups will either
develop or hire hackers, particularly for the purpose
of complementing large physical attacks with cyber
attacks” (Verton, 2004).
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Since much of the Internet infrastructure usage so
far was for “cyber planning” Thomas (2003) refers to
different applications of the Internet which could be
used for terrorism:

... in warfare as well as in business, IT is the great
equalizer. Its low financial barrier to entry relative to
heavy industry allows even the poorest organizations
an IT effectiveness equal (or nearly equal) to large
corporations. (Noble, 1999)

This infrastructure is used for covert, anonymous
communication, for intelligence and information gath-
ering, and even for actual online classes and training
(including how to conduct computer attacks). Itis also
used for propaganda and could eventually become a
recruiting tool.

The War on Consciousness and
Public Education

Terrorism, as the term implies, is aimed to terrorize.
Hence it is first and foremost a war on consciousness.
Since fear is of the unknown, knowledge manange-
ment (KM) is crucial in reducing fear (thus crippling
terrorism), through extensive knowledge transfer tothe
public. Such public education programsare invaluable
as proven in Israel, where suicide bombers in buses,
restaurants, and mallstested publicresilience onadaily
base (see the International Policy Institute for Counter
Terrorism (ICT) education program, in schools and
for first-responders). Since media coverage is inher-
ent to terrorism, self-restraint and an educated media
(including online) is important. Sites identified with
Al-Qaidaapproachtheir potential audiences for build-
ing support and the other audiences for building fear.
Implementing KM on the widest scale possible—we
should do at least as well, building public resilience
and winning the war on consciousness.

The bigger challenge for KM (and for the whole
world) is involvement in education (knowledge trans-
fer) on the other side, identifying, renouncing, and
confronting online schools (“Madrassas”) preaching
for Jihad and martyrdom. Once more, since media
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coverage is inherent to terrorism, full exploitation of
it (including the Internet) by terrorists shows compe-
tency in information warfare. This second audience
for terrorist organizations is what they perceive as the
backbone—supportive communities. Sites identified
with Al-Qaida approach their potential audiences
for building support and aiming towards eventual
recruitment. Cyberterrorismissalientintheevolution
of the war on consciousness and education. This is
crucial as it thwarts the next generation of terrorism.
For instance, the MEMRI Institute monitors militant
Islamic groups that educate and preach Jihad and
martyrdom in mosques, school systems, and in the
media. Those scholars and schools, who praise death
ratherthan life, create afoundation for future terrorism
by nurturing and promoting other children to become
future terrorists. ldentifying such dangerous trends,
bravely renouncing and confronting them, is the best
investment. Indeed there are contemporary cases in
the U.S., UK, and so forth, of such attempts—however
lagging after cyber terrorism. Since, a global Jihad
(“Holy war”) preacher taken off-bench becomes im-
mediately online.

However before discussing KM and counter ter-
rorism, it should be mentioned that cyberspace is also
used as a platform for terrorist “command & control”
(Whine, 1999), even up to the level of recent real-time
involvement in incidents in Irag.

KNOWLEDGE, KNOWLEDGE
MANAGEMENT, AND
COUNTERTERRORISM

Knowledge is (and always was) a main resource for
counteringterrorism. Sharingand “managing” knowl-
edge (not just information and not just intelligence) as
a resource within the international counterterrorism
(CT) communities is essential—as is depriving ter-
rorists of that resource where possible. That has been
a concern mainly where the knowledge was part of
the weapon itself, like in the case of WMD-related
knowledge. However, acknowledgement derived from
our profound understanding of the role of knowledge
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in society brings further insights and operational
possibilities, as knowledge may act in some cases as
a WMD in itself.

It follows that organizational forms and theories,
familiar to us from the postindustrial (or postmodern)
corporate world, of networked or virtual organizations,
are being adapted by terrorist organizations—and
should be understood in that context. When the other
side plays soccer, we as hierarchies continue playing
American football, while these are two different ball
games. The strategic lessons learned in the last decade
in the industry should be projected onto postmodern
CT. (i.e., keep the strategic planning, advantages and
defense gear of one ball game, while playing another,
in fact not seeking to rigidly define that ball game
paradigm). Inthis new form of warfare—the “NetWar”
(Arquilla, Ronfeldt, Rand Corporation, & National
Defense Research Institute, 2001), it takes a network
to beat a network.

NetWar and Social Network Analysis
(SNA)

This new form of warfare, the “NetWar,” isan “emerg-
ing mode of conflict in which the protagonists ... use
network forms of organization, doctrine, strategy, and
technology attuned to the information age” (Arquilla
etal., 2001).

One of the tools implemented initisa familiar one
tothe KM community from knowledge mapping—the
social networkanalysis. Itisthe “mappingand measur-
ing of relationship and flow between people, groups,
organizations ... the nodes are the people while the
links show relationships or flows ... [SNA provides] a
visual and a mathematical analysis of complex human
systems” (Krebs, 2002).

A step further in analyzing terrorist knowledge
networks—and breaking them requires a different
focus than using SNA to locate links and target
them—a focus on the transfer of knowledge itself.
Hence mapping the sensitive knowledge based on a
combination of:

. Core type (e.g., nuclear related knowledge,
biological, chemical, etc., but also other unique
knowledge).

. Knowledge manageability (i.e., terrorist KM
skills, IT skills, acknowledgment of knowledge
as resource)

This allows targeting the transfer of knowledge
itself (e.g., casesin Israel, attempting to smuggledigital
manuals and terrorism guidebooks on memory chips
hidden in electrical appliances).

Yetarevolutionary approach to the “Net War” and
terrorist networks comes from innovative research by
Dave Snowden, who introduced complexity theory into
KM. Snowden (one of the originators of “Organic KM”)
ratherthananalytically goingthrough SNA, proposesa
dissimilar projection of complexity insights from KM
to the field of counterterrorism. By understanding the
nature of a network and the attractors that affect its
behavior, we can either aim to detect weak signals or
to intervene with the attractors, rather than specific
nodes, which the effect of is difficult to predict and
might be counterproductive (D. Snowden, personal
communication, 2004).

Knowledge Management in
Counterterrorism Intelligence

Knowledge managementin CT intelligence isrelevant
both for implementation in analyzing the opponent
(as SNA has shown), but it is of seminal value to the
conductof intelligence organizations countering terror
as well. Better implementation of information is what
transforms it to knowledge and action. Relevancy of
information existing inthe systematthe required point
is paramount as the analysis of 9/11 shows (records
of some of the terrorists activity did exist but were
not implemented).

The inherent tension between the basic principle
in intelligence of “the need to know” (an intelligence
culture cornerstone) vs. “the need to share” (a KM
culture cornerstone) isapolemic focal point, requiring
a fine balance (Nolte, 2000; Varon, 2000).

11
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Indeed in intelligence work the IT support for
CT is paramount since the voluminous data arriving
through intelligence channels and sources (in particu-
lar SIGINT—Signal Intelligence) are endless. For it
to become information, and then knowledge aimed
at action—intelligent IT systems allow narrower
focus for human intervention of the analyst. Further
progress may allow automatic translation raising the
resources limit.

However even the chief knowledge officer (CKO)
ofthe NSA emphasizes that “Knowledge management
is not about introducing information technology (IT)
into an organization, contrary to much of the writing
...” although “there clearly has to be an underlying IT
infrastructure toenablethe capturing, transfer,and use
of the information to help people create knowledge”
(Brooks, 2000, p. 18).

It is also the very nature of terrorists that obliges
shorter response time and hence to implement KM
towards more efficient, short-cycle knowledge work.
Terrorist organizations shift their positions and
adapt quickly, as intuitive learning organizations,
so that information and knowledge must be quickly
implemented towards action. This brings us directly
to the discussion of KM in low intensity conflicts
(LIC)—since current global terrorism is highly in-
volved in this common warfare.

Knowledge Management in Low
Intensity Conflicts

No clear delineation exists between terrorism and
LIC—due to the lack of an agreed upon definition
of terrorism.

The statement, ““One man’s terrorist is another man’s
freedom fighter,” has become notonly a cliché, but also
one of the most difficult obstacles in coping with ter-
rorism. The matter of definition and conceptualization
is usually a purely theoretical issue—a mechanism for
scholars ... However, when dealing with terrorism and
guerrillawarfare, implications of defining ... transcend
the boundaries of theoretical discussions ... in the at-
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temptto coordinate international collaboration, based
on the currently accepted rules of traditional warfare.
(Ganor, 2001a)

So here we aim not to coerce such delineation (one
the opponentdoes notimpose) inour global era, of state
sponsored terrorism and postmodern terrorism. Both
organizations and individuals involved in situations
of LIC are those later involved in clear acts of terror-
ism—by any civilized definition. This postmodern
approach of the opponent views these as methods in
a methodological array.

And indeed the military is deeply involved in the
global war on terrorism mainly through various low
intensity conflicts. Hence, further attention to LIC
is due.

The learning curvesand learning cycles (->Learn-
ing->Action->) (Baird & Henderson, 2001) of the
hierarchical organizations that confront terrorism,
and of the terrorist organizations, can be described
as part of the asymmetric molding factors of the low
intensity conflict in general; since the apparently
“stronger,” larger organizational side cannot imple-
ment its advantages—there is an asymmetric power
shift, relating to learning too.

One can imagine two Sinus-waves, each account-
ing for the learning curve of each organization, where
every change in the curve represents an event that
involves learning, adaptation, and change, and when
any learning on one side causes the other side to adopt
its own learning curve accordingly (Nir, Or, Bareket,
& Avriely, 2002).

By their nature, it is more difficult for complex
organizational hierarchies to deal with fast, respond-
ing, smaller networked organizations, with a faster
learning curve and immediate realization of it.

Thisiswhy the only weapon we can implement on
the organizational level is learning how a networked,
knowledge centered organization is built and what the
patterns of behavior are, to imitate its strengths and
exploit its weaknesses.

This is similar to the way we imitate or “bench-
mark” on the tactical level the advantages and prin-
ciples of guerilla warfare to our forces, in order to
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implement them better than the guerilla or terrorist
organization—but within a military organizational
framework (i.e., special forces) (Gordon, 2002).

In the low intensity conflict, the learning cycles
are short, and contrary to conventional war when the
main learning is done before and after—in LIC that
is a long process, of varying intensities—the learning
must be conducted throughout fighting. The other side
understands that and acts accordingly, thus creating
a process of continuous improvement and a learning
curve (Ariely, 2006).

FUTURE

Terrorism is increasingly becoming an international
and multi-disciplinary activity, carried out by networks,
rather than classic organizations. In order to counter
suchterrorism, security agencies mustadapt themselves
to operate atleast as efficiently as do the terrorists them-
selves ... Just as the terrorists have formed networks,
S0 must counter-terrorists learn to network between
like-minded organizations. (Ganor, 2004)

Suchanattemptis ICTAC (the International Coun-
ter-Terrorism Academic Community) acommunity of
practice (CoP) combining research institutions from
some 14 nations defined as “a Post-Modern Counter-
Terrorism Measure vs. Post-Modern Terrorism.”

“Communities of practice” and many other familiar
KM vehicles should be implemented to counterter-
rorism on a global scale. Knowledge management
is at the heart of the confrontation. Such global co-
operation, which in the past was rather bi-lateral or
narrow-sighted, must now confront ultimate devotion
and passion in the opposite side—belief in belonging
to something bigger than self (e.g., global Jihad). That
passion will always be difficult to equate even by the
best, working in counterterrorism. Knowledge man-
agementsupportscultural issues inorganizations (such
as common language and values), which in terrorist
organizations are inherent. The “toolkit” and insights
taken from the domain of knowledge management,

emerge salientasacounterterrorismmeasure, whereas
so far international KM was a neglected instrument
(Benjamin, McNamara, & Simon, 2004).

CONCLUSION

Terrorism is a societal phenomenon, and as such is
closely integrated with changes in our postindustrial
society, namely:

. Structural changes towards networked, knowl-
edge centric organizations

. The understanding (and implementation) of
knowledge as a resource

. An intuitive “learning organization” culture in
terrorist organizations

. Postmodern terrorism trends able of a direct
change of reality

It takes a network to beat a network. Terrorist
organizations became knowledge-centric, networked
organizations, with a post-modern approach to orga-
nizational paradigms. They see no more a need to use
“organizational 1D cards” (Hoffman, 2003b). Now, “the
mother of all knowledge management projects” was
launched in the form of creating the “Department of
Homeland Security” in the U.S., integrating some 22
agencies (Datz, 2002). Underscoring the critical role
that KM playsin the effort, two of the four foundations
of the strategy are information sharing and systems,
and international cooperation (the other two are sci-
ence and technology, and law).

Much of the “NetWar” is conducted in cyberspace,
although it is not aimed at the IT systems that it uses
as a platform but rather at human lives—through
suicide attacks in New York, London, Madrid, Bali,
Cairo, and Tel-Aviv. Thus we should not confine cyber
terrorism to any classic paradigm, creating artificial
borderlines that terrorists do not.

Terrorism as a societal phenomenon is here to stay
and shadow our knowledge society. Waging decisive
war on terror demands all resources and a vigilant
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view ahead. Knowledge Management is salient both
for terrorism and for countering it in a knowledge
society—it is a postmodern measure vs. postmodern
terrorism.
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TERMS AND DEFINITIONS

Counterterrorism (CT): Any and all measures
and efforts to confront different layers and different
phases of terrorism, through intelligence, military op-
erations, publiceducation, protection, and “hardening”
of targets, and so forth. Although purely defensive in
its ultimate goals of protecting innocents, successful
CT mustforman offensive and be aggressive innature,
in order to precede the terrorists.

Cyber Planning: “The digital coordination of
an integrated plan stretching across geographical
boundaries that may or may not result in bloodshed.
It can include cyberterrorism as part of the overall
plan” (Thomas, 2003). The Internet is widely being
used as a “cyber planning” tool for terrorists. “It pro-
videsterroristswithanonymity, command and control
resources, and a host of other measures to coordinate
and integrate attack options.”

Cyber Terrorism: The “intentional use or threat of
use, without legally recognized authority, of violence,

disruption, or interference againstcyber systems, when
itis likely that such use would result in death or injury
of a person or persons, substantial damage to physical
property, civil disorder, or significant economic harm”
(from http://www.iwar.org.uk/cyberterror/).

Knowledge: Since “data” are any signals, and
“information” is putting the datain-a-formation, which
gains it meaning in order to inform; knowledge is
information in a context. Thus, it is always dynamic,
contextual, and difficult to “manage”. Knowledge is
commonly divided into tacit knowledge inherent in
people (hence processes or people can be managed
ratherthan knowledge directly), and “explicit” knowl-
edge; that is more easily managed directly. This is a
working definition for the sake of this chapter (not
dealing in epistemology per se).

Knowledge Management (KM): Out of vari-
ous definitions of KM, the APQC define knowledge
management as “strategies and processes to create,
identify, capture, and leverage vital skills, information,
and knowledge to enable people to bestaccomplishthe
organization missions.” (Brooks, 2000, p. 17)

Low Intensity Conflict (LIC): A military con-
frontation in which at least one side is either not a
regular army (e.g., guerilla forces, insurgents) or not
deployedinfullscale. Henceitisusually characterized
by asymmetric forces—with contradictious symmetry
in the ability to implement force advantages, on a
prolonged time-axis.

NetWar: An “emerging mode of conflict in which
the protagonists...use network forms of organization,
doctrine, strategy, and technology attuned to the in-
formation age” (Arquilla et al., 2001).

Postmodern Terrorism: Terrorism that tran-
scends previous paradigms of organizational affiliation
or hierarchy, and is able to affect directly the change
of reality, rather than through proxies (like public
opinion or policy makers).

Signal Intelligence (SIGINT): Quantifiably, most
of the intelligence data comes from SIGINT sources.
These may include electronic signatures (ELINT) or
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communications content analysis (COMINT). The
field of SIGINT forms acute challenges for both for
MIS and for knowledge management due to the vast
amount of data accumulated daily and the need to
“find the needle in a haystack.”

Social Network Analysis (SNA): Drawing from
social network theory, a social network analysisinCT
allows mapping visually the invisible dynamics of a
terrorist-networked community, obtained throughtheir
communications. This helps portray specific “node”
individuals and clusters that deserve attention.

State Sponsored Terrorism: Terrorism that is
either directly sponsored by, or builds on infrastruc-
ture supported in, a defined and recognized national
entity.

16

Terrorism: “Terrorism is the intentional use of,
or threat to use violence against civilians or against
civilian targets, in order to attain political aims”
(Ganor, 2001a).

Weapons of Mass Destruction (WMD): Weap-
ons used by terrorist organizations that are aimed
to inflict maximum casualties, in crowds or large
number of civilians. Although in literature and me-
dia the term is used foremost to more sophisticated
weapons (i.e., chemical, biological, or radioactive) in
fact conventional weapons may become weapons of
mass destruction through suicide bombers as preci-
sion weapons.
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ABSTRACT

This chapter discusses the rapid entry of information conflicts into civilian and commercial arenas by highlighting
10 trends in information warfare. The growing societal reliance on cyber technologies has increased exposure to
dangerous sources of information warfare threats. Corporate leaders must be aware of the diversity of potential
attacks, including from high-tech espionage, organized crime, perception battles, and attacks from ordinary hack-
ers or groups sponsored by nation-states or business competitors. Based on a literature review conducted by the
authors, we offer an information warfare framework that contains the ten trends to promote a greater understanding
of the growing cyber threat facing the commercial environment.

INTRODUCTION

Commonlyregardedasamilitary concern, information
warfare is now a societal issue. While the bulk of the
cyberwar literature addresses the military dimension,
information warfare has expanded into non-military
areas (Cronin & Crawford, 1999; Hutchinson, 2002).
After reviewing 16 years (from 1990 to 2005) of lit-
erature, this chapter identified ten important trends.
While individually the trends are not surprising, we
integrate the trends into a framework showing how

information warfare has moved beyond the military
dimensionand into the commercial world as well. This
expansion into the commercial world presents agrow-
ingthreatto information managerswhoare responsible
for protecting commercial information assets.
Giventhe high availability of Internet-based, low-
cost cyber weapons that can target civilian informa-
tion assets, there is a growing threat to the economic
stability of modern societies that depend on today’s
commercial infrastructures. Because conventional
military missions are often not available and do not
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traditionally include the defense of commercially
operated infrastructures (Dearth, 1998), business
managers should accept this responsibility and plan
to defend themselves against growing cyber threats.
The trends described in this chapter together provide
an integrated framework that helps us understand the
ways which information warfare is spreading into
civilian and commercial arenas.

INFORMATION WARFARE IN
CONTEXT

Information warfare is arelatively new field of concern
andstudy. The late Dr. Thomas Ronareportedly coined
the term information warfare in 1976. Since then,
many definitions emphasized the military dimension.
Libicki (1995) offered seven categories of information
warfare that are replete with military terminology:
command and control warfare, intelligence-base
warfare, electronic warfare, psychological warfare,
hacker warfare, economic information warfare, and
cyber warfare. Webster’s New World Dictionary
defines conflict as (1) a fight or war and as (2) a sharp
disagreement, and defines warfare as (1) the action

Table 1. Information warfare framework
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of waging war; armed conflict and as (2) a conflict or
struggle of any kind. In this chapter, we use conflict
and warfare interchangeably.

Today, we use the terms information war and cy-
ber war to explore a range of conflict types covering
political, economic, criminal, security, civilian, and
military dimensions. Testifying before Congress in
1991, Winn Schwartau stated that poorly protected
government and commercial computer systems were
vulnerabletoan“electronic Pearl Harbor” (Schwartau,
1998, p. 56). Others describe information warfare as
the actions intended to protect, exploit, corrupt, deny,
or destroy information or information resources in
order to achieve a significant advantage, objective, or
victory over an adversary (Alger, 1996). Cronin and
Crawford (1999) proposed an information warfare
framework that extends beyond military dimensions.
They argue that information warfare will intensify,
causing potentially serious social problems and creat-
ing novel challenges for the criminal justice system.
Cronin and Crawford (1999) consider four spheres
where informationwarfare may become commonplace:
military, corporate-economic, community-social,and
personal.

Information Warfare Characteristic

1990

2005

[EnN

. Computer-related security incidents reported to CERT/CC

252 incidents

137,529 incidents (year
2003)

[$2]

. Economic dependency on information infrastructures

dependency

2. Entry barriers for cyber attackers High barriers Low barriers
Few forms, lower Many forms, high
B IUELE S availability availability
4. Nations with information warfare programs Few nations > 30 nations
Partial, growing Heavy dependency

N

. Primary target in information conflicts

Both military & private
targets

Increasingly private
targets

~

. Cyber technology use in perception management

Global TV, radio

Ubiquitous, global
multi-media

[ee]

. Cyber technology use in corporate espionage

Less substantial

Substantial & increasing

©

. Cyber technology use in organized crime

Less substantial

Substantial & increasing

10. Cyber technology use against individuals & small businesses

Less substantial

Substantial & increasing
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INFORMATION WARFARE TRENDS

A review of the information warfare literature for
major trends suggests that a paradigm shift has taken
place. The framework of tentrendsillustrated in Table
1 demonstrates that information warfare has moved
beyond the military arena and into civilian contexts
inaway consistent with the four spheres suggested by
Croninand Crawford (1999). The following paragraphs
describe each of the ten trends in more detail:

1. Computer-relatedsecurityincidentsarewide-

spread: Two highly referenced security incident
measures come from the CERT/CC! and the an-
nual CSI/FBI?survey. Based on CERT and CSI
information: (1) security incidentsare prevalent,
(2) private institutions are the target of a large
number of cyber attacks, and (3) many incidents
receive no publicacknowledgement. The number
of incidents reported to the CERT/CC has risen
from 6 in 1988 to 137,529 in 2003.
While the security incident numbers appear
large, these numbers may actually be under-
reported. Respondents to the annual CSI/FBI
survey indicate that more illegal and unauthor-
ized cyber space activities occur than many cor-
porationsadmittotheir clients, stockholders, and
business partners or report to law enforcement.
For example, in 2005 only 20% of respondents
reported incidents to law enforcement, primar-
ily because of concerns with negative public-
ity (Gordon, Loeb, Lucyshyn, & Richardson,
2005).

2. Entry barriers are low for cyber attackers:
Early generations of cyber weaponry (i.e.,
hacker tools) required technical knowledge for
effective use. For instance, some hackers of the
1960s were students at MIT (PCWorld, 2001).
In the 1970s, system hackers were profiled as
highly motivated, bright people with technical
knowledge who often worked in university or
business computer centers (Parker, 1976). The
hackerenvironmentbeganchanging inthe early
1990s. Technical barriers began to fall as down-

loadable and graphic-interfaced tools became
widely available.® A notoriousincidentoccurred
in the late 1990s. In an incident called Solar
Sunrise, a group of teenage hackers, under the
guidance of aneighteen-year-old mentor, gained
access to numerous government computers
including military bases. Solar Sunrise served
as a warning that serious hacking capabilities
were within the grasp of relative nonexperts.
Testifyingbefore Congressin 1999, CIA Director
George Tenentstated thatterroristsand othersare
recognizing thatinformation warfare tools offer
a low cost way to support their causes. Many of
these toolsare Windows-based, require minimal
technical understanding, and are available as
freeware. By 2002, one IS security professional
maintained a database of over 6,000 hacker sites
believedto containonly apartofthe better hacker
tools (Jones, Kovacich, & Luzwick, 2002).
Dangerous forms of cyber weapons have
emerged: Thefirstelectronic message boards for
hackers appeared around 1980. Once available,
these boards allowed the rapid sharing of hacker
tactics and software, including distributed
denial-of-service (DDOS) tools. This software
was responsible for the February 7, 2000 attack
which effectively shut down major Internetsites
such as Yahoo, eBay, Amazon, E*Trade, and
CNN.

Overthe past20years, wide ranges of formidable
cyber weapons have become more affordable
andavailable from keystroke and eavesdropping
devicestohigh-energy radiofrequency (HERF)
and electromagnetic pulse (EMP) generators.
An attacker can build an e-bomb, designed to
“fry” computer electronics with electromagnetic
energy, for as little as $400 (Wilson, 2001). A
demonstration of an e-bomb occurred in 1994,
According to a London Sunday Times report,
the Defense Research Agency believed HERF
guns initially blacked out computers used by
London’s financial houses. Cyber terrorists then
extorted millions of British pounds by threaten-
ingto totally knock out these financial computer
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systems (Sunday Times, 1996). As technology
advances, we can expectsmaller, affordable, and
more dangerous cyber weapons to emerge.
Many nations have information warfare
capabilities: In the early 1990s, few nations
had organized information warfare capabilities.
By 2001, more than 30 nations were believed
to have information warfare programs, includ-
ing India, China, Taiwan, Iran, Israel, France,
Russia, and Brazil (Adams, 2001). In the 2003
CSI/FBI survey, 28% of respondents identified
foreign governments as a likely source of attack
against their systems.

China is an example of a nation that is improv-
ing its information warfare capabilities (Rhem,
2005). Some attribute the following 1995 state-
ment to Chinese Major General Wang Pufeng:

In the near future, information warfare will
control theformand future of war. We recognize
thisdevelopmental trend of informationwarfare
andseeitasadrivingforceinthe modernization
of China’s military and combat readiness. This
trend will be highly critical to achieving victory
in future wars. (Jones et al., 2002, p. 221)

While militaries are concerned with state-
sponsored information warfare programs,
commercial businesses should pay attention as
well. With at least 30 countries suspected to be
actively pursuing cyberweaponry, businessand
government executivesalike should assess their
vulnerabilities from a concerted attack.

Increased economic dependency on informa-
tion infrastructures: Our society has evolved
from an agrarian to an industrial to an informa-
tion-based culture. References to the “digital
economy” and “third wave” (Toffler, 1981) de-
scribe our growing dependence on information
technology. With rising anxiety about potential
disruptions (Meall, 1989), the U.S. government
seriously addressed the deepening economic de-
pendency oncomputersinthe National Research
Council’s 1991 report, Computers at Risk. This

Ten Information Warfare Trends

report expressed concern over a dependence on
computers that “control power delivery, com-
munications, aviation, and financial services.
They are used to store vital information, from
medical records to business plans to criminal
records” (National Research Council, 1991, p.
7). This dependence has continued to the point
wherethe 2003 U.S. National Strategyto Secure
Cyberspace recognized that:

By 2003, our economy and national security
became fully dependent upon IT and the infor-
mation infrastructure. A network of networks
directly supports the operation of all sectors of
our economy—energy, transportation, finance
and banking, information and telecommunica-
tions, public health, emergency services, water,
medical, defense industrial base, food, agricul-
ture, and postal and shipping. (p. 6)

Theprivatesectoristhe primarytarget: Many
high profile cyber attacks initially targeted the
military. The 1986 Cuckoo’s Egg incident had
Clifford Stoll tracking German hackers who
were scouring American military systems. In
1994, hackers infiltrated Griffis Air Force Base
computers to launch attacks at other military,
civilian, and government organizations.

With the growing economic dependency on
IT, civilian infrastructures are increasingly
the primary targets of cyber attacks. Headline-
grabbing cyber attacks such as SQL Slammer,
MyDoom, MSBIast, and Sasser have targeted
widely used commercial productsand Web sites.
Slammer penetrated an Ohio nuclear power
plant’s computer network and disabled a safety
monitoring system for nearly five hours. This
attack prompted a congressional call for U.S.
regulators to establish cyber security require-
ments for the 103 nuclear reactors operating in
the U.S. (Poulsen, 2004).

Somescholarsare concernedthatanenemy of the
United Stateswill launchan information warfare
attackagainstcivilianand commercial firms and
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infrastructures (Strassmann, 2001). Seeking to
avoid a direct military confrontation with U.S.
forces, foreign attackers can shift their assaults
to the private sector and infrastructure in a way
that can make military retaliation very difficult.
Mentionedearlier, electromagnetic pulse (EMP)
representsaseriousand emerging threatto soci-
eties that are heavily dependent on electronics.
Unfortunately, many commercial systems have
little or no protection against an EMP. If an ag-
gressor nation detonates a nuclear bomb a few
hundred miles above a target country, the EMP
resulting from the blast could seriously damage
commercial electronic components throughouta
large geographic region (Chisholm, 2005). The
private and public sectors now form the front
line of twenty-first century warfare, and private
citizens and commercial infrastructures are
likely to be the primary target (Adams, 2001).

Cyber technology is increasingly used in
perception management: Perception manage-
ment has been called a “catchall phrase” for the
actions aimed at influencing public opinion,
or even entire cultures (Callamari & Reveron,
2003) and can cross the spectrum of corporate,
political, civilian, cultural, and military realms.
An emerging characteristic of modern percep-
tion management is the key role of technology
in influencing public perception through new
technologies that increase the speed of media
reporting. Therise of global televisionand Inter-
nettechnologies makes perception management
a crucial dimension in many types of conflicts
(Rattray, 2001).

Perception wars target the court of public
opinion. Consider the electronic perception
battles during the Iraq War. In 2003, antiwar
activists used the Internet to organize and pro-
mote marches and rallies. Embedded wartime
reporters traveling with military units provided
favorable news coverage for the campaign. The
Qatar-based news agency Al-Jazeera transmit-
ted images of dead and wounded Iragi civilians
to the Arab world. Al-Jazeera then launched

an English Web site in part to counter what
some believed to be U.S. military censorship
of the American-based media. At one point,
the Al-Jazeera Web site itself was hacked and
taken off-line (Svensson, 2003). In 2004, im-
ages propagated on the Internet of prisoner
abuse at Abu Ghraib influenced world opinion
regarding American conduct. One report called
the Internet dissemination of a video depicting
terrorists beheading western hostages a new
form of cyber terrorism that comes right into
the home (Smith, 2004). The use of technology
to manipulate public perceptions will assuredly
persist.

Cyber technology is increasingly used in
corporate espionage: While forms of espio-
nage have been around for thousands of years,
increased global competition, advances in IT,
and the proliferation of tiny, embedded storage
devices have added considerably to espionage
dangers. For example, in March 2001, former
U.S. Defense Secretary William Cohen identi-
fied the former director of French intelligence
as publicly admitting that French intelligence
secretly collects and forwards to French compa-
nies information about their competitors in the
United States and elsewhere. He gave several
examples of French espionage against American
companies. One incident involved the theft of
proprietary technical datafromaU.S. computer
manufacturer by French intelligence who then
provided it to a French company (Cohen, 2001).
While the average cost of a hacking attack or
denial of service is roughly $150,000 to a com-
pany, according to the FBI, the average loss of
a corporate espionage incident is much larger
(Cohen, 2001).

Espionage can occur in e-mail communications
between employees of business competitors.
One survey of 498 employees from a variety of
organizations reported that 40% of respondents
admitted to receiving confidential informa-
tion about other companies via the Internet, a
356% increase since 1999 (Rosenoer, 2002). In
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2004, the Justice Department announced that
Operation Web Snare identified a wide range of
criminal activity onthe Internetincluding credit
card fraud and corporate espionage. Investiga-
tors identified more than 150,000 victims with
losses in excess of $215 million (Hansell, 2004).
As organizations open their internal networks
and make more company information available
to employees and vendors, the occurrence of
corporate espionage will likely increase.
Cyber technology is increasingly used by
organized crime: The Internet explosion has
introduced innovative forms of cyber crime.
In May 2003, the U.S. Justice Department an-
nounced Operation E-Conto help root out some
leading formsof onlineeconomic crime (Federal
News Service, 2003). The Department claims
that Internet fraud and other forms of online
economic crime are among the fastest grow-
ing crimes. One type of crime involves Web
site scams. For example, Australian scammers
targeted Bank of America customers by imple-
menting a look-alike Web site. Customers were
sent scammed e-mails that linked to a fake site
that requested an account name and password.
This phishing scam compromised nearly 75
customer accounts (Legard, 2003).

Other forms of global cyber crime include
extortion schemes from gangs often based in
Eastern Europe and Russia (O’Rourke, 2004).
In one case, Russian cyber gangs targeted nine
betting companies in a denial-of-service at-
tack coinciding with a major sporting event.
The Russian Interior Ministry that fights cyber
crime broke up the extortion ring after two of
the victim companies agreed to pay the gangs
$40,000each (The Australian, 2004). Inanother
area, antivirus researchers are reporting large
increasesinorganized virusand worm develop-
mentactivity. Thisunderground criminal activ-
ity is powering what some call an underground
economy specializing in identity theftand spam
(Verton, 2004).

10.
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Cybertechnologyisincreasingly used against
individuals and small businesses: One threat
facing individuals and small businesses is the
use of spyware and adware. These monitoring
programs can be legitimate computer appli-
cations that a user agrees to or can be from
third-parties with nonlegal intentions (Stafford
& Urbaczewski, 2004). An estimated 7,000
spyware programs reportedly exist and, ac-
cording to Microsoft, are responsible for half of
all PC crashes (Sipior, Ward, & Roselli, 2005).
One study indicates that 91% of home PCs are
infected by spyware (Richmond, 2004).
Another growing problem is identity theft,
which has been called a new form of cyber ter-
rorism against individuals (Sterling, 2004) and
often takes the form of a doppelganger: in this
case the pervasive taking of a victim’s identity
for criminal purposes (Neumann, 1998). This
crime affects individuals and businesses alike.
The Federal Trade Commission reported that
9.9 million Americans in 2003 were victims
(Gerard, Hillison, & Pacini, 2004). The major-
ity of cases result from cyber thieves using an
individual’s information to open new accounts
with the average loss at $1,200 (Sterling, 2004).
Falsified accounts have cost businesses $32.9
billion and consumers $3.8 billion (DeMarrais,
2003).

In addition to vulnerabilities linked to identity
theft, one recent study stressed that small busi-
nesses face many of the same vulnerabilities of
the larger corporations. The leading perceived
threats by small businesses include: internal
threats (intentional and accidental), Trojans,
hackers, viruses, password control, system
vulnerabilities, spyware, and malware (Keller,
Powell, Horstmann, Predmore, & Crawford,
2005). Likewise, many of the cyber warfare
threats discussed in this chapter should concern
smaller organizations as well (e.g., organized
crime, espionage).
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CONCLUSION

This chapter demonstrates the rapid entry of infor-
mation conflicts into civilian and commercial arenas
by highlighting ten trends of information warfare.
Yet historically, information security concerns have
not had a high priority with most managers. Many
seemedwillingtorisk major losses by permitting their
information systems to be either lightly protected or
entirely open to attack. Yet, the growing reliance on
information technology has increased exposure to
diverse sources of cyberwar threats. Corporate leaders
must be aware of the diversity of attacks, including
high-tech espionage, organized crime, perception
battles, and attacks from ordinary hackers or groups
sponsored by nation-states or business competitors.
Our aim is that the information warfare framework
presented in this chapter will promote a greater un-
derstanding of the growing cyber threat facing the
commercial environment.

NOTE

Paper revised and abridged from Knapp & Boulton
(2006), “Cyber Warfare Threatens Corporations: Ex-
pansioninto Commercial Environments” Information
Systems Management, 23(2).

Opinions, conclusions and recommendations
expressed or implied within are solely those of the
authors and do not necessarily represent the views
of the USAF Academy, USAF, the DoD or any other
U.S. government agency.
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TERMS AND DEFINITIONS

Computer Emergency Response Team (CERT):
The CERT® Coordination Center (CERT/CC) is a
center of Internet security expertise, located at the
Software Engineering Institute. Established in 1988,
the CERT/CC is a U.S. federally funded research and
development center operated by Carnegie-Mellon
University.

Computer Security Institute (CSI): Established
in 1974, CSl is a membership organization dedicated
to serving and training information, computer, and
network security professionals.

Cyber Warfare: A synonym for information
warfare that emphasizes the computer or network
intensive aspects of information warfare.

Electromagnetic Pulse (EMP): Isanintense burst
of electromagnetic energy. It may be caused from a
lightning strike, an EMP gun, or from the detonation
of an atomic bomb. A powerful enough EMP can
cause temporary or permanent damage to computer
and electronic devices.

Espionage: The practice of spying or obtaining
secrets from rivals or enemies for military, political,
or business advantage. Advances in IT and the prolif-
eration of tiny, embedded storage devices have added
considerably to espionage dangers.

High-Energy Radio Frequency (HERF): A
HERF gun can disrupt computer equipment by ex-
posing them to damaging HERF emissions. See also,
electromagnetic pulse.

Information Warfare: The actions intended to
protect, exploit, corrupt, deny, or destroy informa-
tion or information resources in order to achieve a
significant advantage, objective, or victory over an
adversary (Alger, 1996).

Organized Crime: Unlawful activities carried
out systematically by formal criminal organizations.
Advanced IT has introduced innovative forms of
organized cyber crime.

Perception Management: Describes the actions
aimed at influencing public opinion, or even entire
cultures and can cross the spectrum of corporate,
political, civilian, cultural, and military realms. In-
creasingly, Internet technologies are used to influence
public perception through the media.

ENDNOTES

! The Software Engineering Institute at Carn-
egie-Mellon University operates the Computer
Emergency Response Team Coordination Center
(CERT/CC). Giventhatattacksagainst Internet-
connected systems have become so common-
place and for other stated reasons, as of 2004,
the CERT no longer publishes incident numbers
(see www.cert.org/stats/cert_stats.html).

2 The Computer Security Institute annually con-
ducts the Computer Crime and Security Survey
with the participation of the San Francisco Fed-
eral Bureau of Investigation’s (FBI) Computer
Intrusion Squad (see www.gocsi.com).

8 A list of 75 security tools is provided at http:/
www.insecure.org/tools.html. Thislistisderived
in part from a hacker mailing list. Many of the
listed tools are free hacker tools that have been
around for years.
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Chapter IV
Bits and Bytes vs.

Bullets and Bombs:
A New Form of Warfare

John H. Nugent
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Mahesh Raisinghani
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... attaining one hundred victories in one hundred battles is not the pinnacle of excellence. Subjugating
the enemy s army without fighting is the true pinnacle of excellence. ~ Sun Tzu, The Art of War

There are but two powers in the world, the sword and the mind. In the long
run the sword is always beaten by the mind. ~ Napoleon Bonaparte

ABSTRACT

This chapter examines briefly the history of warfare, and addresses the likelihood that in the future wars may well
be fought, and won or lost not so much by traditional armies and/or throw weights; but rather based upon digital
offenses and defenses that are not constrained by geographic limitations or necessarily having overwhelming na-
tional resources. This changing landscape may well alter how nations or groups heretofore not a major threat to
world powers, soon may pose an even larger threat than that posed by conventional weapons, including weapons
of mass destruction (WMD), or at least approach parity with the destructive power of such weapons.

MACRO HISTORY OF WARFARE Inexaminingwarfare fromvarious viewpoints, we

see a progression from conflicts of a limited nature
The topic of warfare may be examined from different (scale, location, destructive power, etc.) to one where
vantage points. technology has mitigated to a large degree the linear

Copyright © 2008, IGI Global, distributing in print or electronic forms without written permission of IGI Global is prohibited.
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Figure 1. Historical analyses of warfare (Source: The University of Dallas Center for Information Assurance,

2005)

Warfare Defined
By era or period
By duration
By scale or level of destruction
By theater, geographic region, or weather
By type (tribal, civil, extraterritorial, guerilla, declared, undeclared, hot, cold, etc.)
By form (land, sea, air, space, Internet, some of or all five)
By weapons, technology, or intelligence

By leader personalities

By government forms or structures
By strategies and tactics

By drivers or reasons for, etc.

By national resources or national ages or stages

constraints of time, distance, and potential destruction.
That is, where small groups, tribes or armies fought
wars with weapons of arelatively limited capability in
the past (pre-1945); today, we have powerful nations
with significant resources that have strategic missile
systems capable of delivering tremendous destruc-
tive power (nuclear, biological, chemical) virtually
anywhere in the world at the push of a button in a
matter of minutes.

The one constant in conflicts throughout the mil-
lennium has been that the victors almost universally
were the adversary with the superior intelligence and
command, communication, and control infrastruc-
tures (C3I). And while large nation-states have such
strategic WMDs in their arsenals today, there is a
new threat which all need to be cognizant of, that of
the digital weapon where parties with significantly
fewer resources than a super power may pose threats
of an equally destructive nature. As James Adams has
pointed out, “The United States may be the uncon-
tested military superpower, but it remains defenseless
against a new mode of attack: information warfare”
(Adams, 2001).

No less than Nicholas Negroponte has pointed
out that the nature of our assets is changing from the
physical to the virtual (Negroponte, 1995). A sign
of this fact is the growth in the amount of digital or
digital information being stored today. Estimates of

this growing volume of stored information ranges
from one to two exabytes of new data a year, or ap-
proximately 250 megabytes of data for every man,
woman, and child on earth (Sims, 2002).

Moreover, most systems, operations, and in-
frastructure today are run via digitally controlled
systems ranging in degree of capability and security.
Additionally, with technological advances in digital
communications, most have come to recognize that
telecommunications is a subset of information tech-
nology, and not vice versa.

Therefore, today our current state is such that our
information base, control systems, and communica-
tionsmodesare all moving toadigital state thatiseven
more interconnected. This movement creates adigital
Achilles’ heel where, the most digitally advanced party
may also be the most vulnerable, or if adequately
protected, possibly the most dangerous.

That is, “the anatomy of the Internet allows com-
puter viruses [or other attacks] to spread much more
effectively thanwas previously thought” (Pastor-Sator-
ras, 2001). Moreover, the Internet lacks what Pastor-
Satorras identifies as the “epidemic threshold,” which
in human terms naturally limits the spread of diseases
across large segments of the population. And, “the very
feature of the Internet that makes it so robust against
random connection failures might leave it vulnerable
to intelligent attack” (Barabasi, 2000).
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An attempt to deal with this pervasive security,
and to address the need for more IP addresses, as well
as, mobility issues, is the development of IPv6 (Inter-
net Protocol version 6). This new IPv6 architecture
uses a 128-bit IP address (vs. a 32-bit IPv4 address
capability) not only to provide significantly more IP
addresses (3.4*10738), butalso to address communica-
tion security from the ground up. This means that in
the IPv6 architecture, security is being designed from
the ground up, vs. being treated as an after thought.
However, issues still remain during the transition
from IPv4 to IPv6 architectures; such as transition-
ing tools that can be exploited by creating a way for
IPv4 applicationsto connectto IPv6 servers, and IPv6
applications to connect to IPv4 services (Ironwalker,
2004). Moreover, since many firewalls permit UDP
traffic, IPv6 over UDP may transgress certain firewalls
withoutan administrator’s knowledge. Atpresent, the
IETF is addressing such issues.

THE NEW DIGITAL THREAT

Today the world’s population is larger and more
integrated than ever before. Today we have world
organizationsandreligious groups, international trad-
ing partners, international bodies such as the United
Nations and its many agencies, the World Court,
treaty organizations, multinational corporations,
and so forth, that all traverse traditional nation-state
boundariesinone form oranother. Thisgeographically
diverse but integrated world has, to a large degree,
evolved via technology advancements in land, air,
and sea transportation, technology breakthroughs,

Bits and Bytes vs. Bullets and Bombs

and communications technology enhancements and
deployments.

This increasing world integration, especially
digital integration, becomes apparent when examin-
ing the world population and the number of Internet
users there are now and will be in the near future as
seen in Table 1.

The counts and estimates of future Internet users
may well be on the low side however. With the intro-
duction of the $100 laptop by Nicholas Negroponte of
MIT’s Media Lab through his One Laptop per Child
(OLPC) organization in 2005, coupled with wireless
Internetaccess, the numbersof Internetusers may well
surpass the estimates presented thereby exacerbating
the digital threat even further (Kahn, 2005).

Robert Metcalfe, the “father of the Ethernet,” has
postulated that the value of the network increases
at a square of the number of nodes connected to the
network (Green, 2003). And just as value increases
with the number of interconnected users, sodo threats,
vulnerabilities, risks, and attacks.

This interconnected landscape presents the con-
dition where one or a few can reach, and potentially
cripple, many.

Moreover, justasaccessand “digital connectivity”
have increased, the time to react to digital threats,
risks, vulnerabilities, and attacks has decreased.
That is, there is an inverse relationship relative to the
number and capability of threats and attacks, and the
time to react to such attacks.

In 1990, itonly took the Nimda virus 22 minutes to
become the number one virus ever (ICSA/TruSecure,
2002). In January 2003, the Slammer worm became
the fastest spreading worm ever, infecting 75,000

Table 1. Number of people (Source: ITU [www.itu.org], 2001; U.S. Census Bureau [www.census.gov], 2005)

Year

2005 2015 (E)
World population estimates: 5.3 billion 6.4 billion 7.2 billion
Internet user estimates: 2.6 million 1.0 billion 2.0 billion
Users as a percent of world population: 15.6% 27.8%
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Figure 2. CERT incidents report (Source: www.cert.org, 2003)
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Figure 3. CERT vulnerabilities report (Source: www.cert.org, 2003)
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computers in approximately 10 minutes, doubling in what has been coined the Zero Day response time as
numbers every 8.5 seconds in its first minute of infec- this virus reached virtually every core Internet router
tion (Pearson Education, 2005). However, in 2004 the in less than an hour while causing an estimated $3.5
Sasserviruswaslaunched andthe world was faced with billion in damages (CipherTrust, 2004).
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Figure 4. Incidents and response times: An inverse
relationship
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And just as the number and severity of attacks has
increased, so has the negative financial consequences.
But the costs of creating this financial damage are
relatively small; principally being limited to the costs
of developing and/or launching a digital attack; as
the network to deliver an attack—the Internet and
potentially compromised servers wherever—is already
in place and available to all with the desire and skill
necessary to execute such an action.

Asalarming as the numbers in Table 2 are, in June
2001 Charles Neal, an FBI cyber-crime leader stated,

Table 2. Financial impact of virus attacks (Source:
Computer Economics, 2006)

Worldwide Impact in Billions of U.S. Dollars

YEAR IMPACT
2005 14.2
2004 17.5
2003 13.0
2002 11.1
2001 13.2
2000 17.1
1999 13.0
1998 6.1
1997 33
1996 1.8
1995 5
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“Only 2% of the companies that discovered their
sites had been compromised reported the incidents
to investigators” (Smetannikov, 2001). Moreover,
Neal continued, “We have identified thousands of
compromised sites, and we identified so many so
quickly we couldn’t tell all the victims they were
victims ...” (Smetannikov, 2001). Hence, it is likely
a fair assumption that the reported number of inci-
dents and the losses associated with those incidents
is low. Additionally, it is also probably a safe bet that
a number of government, criminal, terrorist, or other
bodies have been testing their attack techniques to see
just how fast they could invade nodes on the Internet;
for example, the Slammer Worm in 2003, a basically
harmless attack.

THE NATURE OF THE NEW
THREAT. SOME EXAMPLES

In 1997 the Department of Defense under an exercise
titled “Eligible Receiver,” found significant digital
weaknesses in the U.S. critical infrastructure (Glo-
balSecurity, 2005). But perhaps even more striking
was finding no fewer than 30,000+ Web sites which
provided either attack tools or techniques to penetrate
others’ systems. Such a proliferation of attack tools
and techniques shifts leverage to potential attackers,
even those relatively resource constrained and unso-
phisticated attackers.

As noted in a U.S. News and World Report article
in 1992, and subsequently refuted to be an April Fools
Day hoax, it was reported that the U.S. National Secu-
rity Agency had embedded software in a chip placed
ina French printer connected to the Iragi Air Defense
System, such that the Iraqi Air Defense System could
be controlled remotely by the U.S. Government (Arkin,
1999). Whether this story has veracity or not, it high-
lights the likelihood that many governments employ
technology exploitation practices of either an active or
passive nature. And with much of the world’selectronic
devices being made in Asia today, the opportunity for
a large manufacturer, or manufacturers, working in
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conjunction with its host government in the realm of
technology exploitation, is a real likelihood.

In September 1999, the U.S. Central Intelligence
Agency issued a warning to U.S. businesses that sent
their software offshore to be remediated relative to
Y2K software issues (Messmer, 1999). The Agency
listed the countries where the software remediators
were working hand in hand with the host governments
to not only fix the Y2K software issues, but to also
place a trap door in the code so those governments
could later enter the systems on which this software
was reloaded.

And justrecently, anemployee working for Sandia
National Laboratories, Shawn Carpenter, was reported
to have tracked down a crack Chinese hacker team
code named the “Titan Rain,” that had penetrated
and copied copious amounts of data from some of
America’s most classified sites (Thornburgh, 2005).
Carpenter reported that this team was so efficient
that they stayed on a site only 10 to 30 minutes, and
usually leftanalmost undetectable “beacon” (rootkit),
so they could reenter the respective system at will.
Carpenter reported these hackers left no audit trail
of their activities, and represented one of the most
sophisticated attacks he had ever seen.

This Titan Rain episode begs the question; if
these attackers were so competent, were these attacks
perhaps a country or party attacking the U.S. systems
via servers commandeered remotely while located in
China (known as a false flag attack)?

A FUTURE WAR SCENARIO

A future war and its outcome is likely to be based
on strategic and tactical digital thrusts and defenses
across geographical boundaries where assets are
taken electronically, are remotely controlled, or
destroyed by compromising their digital brains or
storage medium.

Communications technologies will become the
means for massive digital attacks that compromise

all matter of an adversary’s command, control, com-
munications, operations, and stored information.

Comprehensive attacks will be carried out by
relatively few skilled professionals in a time sensitive
manner across an interconnected Internet and other
networks.

New technologies such as specifically pulsed RF
energy will be employed to destroy digitally stored
information at significant distances while requiring
relatively little power, and which can bepositioned
long before being activated (Nugent, 2005).

CONCLUSION

As the world becomes even more digital and inter-
connected, and as the number and capability of users
increases, it is likely that adversaries will develop the
skills and abilities to implement both offensive and
defensive digital strategies, and develop capabilities
that support such strategies.

In this regard, it appears future wars may well re-
sultinone adversary capturing viarapid downloading
anotheradversary’snational digital assets, including its
digital economy, and then destroying that adversary’s
copy, while digitally controlling the adversary’s means
of command, control, and communications. That is,
an adversary will likely be able to make the other
digitally dumb, blind, deaf, and mute.

Moreover, the leading super powers of today may
well be challenged by second or third tier resource
constrained nations or technology capable groups,
such that a virtual shift in power takes place. Such a
threat may also lead to first strike strategies, thereby
increasing the threat level for all.

It is also likely that nation-states will have a more
difficult time in identifying adversaries launching
an attack, especially if such adversaries are groups
smaller than nation-states, and they use false flag
digital disguises to hide their true identities. This
occurrence would also complicate reactive, offensive,
and defensive measures.
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Such likely threats or actions require the develop-
ment and deployment of a new Internet architecture
more resilienttowrongful use for destructive purposes,
more powerful encryption, significantly more powerful
intrusion prevention systems, more securely developed
operating and applications software, better and more
timely patch capabilities, and intelligentdigital agents
residing on the networks of the world that can sense
and mitigate digital threats.
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TERMS AND DEFINITIONS

Achilles” Heel: Achilles’ heel refers to a fatal
weakness that leads or may lead to a downfall.

Beacon: See rootkit.

Bits: A bit refers to a digit in the binary numeral
system (base 2). For example, the number 1001011 is
7-bits long.

Bytes: A contiguous sequence of a fixed number
of bits. On modern computers, an 8-bit byte or octet
is by far the most common.

C3I: Command, control, communications, and
intelligence.

Cyberspace: The global network of interconnected
computers and communications systems.

Cyber War: A synonym for information war-
fare.

Digital: Adigital systemisone that uses numbers,
especially binary numbers, forinput, processing, trans-
mission, storage, or display, rather than a continuous
spectrum of values (an analog system) or non-numeric
symbols such as letters or icons.

Eligible Receiver: A network penetration test
run by the U.S. Department of Defense in 1997 that
highlighted significant defensive computer security
weaknesses. This test also identified over 30,000 Web
sites that provided attack tools or techniques.

Exabyte: An exabyte is a billion gigabytes, or ten
to the eighteenth power.

False Flag: False flag operations are covert op-
erations conducted by governments, corporations, or
other organizations, which are designed to appear as
if they are being carried out by other entities.

Hacker: A person who either breaks into systems
for which they have no authorization, or who exceeds
their authority levels in accessing information, in an
attempt to browse, copy, alter, delete, or destroy such
information.

IETF: The Internet Engineering Task Force is
a large open international community of network
designers, operators, vendors, and researchers con-
cerned with the evolution of the Internet architecture
and the smooth operation of the Internet. It is open to
any interested individual (www.ietf.org).

Information Warfare: The offensive and defen-
sive use of information and communication systems
to gain adversarial advantage by denying use of
information or the systems on which such informa-
tion is created, resides, or is transmitted, by copying,
altering, or destroying information or the means to
communicate by electronic means.

IPv4 and IPv6: IPv4 is the Internet Protocol (ver-
sion 4) primarily in use in 2006. It is a 32-bit address
architecture that permits up to 4 billion IP addresses.
A new Internet Protocol, IPv6 (version 6), permits
trillions of addresses (3.4*10"38), and has security
designed into its architecture from the initial design.
Moreover, IPv6 has designed in the capability to
efficiently and effectively pass mobile communica-
tions. A transition architecture pathway has also been
developed such that IPv4 networks may communicate
with IPv6 compliant networks.

Nimba: See virus.
NSA: The U.S. National Security Agency.
Phreaker: A synonym for a hacker.

Rootkit: “Rootkits are one of the many tools
available to hackers to disguise the fact that amachine
has been “rooted.” A rootkit is not used to crack into
a system, but rather to ensure that a cracked system
remains available to the intruder. Rootkits are com-
prised of a suite of utilities that are installed on the
victim machine. The utilities start by modifying the
most basic commonly used programs so that suspicious
activity is cloaked. Rootkits are extremely difficult to
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discover since the commands and programs appear
to work as before” (Bosworth & Kabay, 2002) Some
common utilities included in a rootkit are: Trojan
horses, backdoors, beacons, trapdoors, log wipers,
and packet sniffers.

Sasser: See virus.
Slammer: See virus.

Technology exploitation: The clandestine mask-
ing of a hidden function in a component, hardware,
software, or system that also provides a declared
overt function.

Titan Rain: The name given to penetrations of
highly classified U.S. governmental and institutional
databases emanating from servers in China in 2005.

Trapdoor: See rootkit.
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Virus: A virus is a self-replicating program that
spreads by inserting copies of itself into other execut-
able code or documents. A computer virus behaves in
a way similar to a biological virus, which spreads by
inserting itself into living cells. Well known viruses
have been named: Nimba, Slammer, and Sasser.

WMD: Weapons of mass destruction generally
include nuclear, biological, chemical, and, increas-
ingly, radiological weapons. The term first arose in
1937 in reference to the mass destruction of Guernica,
Spain, by aerial bombardment. Following the bombing
of Hiroshima and Nagasaki, and progressing through
the Cold War the term came to refer to more non-con-
ventional weapons.

Zero Day: A term that has come to mean zero
response time to a posed attack.



35

Chapter V
Infrastructures of Cyber Warfare

Robert S. Owen
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ABSTRACT

Discussions of cyber warfare tend to focus on weakening or disrupting a physical critical core infrastructure.
Critical infrastructures are systems and assets that if destroyed, would have an impact on physical security, eco-
nomic security, and/or public health or safety. Some have argued that meaningful, sustainable damage to critical
infrastructures is unlikely through cyber warfare tactics. However, damage to non-critical infrastructures could
inflict considerable economic damage and could cause an existing or emerging technology to lose acceptance in a
targeted region or society. War planners with goals of economic damage or decreased quality of life could achieve
these ends at relatively low cost without attempts to physically attack the critical infrastructure itself. Much of the
work to carry out attacks on non-critical infrastructures could be done by a worldwide network of volunteers who
might not even be aware of the motivations of the war planners or cyber terrorists. Non-critical infrastructures
that are vulnerable to damage are outlined and discussed. Greater concern for and attention to the vulnerabilities

of these non-critical infrastructures is advocated.

INTRODUCTION

This chapter makes an appeal for greater attention to
non-critical infrastructuresthatare vulnerable to cyber
warfare. Cyberwarfare discussions sometimes debate
the extent of damage that can or cannot be caused to a
critical infrastructure or if the infrastructure is even
vulnerable. The focus of these discussions tends to
presume a focus on weakening or disrupting a criti-
cal core infrastructure of some sort, such clogging
the bandwidth of an Internet connection or crashing

a server in the case of the Internet infrastructure.
Evidence, however, seemsto suggestthatitisunlikely
that cyber terrorists or other war planners could cause
meaningful damagetocritical infrastructuresthrough
cyber warfare tactics (Lewis, 2003).

Additional non-critical infrastructures are pro-
posed here asnecessary to the diffusion and continued
use of a technology: customer infrastructures that
include a social infrastructure and a commercial in-
frastructure, and a political/regulatory infrastructure
that moderates the customer infrastructures. Tactics
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that target these accompanying infrastructures could
be part of a larger strategy to disrupt the core tech-
nological or physical infrastructure in order to cause
economic damage or a decrease in quality of life.
Although such tactics are not likely to be useful for
immediate mass destruction of atechnology or associ-
ated physical infrastructure, they could be effective in
blocking the diffusion of an emerging technology or
of causing an existing technology to lose acceptance
in a targeted region or society.

BACKGROUND

Discussions of “cyber terrorism” tend to work from
a definition something like:

The use of computer network tools to shut down critical
infrastructures for the purpose of coercing or intimidat-
ing a government or civilian population. (cf., Caruso,
2002; Lewis, 2002)

“Critical infrastructures” are systems and assets
that if destroyed, would have an impact on physical
security, national economic security, and/or national
public health or safety (HR 3162, 2001) and includes
such industries or operations as (to name only a few)
energy, food, transportation, banking, communication,
government, and cyberspace itself (cf., DHS, 2003a,
2003h). “Cyberspace” referstothe interconnected com-
puters, servers, routers, switches, and cables that make
critical infrastructures work (cf., DHS, 2003a).

Although the sudden debilitating failure of some
critical piece of the cyberspace infrastructure might
be an objective of terrorism, the impact of smaller in-
cidents that could be used by cyber warfare strategists
tomerely temporarily “cripple” critical infrastructures
are perhaps more possible and more likely, and, in
aggregate, are perhaps much more costly overall.
Failures of critical infrastructures occur naturally in
ordinary every day life, causing power outages, flight
delays, and communication disruptions, and societies
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that depend on these critical infrastructures seem to
be resilient to these events; cyber attacks on these
critical infrastructures are likely to be less effective
than nature (cf., Lewis, 2002).

The perspective of the article is that while a
digital 9/11 is unlikely, smaller, perhaps individually
insignificant, incidents can serve two useful strategic
functions: they can erode public confidence in sys-
tems that rely on cyberspace, and they can be used
by cyberwar planners to prepare for future attacks.
In preparing for later attacks, cyberwar planners can
map information systems, identify key targets, and lace
an infrastructure with “back doors” that create future
points of entry (DHS, 2003a). Of greater interest in
the present chapter, erosion of public confidence in a
system is likely to cause less reliance on that system;
decreased use of a system due to lack of confidence
is in many ways the same end result as if a part of the
system had been destroyed by a single huge attack.
The primary difference is that a huge attack on a criti-
cal infrastructure might be impossible to implement;
many seemingly insignificant attacks, on the other
hand, could be easily implemented at low cost.

This chapter proposes that infrastructures other
than critical core infrastructures are vulnerable,
important, and deserving of greater attention. A
gang of thugs does not have to blow the foundation
out from under the house to force a resident out of
the neighborhood. Giving candy to neighborhood
children to throw rocks whenever the windows are
replaced could be every bit as effective. From that
perspective—that an important asset can be easy to
cripplewithathousand stoneseven though impossible
to kill with a single boulder—the goal of the present
chapter is to propose infrustructures that might be
associated with critical infrastructure vulnerability.
In addition to a critical core infrastructure—servers,
routers, switches, cables, and such in the case of the
Internet—this article proposes that we conceptually
consider a social infrastructure, a commercial infra-
structure, and a political/regulatory infrastructure in
devising strategies to defend against cyber warfare.
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THE MOST ECONOMICALLY
DESTRUCTIVE CYBER EXPLOITS

Physical destruction of the Internet infrastructure is
extremely unlikely. Instead, there are a number of
other exploits that might be classed by some as merely
“weapons of temporary annoyance,” butaswe will see,
these “annoyance” tactics can, and indeed do, resultin
billions of dollars in damage. Such damage—which
actually occurs - should collectively be considered
just as noteworthy in cyber warfare as is the damage
from asingle large infrastructure attack. An Internet
infrastructure attack—an attack on network systems
on which many users depend—is only one kind of
cyberspace exploitorincident. Other “lesser” incidents
could be weapons used in waging an infrastructure
attack (e.g., a denial of service attack), but as we will
see later, these could be conceptually associated with
other Kinds of infrastructures that lead to a crippling
of a technological infrastructure.

Other cyber exploits or incidents could include
(NIAC 2004a):

. Probe: An attempt to gain access to a system

. Scan: Many probes done using an automated
tool

. Account compromise: Unauthorized use of a
computer account

. Root compromise: Compromise of an account
with system administration privileges

. Packet sniffing: Capturing data from informa-
tion as it travels over a network

. Denial of service attack: Deliberately consum-
ing system resources to deny use to legitimate
users

. Malicious programs and malware: Hidden
programs or programs that do more than is ex-
pected, causing unexpected, undesired results
on a system

Inarecent survey of 700 organizations conducted
by the Computer Security Institute and the U.S.
Federal Bureau of Investigation, virus attacks were
found to be the greatest source of business financial

loss, amounting to losses of $42.8 million for survey
respondents in 2005. Unauthorized access amounted
to $31.2 million in losses, and theft of proprietary
information amounted to $30.9 million. Denial of
service was a distant fourth source of financial loss for
survey respondents, amounting to only $7.3 million
in losses (Gordon et al., 2005).

From this survey, then, we can see that malicious
software exploits were the most annoying financially,
being six times more costly than denial of service
attacks that more directly affect the Internet infra-
structure. Cashell et al. (2004) report that the total
cost of financial loss due to malicious software was
around $13 billion in 2003. Although the collective
$13billion/year cost of malicious software might seem
small in contrast to the estimated $50 billion cost of
the 9/11 terroristattack (Hutchings, 2004a), the latter is
likely to forever be difficult to repeat, while the former
is likely to be an easy repeat performance year after
year. While idealistic terrorists might prefer to draw
attention to a political agenda, war planners bent on
economic damage or decreased quality of life might
realize that cyber warfare can achieve economic de-
struction with relatively low cost — without attempts
to attack the critical infrastructure itself.

NON-CRITICAL INFRASTRUCTURE
ATTACK

If viruses and worms result in six times the losses of
denial of service attacks, then there certainly is reason
to focus on malicious software exploits as either a
weapon that is currently being used in cyber warfare
—whether or not we realize it—or as a weapon that
is S0 easy to use that it becomes a desirable weapon
to use in cyber warfare — even if cyberwar planners
don’t yet recognize its potential. In considering the
propagation of such attacks, we have to consider an
Internet infrastructure that exists on two levels (cf.,
NIAC 2004b):

37



. Core infrastructure: Routers, name servers,
and backbone links that make up the intercon-
nected network: what is typically discussed as
a critical infrastructure

. Customer infrastructure: Personal computers
and organizational networks that are part of this
interconnected network

The pointhereisthat personal computersinhomes
and business desktops become part of the physical
network that spreads malicious applications that
caused $13 billion in financial damage in 2003. A
war-waging state does not need to develop a nuclear
warhead or fly an airplane into a building in order
to cause billions of dollars in economic damage; a
campaign using malicious software could do the job
if economic damage rather than political attention is
the primary objective.

ECONOMICS AND POTENTIAL
FOR NON-CRITICAL ATTACK

Cyber attacks enjoy several advantages over physical
attacks. Cyber attacks can be done from a distance
without the necessity of being near a physical target
and without the necessity of possessing the mecha-
nism to carry a payload to a target. This allows the
attackers to obfuscate their identities, locations, and
paths of entry. In many cases, the work requires only
commodity technology that is widely available. Car-
rying out attacks could be subcontracted to individual
hackers who have the necessary technical expertise,
where the hacker does not necessarily share or even
know the motivation of the terrorist (cf., DHS, 2003a;
Warren & Furnell, 1999).

Hutchings (2004a, 2004b) notes that there is a
sizeable worldwide “youth bulge” that creates a lot
of “unemployed young guys,” including 21 of the 54
countries with large Muslim populations; he further
notes that half of the Saudi population is under the
age of 15. The worldwide pool of “unemployed young
guys” probably contains a few brilliant people who
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have nothing better to do than to develop malicious
cyber exploitsas an intellectual outlet. Evenwithouta
political reason to do so, members of this group could
very well harness a coordinated effort to cause havoc.
Under the influence of a social of political movement,
they are more likely to do so.

NON-CRITICAL INFRASTRUCTURES

The above discussion suggests that substantial eco-
nomic damage can be had without necessarily causing
damage or disruption to the core or critical infrastruc-
ture - the backbone computers, routers, cables, and
such. Economic damage to a society can be gained
through attacks on other infrastructures. Below isan
expansion on the idea of the core + customer infra-
structure idea of NIAC (2003b).

Below, the customer infrastructure of NIAC is
broken out into two component parts: a social infra-
structureandacommercial/competitor infrastructure.
An additional political/regulatory infrastructure is
added to that model as a factor that can moderate envi-
ronmental effects on the other three infrastructures.

Core Technical Infrastructure

Incyberspace, thisisthecritical Internetinfrastructure
of backbone computers, routers, cables, and such.

Social Infrastructure

In order for the core technical infrastructure of
cyberspace to diffuse into common use, a social
infrastructure is also required (cf., Rogers 1995). In
cyberspace, if consumers hadn't adopted the micro-
computer as a household appliance, hadn't adopted
Web surfing as a pastime, and hadn't adopted online
information gathering or shopping as a trustworthy
way of doing business, retail Internet commerce could
not have diffused.

Although cyberspace is diffused, cyber warfare
can be waged that constricts the social infrastructure.
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If people lose confidence in the reliability or safety
of cyberspace, then cyber warmongers win the battle.
If consumers are afraid that “sniffing” is commonly
used in identity theft, then they might disengage from
the conduct of Internet commerce. If business users
continually lose valuable email messages in the noise
of spamthat doesn'tevenadvertise anything, thenthey
will decrease reliance on that mode of communication.
The core critical infrastructure itself does not have to
be attacked in order to suffer effects that cripple it.

Competitive / Commercial
Infrastructure

The role of marketing actions and the role of competi-
tive actions are also important in the diffusion of a
social infrastructure (cf., Frambach, 1993; Gatignon
& Robertson, 1985; Robertson & Gatignon, 1986).
For cyberspace to evolve, commercial enterprises
had to start putting goods or information up for sale
or distribution through the Internet before consumers
could become accustomedtoandaccepting of Internet
based commerce. The competitive infrastructure and
the social infrastructure are interdependent: con-
sumers had to start buying in order for commercial
business to become motivated to conduct Internet
commerce, and Internet commerce had to exist before
consumers would adopt this form of promotion and
distribution.

Aswith the social infrastructure, it is not unthink-
able to consider that the commercial infrastructure is
vulnerable to constriction even though it has already
diffused. If probes, scans, account compromise, and
suchareseenascostly vulnerabilities, then less Internet
access might be offered to consumers or commercial
partners. If the threat of malicious software is an is-
sue, then business could restrict the use of email for
employees. There is the same loss of use of a tech-
nology whether a cyber terrorist permanently blows
up a piece of the core infrastructure or if commerce
voluntarily disengages in some uses of the technol-
ogy due to the “less critical” annoyances that cyber
warfare has created.

Political / Regulatory Infrastructure

Finally, without a regulatory infrastructure, Internet
commerce could not diffuse. Communication proto-
cols had to exist; a way for business to lay claim to I[P
addresses and domain names had to exist. A way to
resolve disputes in this process had to exist. Rules of
civility in the conduct of business had to exist.

An incomplete set of enforceable rules and sanc-
tions, however, leavesthe various non-core cyberspace
infrastructures vulnerable. For example, email users
receive spam thathas nocommercial message, whereby
the intention of the sender might be to create noise
in email boxes or to see if the messages are received
for future attacks. Without sanctions to the senders,
withoutsanctionsto service providerswho allow send-
ers to conduct such operations, and without sanctions
to nation-states that permit such activities, the current
state of this kind of spam will only get worse as the
brightest of the “unemployed young guys” look for
ways to use their time. Regulation of cyber activities
on aworldwide level would seem to be implementable
(cf. Grove et al., 2000).

FUTURE TRENDS

Currentthought seemsto be that cyber attacks on criti-
cal infrastructures are not an especially large threat.
Incidents in cyberspace tend to be considered either
as issues of crime or as issues of pranks. These non-
critical incidents, whatever the motive behind them,
are nonetheless costly from an economic sense. |If
the objective of a war planner is to cause economic
hardship and decreased quality of life, then attacks
on non-critical infrastructures might one day attract
the attention of war planners. Cyber attacks, while
probably not effective on critical infrastructures,
are easy to implement and might eventually become
useful weapons even if currently being ignored. A
growing population of young, educated, but unem-
ployed people will be readily available in the future
to deploy in cyber war tactics. When that happens,
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an understanding of the vulnerabilities in non-critical
infrastructures would be helpful in defending against
cyber war tactics.

CONCLUSION

Attack onthe critical core technological infrastructure
of the Internet is not likely but also is not necessary
in waging a cyber war. Although the intention of a
terrorist organization might be to cause harm in a
way that is noticeable, a person, organization, or state
could have interest in conducting warfare that causes
economic or quality of life damage, whether or not it
is suddenly noticed. Damage does not have to occur
through disruption of a critical core infrastructure; it
can occur through disruptions of the customer infra-
structures: a social infrastructure and a commercial
infrastructure.

Attacks on the social and commercial customer
infrastructures are enabled or inhibited through a
regulatory infrastructure. If attacks on cyberspace
infrastructures emanate from a particular place, then
that place could be held liable. For example, denial
of service attacks might have been instigated by in-
dividuals who cannot be traced because the attack
was by stealing access to a compromised account.
Although these individuals might not be easily found,
the owner of the compromised account could be held
responsible for not updating applications that allowed
the compromise, or the server owner could be held
responsible for not monitoring unusual activities in
accounts on that server. Viruses and worms can be
spread by household computersthatare using outdated
operating systems and protection applications. If
laws can be passed that require automobile drivers to
maintain auto safety and emissions standards, then the
safety standards could be required of those who use
the information superhighway. If nation-states can be
scrutinized inassociation with nuclear or bioterrorism
activities, then it should be thinkable to scrutinize
those who associate with cyber activities.
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TERMS AND DEFINITIONS

Cyber Terrorism: The use of computer network
tools to shut down critical infrastructures for the
purpose of coercing or intimidating a government or
civilian population.

Cyber Warfare: The use of exploitsincyberspace
asaway to intentionally cause harm to people, assets,
or economies.

Cyberspace: The interconnected computers, serv-
ers, routers, switches, and cables that make critical
infrastructures work.

Critical Infrastructure: Systems and assets
that if destroyed, would have an impact on physical
security, national economic security, and/or national
public health or safety.

Core Infrastructure: A physical or technological
infrastructure; this is probably the critical infrastruc-
ture in most cases.

Customer Infrastructure: An infrastructure
that depends on or is an outgrowth of the core infra-
structure.

Social Infrastructure: A customer infrastruc-
ture of people who decide to use or not use a core
infrastructure.

Commercial / Competitive Infrastructure: A
customer infrastructure of organizations that use or
don’t use a core infrastructure.

Political / Regulatory Infrastructure: Gov-
ernment, industry, and political entities which can
provide incentives and sanctions to enable or inhibit
an infrastructure.

Exploit: An action that takes advantage of weak-
nesses or vulnerabilities in software or hardware.
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ABSTRACT

The new millennium has had a major impact, the world in which we live is changing. The information society is
becoming a global society, the growth of electronic businesses is developing new industrials markets on a global
basis. But the information society is built on a very fragile framework—the Internet. The Internet is at risk from
attacks, historically it was sole hackers, but we are now seeing the development of cyber terrorist organisations.
This chapter will explore the ways in which terrorist organizations use the Internet and builds upon a number of

case studies focusing upon the middle east.

INTRODUCTION

Many aspects of our modern society now have either a
direct or implicit dependence upon information tech-
nology (IT). Assuch, acompromise of the availability
or integrity in relation to these systems (which may
encompass such diverse domains as banking, govern-
ment, health care, and law enforcement) could have
dramatic consequences from a societal perspective.

In many modern business environments, even
the short-term, temporary interruption of Internet
and e-mail connectivity can have a significantly
disruptive effect, forcing people to revert to other

forms of communication that are now viewed as less
convenient. Imagine, then, the effect if the denial of
service was over the long-term and also affected the
IT infrastructure in general. Many governments are
now coming to this realisation.

The term terrorist or terrorism is a highly emotive
term. But the general term, terrorist, is used to denote
revolutionaries who seek to use terror systematically
to further their views or to govern a particular area
(Wilkinson, 1976).

Cyber terrorism is a different form of terrorism
since physical systematic terror doesnotoccur (unless,
forexample, the attack causes a critical system tofail),
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but systematic wide spread destruction of information
resources can occur. The problem relates to the fact
that a terrorist group could easily be perceived as a
resistance group carrying out lawful actions. In the
context of this chapter all groups will be defined as
terrorist/resistance groups in order to give a neutral
perception of their activities and aims.

This chapter sets out to consider the scenario
in which technology infrastructures or services are
targeted deliberately by “cyber terrorists.”

THE CYBER TERRORIST

Recentyears have seen the widespread use of informa-
tion technology by terrorist-type organisations. This
has led to the emergence of anew class of threat, which
has been termed cyber terrorism. This can be viewed
as distinct from “traditional” terrorism since physical
terror does not occur and efforts are instead focused
upon attacking information systems and resources.
(Hutchinson & Warren, 2001).

When viewed from the perspective of skills and
techniques, there is little to distinguish cyber terror-
ists from the general classification of hackers. Both
groups require and utilise an arsenal of techniques in
order to breach the security of target systems. From
a motivational perspective, however, cyber terrorists
are clearly different, operating with a specific political
or ideological agenda to support their actions. This
in turn may result in more focused and determined
effortstoachieve their objectivesand more considered
selection of suitable targets for attack. However, the
difference does not necessarily end there and other
factors should be considered. Firstly, the fact that
cyber terrorists are part of an organised group could
mean that they have funding available to support their
activities. This in turn would mean that individual
hackers could be hired to carry out attacks on behalf
of a terrorist organisation (effectively subcontracting
the necessary technical expertise). Inthissituation, the
hackers themselves may not believe in the terrorist’s

“cause,” but will undertake the work for financial gain
(Verton, 2003).

Propaganda and Publicity

Terrorist groups have difficulty in relaying their
political messages to the general public without be-
ing censored: They can now use the Internet for this
purpose. Differentterroristgroupsand political parties
are now using the Internet for a variety of different
purposes. Some examples are:

. Tupac Amaru Revolutionary Movement
(MRTA): In 1997, a Peruvian terrorist group
know as MRTA took over the Japanese embassy
in Perutaking anumber of hostages. Duringthis
time, the Web Site of the MRTA contained mes-
sages from MRTA members inside the embassy
as well as updates and pictures of the drama as
it happened.

. Chechen rebels: Chechen rebels have been
using the Internet to fight the Russians in a
propaganda war. The rebels claimed to have
shot down a Russian fighter jet, a claim refuted
by the Russians until a picture of the downed
jet was shown on www.Kavkaz.org, the official
Web site of the Chechen rebels. The Russians
were forced to admit their jet had in fact been
shot down.

. Fundraising: Azzam Publications, based in
London and named after Sheikh Abdullah Az-
zam, a mentor of Osama bin Laden; is a site
dedicated to Jihad around the world and linked
to Al Qaeda. It is alleged that the Azzam Pub-
lications site, which sold Jihad related material
from books to videos, was raising funds for the
Taliban in Afghanistan and for guerrillas fight-
ing the Russians in Chechyna. After September
11, Azzam Publications came under increased
pressure to the point where its products could
no longer be purchased through their site. In a
farewell message published on their site they
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Figure 1. Example of Azzam multi language sites
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provide alternativestoensure that funds canstill
be raised and sent around the world to fight the
“struggle.” In 2002 the main Azzam site went
back online, offering the same fundraising op-
tions. The new site also mirrored itself around
the world and provides its content in a number
of languages including: Arabic, English, Ger-
man, Spanish, Indonesian, Bosnian, Turkish,
Malay, Albanian, Ukranian, French, Swedish,
Dutch, Italian, Urdu, and Somalian (as shown in
Figure 1). The reason for doing this according
to the Azzam site “is to protect against Western
Censorship Laws.” It will probably prove to be
difficult to close the Azzam site in the future,
when the information is mirrored around the
Internet in a variety of languages.

. Information warfare: Cyber terrorism or the
more appropriate term information warfare
as discussed earlier is becoming a common
technique used to attack organisations. Cyber
terrorist groups employ what is known as
hacktivism. Hacktivists are activists involved
in defacing the site of an enemy for a political
cause for example, a cyber terrorism group or
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a group acting on behalf of a cyber terrorism
group (Meikle, 2002; Warren & Hutchinson,
2002).

CASE STUDY 1

Terrorist organisations are organisations, that have
the ability to reflect and learn (Warren, 2005). An
example of this is the Hezbollah group, their initial
Internet presence was focused upon a Web site that
contains just limited information. This Web site sim-
ply represents a propaganda tool for them to get their
message to the outside world without any political
constraint or censorship.

Thegroup developed their basic site into something
much moreadvanced. It contains extensive information
abouttheir military campaignsand political activities.
The site also contains extensive information about
their operations from all around the world, not only
their own resources.

The site also includes readers letters, where in-
dividuals can openly support the aims of Hezbollah,
it also offers cartoons, various images, multimedia,
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Figure 2. Early
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The multimediaaspect of the site includes pictures
taken of combat situations, video clips, news reports,

and audio recordings of Hezbollah speeches.

In the example of the Iragi War during 2003 you had
a situation that included hackers, viruses, and online
propaganda. What makesthis differentto the previous
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Figure 4. Current Hezbollah site (2006)
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Figure 5. Sample selection of multimedia content found on the Hezbollah site

cyberwars forexample, the Serbian-NATO cyber war, .
is the fact that more than two parties are involved and
the motivation is based upon ideologies—religious
and political. What also makes this cyber war of in- .
terest are the three parties involved. These included

(Warren, 2003):
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U.S. based hackers who are inspired by patrio-
tism and wish to attack anything that can be
considered as an Iraqi target

Islamic-based hackers who are trying to carry
out an online Jihad against perceived allied
targets
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. Peace activists who are trying to use the Web to
promote a peaceful message via Web sites—but
what would have been the next step for the radi-
cal peace activists if the war had continued?

The situation was very confusing as you had the
U.S. government NIPC releasing an advisory on
February 11, 2003, trying to restrain “patriotic hack-
ing” on behalf of the U.S. government (NIPC, 2003).
They defined that attacks may have one of several
motivations (NIPC, 2003):

. Political activism targeting Iraq or those sym-
pathetic to Iraq by self-described “patriot hack-
ers”

. Political activismor disruptive attacks targeting
United States systems by those opposed to any
potential conflict with Iraq

. Criminal activity masquerading or using the
current crisis to further personal goals

During this period there were active pro-Islamic
hacking groups such as the Unix Security Guard

Figure 6. Cyber terrorism at work

(USG), their strategy was trying to deface sites with
their pro-Iragi political messages (Warren, 2003).
A typical antiwar successful hack is illustrated in
Figure 6.

Following the defeat of Iraqi forces and the resto-
ration of a democratic government, Iragi resistance
groups formed to fight new government and occupy-
ing military forces. These new resistance groups
turned to the Internet (see Figure 7) for the reasons
described previously, butwith some differences, these
are (Warren, 2005):

. Recruitment of volunteers

. Focus on Arabic rather than English Web sites
and content

. Mirroring informationaround the world, making
it harder to remove

. Spreading information on making explosives,
how to use captured foreign firearms, and so
forth

A final point to note is that cyber terrorist activ-
ity could also be used in conjunction with or to sup-
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Figure 7. Iraqgi resistance groups at work
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port more traditional attacks. For example, hacking
techniques could be employed to obtain intelligence
information from systems, which could then be used
as the basis for a physical attack.

CONCLUSION

Another observation is that cyber attacks offer the
capability for terrorist activities with wider-reaching
impacts. With traditional terrorist activities, such as
bombings, the impacts are isolated within specific
physical locations and communities. In this context,
the wider populous act only as observers and are not
directly affected by the actions. Furthermore, acts of
violence are not necessarily the most effective way
of making a political or ideological point-the media
and public attention is more likely to focus upon the
destruction of property and/or loss of life than whatever
“cause” the activity was intended to promote. The
ability of cyber terrorism activities to affect a wider
population may give the groups involved greater lever-
age in terms of achieving their objectives, whilst at
the same time ensuring that no immediate long-term
damage is caused which could cloud the issue. For
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example, in a denial of service scenario, if the threat-
ened party wastoaccede tothe terroristdemands, then
the situation could (ostensibly at least) be returned to
that which existed prior to the attack (i.e. with service
resumed). This is not the case in a “physical” incident
when death or destruction has occurred.

Cyber terrorists operate with a political agenda.
Thismotivation (which could oftenbe more accurately
described as fanaticism) will mean these types of at-
tacks will be more specifically targeted and aimed at
more critical systems. This collective action would do
more harm than the action of a single hacker. There is
also the issue of funding, since terrorist groups could
have substantial funds available, they could easily
employ hackers to act on their behalf.

Whether we like it or not, we have developed a
significant (and increasing) dependence upon infor-
mation technology. The Internet is available 24 hours
a day and cyber terrorist groups that view developed
countries as a target will be able to attack 24 hours a
day. This means that all organisations could feel the
impact as their sites are attacked just because they
happen to be in Australian, Japan, USA, and so forth.
Only the future will show the risks that we face from
the threat of cyber terrorism
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TERMS AND DEFINITIONS

Note: Definitions from Dictionary.Com (http://diction-
ary.reference.com/browse)

Cyber Terrorism: Terrorism conducted in cyber
space, where criminals attempt to disrupt computer
or telecommunications service.

Hacker: Onewhouses programmingskillstogain
illegal access to a computer network or file.

Internet: An interconnected system of networks
that connects computers around the world via the
TCP/IP protocol.

Risk: The possibility of suffering harm or loss;
danger.

Security: Something that gives or assures safety,
as: (@) Measures adopted by a government to prevent
espionage, sabotage, or attack; (b) Measures adopted,
as by a business or homeowner, to prevent a crime.

Terrorist: One that engages in acts or an act of
terrorism.

Terrorism: The unlawful use or threatened use
of force or violence by a person or an organized
group against people or property with the intention
of intimidating or coercing societies or governments,
often for ideological or political reasons.
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ABSTRACT

Steganography, the process of hiding information, can be used to embed information or messages in
digital files. Some uses are legitimate, such as digital watermarking or the combination of text with
medical images. But the technique can also be used for criminal purposes or by terrorists to disguise
communications between individuals. We discuss some commonly available steganographic tools, the
detection of stegonography through steganalysis, and future challenges in this domain. In the future, the
legality of steganography may depend on legal issues and challenges. Jurisdictional differences may play
a role. Privacy will have to be balanced by the duty of authorities to safeguard public safety, both from
threats by criminals and terrorists. Techniques for steganalysis will become increasingly important, and
will be complicated by the use of the Internet and emerging technologies such as VOIP. Packet routing
complicates analysis of files, and new data streams offer new opportunities for hiding information. An
internationally coordinated response to threats may be necessary.

INTRODUCTION data or messages within files, so that the files, which

might appear to be legitimate, would be ignored by
Steganography is the process of hiding information. authorities. Steganography has been practiced since
In the digital environment, steganography (which the times of ancient Greece. Ancient steganographic
literally means “covered writing”) involves hiding methods where simple yet effective; for example, a
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message in a wooden tablet was covered with wax
thereby hiding the message. Another method was to
shave a messenger’s head, tattoo a message on his
scalp, and let the hair grow back only to shave it again
when the messenger arrived at his destination (Jupi-
termedia Corporation, 2003). More technical forms
of steganography have been in existence for several
years. Infact, international workshops on information
hiding and steganography have been held regularly
since 1996 (Moulin & O’Sullivan, 2003). However, the
majority of the development and use of computerized
steganography has occurred since 2000 (Cole, 2003).
Steganography does not necessarily encrypt a mes-
sage, as is the case with cryptography. Instead, the
goal is to conceal the fact that a message even exists
in the first place (Anderson & Petitcolas, 1998), so
that anyone intercepting and viewing the file (image,
document, e-mail, etc.) would not be readily aware of
the hidden bits. Moderntechnologies have enabled the
embedding of hidden messages efficiently and easily.
These computerized tools encode the message, and
then hide it within another file.

BACKGROUND: LEGITIMATE
USE OF STEGANOGRAPHY

There are several useful applications for steganog-
raphy. Much like “watermarks” and embossing have
been used for many years to identify banknotes or
other important documents, “digital watermarks”
can be introduced into files to identify the ownership
of the digital content, such as an image or music file.
This tool for preserving intellectual property rights
(copyright, trademark, etc.) enhances the ability of
the creator to safely distribute his or her work without
fear of copyright infringement (Nikolaidis & Pitas,
1996). It also enables legitimate monitoring of the use
of such files. Intelligent software agents (“bots”) can
be used to search the Web for files (JPG-image files,
for example), which might encompass the embedded
string of ownership information (the digital water-
mark). In this way, for example, a journalist or artist
might ensure that their digital signature (typically a

unique serial number used as a virtual “fingerprint”)
is found only in images displayed on Web pages that
have licensed their use and not for unauthorized uses
(Moulin & O’Sullivan, 2003).

Another use of steganography involves sending a
secret message (Anderson & Petitcolas, 1998). Other
uses include hiding messages in radio advertisements
to verify that they are run as contracted, embedding
comments in a file, embedding a patient’s name in
medical image data, and embedding multilingual
soundtracks in pay-per-view television programs
(Anderson & Petitcolas, 1998; Moulin & O’Sullivan,
2003). Embedded digital watermarks also have been
used to identify copyrighted software (Hachez, 2003)
and to prevent music and video files from being il-
legally copied.

RISKS POSED BY
STEGANOGRAPHY

Though mostindividuals generally utilize the benefits
of modern technology to increase productivity or for
other positive outcomes, other individuals will use
technology for detrimental activities, such as cyber
theft and the planning of terrorist attacks. One need
look no further than Osama bin Laden and his terror-
ist network, Al Qaeda, to see evidence of the latter.
U.S. intelligence has evidence that Al Qaeda uses the
Web to conduct operations (Cohen, 2001). Known
examples include Mohamed Atta making airline
reservations on Americanairlines.com, members
using Yahoo e-mail, and members using the Web to
research crop dusters in an effort to determine how
effective they could be in chemical attacks. A more
recent example concerns the use of steganography by
a radical Muslim infiltrator of the Dutch Intelligence
Service (Reporter, 2004). Similarly, steganography
has been used for criminal purposes. An extortionist
in The Netherlands demanded that the victim, a food
producer, hide information regarding a bank account
with the ransom in a picture placed on the Web site of
a major newspaper (Ringelestijn, 2004).
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Table 1. Examples of steganography tools

Steganography

Tool File Types Cost ADDRESS
Camouflage Several Free http://www.downseek.com/download/5746.asp
Invisible Secrets v4.0 JPG, PNG, BMP, HTML, and $39.95 http://www.stegoarchive.com/
WAV
SecurEngine 2.0 BMP, JPG, and TXT Free http://www.freewareseek.com
Camera/Shy GIF and Web pages Free http://sourceforge.net/projects/camerashy/
Stegdetect (XSteg) Detects the presence of Free http://packages.debian.org/cgi-bin/download.pl
steganography in JPG images.
MP3Stego MP3 Free http://www.petitcolas.net/fabien/software/index.html
Hydan Executables Free http://www.crazyboy.com/hydan/

STEGANOGRAPHIC SOFTWARE
TOOLS

The availability of simple steganography tools has
made it relatively easy for terrorists and other crimi-
nals to hide data in files. In fact, law enforcement
is concerned with steganography as an easy-to-use,
readily-available method for the exchange of illicit
material (Jajodia & Johnson, 1998).Steganography
tools are readily available on the Web; many are even
available for free (interested readers can see sites such
as http://www.pcworld.com/downloads/ for more in-
formation). Notonly canterroristsand other criminals
use steganographic tools to hide messages inside files
on their own Web sites and e-mail, but they also can
use hacking techniques to invade other Web sites and
hide their messagesthere. Itistheorized (Cohen, 2001)
that Al Qaeda uses porn sites to hide their messages
because porn sites are so prevalent and because they
are among the last places Muslims would be expected
to visit. Therefore, porn sites might provide an extra
level of protection from detection.

For example, SpamMimic is a method for disguis-
ing hidden messages within e-mail and other commu-
nications. Someone wishingto disguise amessage can
visit http://spammimic.com and type a message. The
Web site will then translate that text into a seemingly
innocuous e-mail message that looks like spam, but
can be sent as a regular e-mail. (The sender can cut
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and paste this bogus message into an e-mail client.)
Therecipientcanthenvisitspammimic.comtodecode
the message, thus revealing the original unencoded
message. Although the legitimacy of this software is
questionable (i.e., do other people have access to the
messages turned into spam or is spammimic.com
actually run by a government agency?), it is an inter-
esting concept and perhaps will be further developed
inthe future. User-friendly steganographic resources,
such as spammimic.com, increase the workload for
government monitoring programs, such as Carnivore
and Echelon, by making them process spam rather
than simply discarding it (Clark, 2001).

There are other, arguably less technical, methods
of using the Web to disseminate secret information.
The content and placement of items on a Web site
could be used to convey secret meaning. An example
of this low-tech version of steganography could be
as straightforward as displaying a Web site image
of a man wearing a blue shirt. This image may tip
off operatives that a certain attack is scheduled for
Tuesday. For terrorists, the benefits of using the Web
to convey information include the speed, reach, and
clandestine nature of the Web. According to Matthew
Devost of the Terrorism Research Center, using steg-
anography “avoids the operational security issues that
exist anytime conspirators have a physical meeting”
(Cohen, 2001).
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STEGANOGRAPHY TOOLS
AVAILABLE TO THE PUBLIC

Certainsteganographictoolsareavailable onlytoselect
governmentagencies, butthereare many toolsavailable
on the Web—many are available free of charge. Table
1 presents some examples of steganography tools. For
a more inclusive list, the interested reader is directed
to http://www.jjtc.com/Steganography/toolmatrix.
htm. This site, maintained by Neil F. Johnson, lists
and describes approximately 150 examples of steg-
anographic software.

Initially, steganography tools were only capable of
hiding information in image files. Recently, however,
steganography programs have emerged that can hide
files inmany othertypes of files, including sound, text,
executables, and even unused portions of disks.

STEGANALYSIS: THE DETECTION
OF HIDDEN DATA IN FILES

Steganalysis is the process of hunting for small devia-
tions in the expected patterns of a file (Cohen, 2001)
and utilizes a process of detecting steganographic
carrier files. “Most current steganalytic techniques
are similar to virus detection techniques in that they
tend to be signature-based, and little attention has
been given to blind steganography detection using
an anomaly-based approach, which attempts to detect
departures from normalcy” (Claypoole Jr., Gunsch,
& Jackson, 2003). A current area of research focuses
on genetic algorithms to detect steganography using
statistics (Claypoole Jr. et al., 2003). As law enforce-
mentagenciestake steganography more seriously, there
will certainly be increased efforts to efficiently and
effectively detect and isolate potential carrier files.

STEGANOGRAPHICALLY
EMBEDDED DATA ARE BRITTLE

Files containing steganographic data are brittle; the
embedded data are fragile. The embedded data may

bealtered or deleted purposefully oraccidentally. One
simple way to eliminate steganographic data in a host
file is to save the file in another format and either leave
the file in the new format or resave it in the original
format. Even slight changes in compression (or other
file transformations) will destroy the hidden message
(Cole, 2003). For example, converting the JPG file
into another graphics file format, then back to JPG
would result in a file with substantially similar visual
characteristics, but with the embedded information
surely scrambled or otherwise destroyed.

FUTURE LEGAL ISSUES AND
CHALLENGES

As with other new technologies, there are issues that
existing laws donotaddress. However, evenwhen laws
involving the Internet are enacted, they are typically
difficult to enforce. The issue of jurisdiction will need
to be decided because most Internet communications
cross state lines and international borders. What may
be illegal in one country may not be so in another.
In 1952, the United States enacted section 1343 of
the Federal Criminal Code. Section 1343 included a
wire fraud provision, which was extended to encom-
pass the Internet. It is a federal offense to use any part
of the telecommunications system in a criminal act
(Cole, 2003). In order to monitor phone conversations,
a court order must be obtained from a judge. The
court order applies to a specific phone number only.
Criminals could easily bypass this by using dispos-
able cell phones (Charny, 2001). Another challenge is
the emergence of new technologies, such as the voice
over Internet protocol (VolP), which breaks phone
conversations into data packets, sends them over the
Internet, and reassembles them at the destination. To
monitor this traffic, a few central locations would have
to be set up where voice streams could be diverted and
then be copied before resending them to the intended
destination (Wired News, 2003). It would be much
more effective to monitor right after the starting point
when packets are not separated over different routes
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or right before the destination, when all packets fol-
low a single path.

Thereisadelicate balance between loss of personal
privacy and the greater good of society. Indeed, groups,
such as the American Civil Liberties Union (ACLU),
are fighting to maintain privacy and to prevent law
enforcement agencies from monitoring communica-
tions. The following is a summary of the ACLU’s
position on privacy and technology:

The United States is at risk of turning into a full-
fledged surveillance society. There are two simultane-
ous developments behind this trend:

. The tremendous explosion in surveillance-en-
abling technologies. George Orwell’s vision of
‘Big Brother’ has now become technologically
possible.

. Even as this technological surveillance mon-
ster grows in our midst, we are [weakening]
the legal restraints that keep it from trampling
our privacy. (American Civil Liberties Union,
2003)

Although government agencies typically are pre-
sumed to be acting in the best interests of the public,
there is always the possibility that legislation is used
for other purposes than intended. For instance, a
Michigan state law enacted March 31, 2003, based
on the Digital Millennium Copyright Act (DMCA)
and originally intended to protect cable TV operators
and broadband providers, contained the provision
“A person shall not assemble, develop, manufacture,
possess, deliver, or use any type telecommunications
access device by doing, but not limited to, any of the
following: ... (b) Conceal the existence or place of origin
or destination of any telecommunications service.”
(Act 328 of 1931, 2004) The law had to be amended in
2004 because in its original form, the legitimate use
of technologies, such as steganography, was clearly
prohibited. Similarly, the possibility exists that some
information gathered by authorities will be used for
illegitimate purposes.

In recent years, the U.S. government has pushed
for increased access to communications and restric-
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tions of the use of encryption technology. Similar to
the Communications Assistance for Law Enforcement
Act of 1994 (CALEA) in the United States, the Eu-
ropean Parliament passed the Communications Data
Protection Directive in 2002. When implemented by
the individual member states, authorities can order
telecommunications companies to store all electronic
communications, including phone calls, e-mails, and
Internet use, for indefinite periods. With regard to
specific technologies to hide data, the European Union
takes a more permissive approach. Neither continent
has enacted laws restricting the use of steganography
specifically, nor is likely that legal restrictions on the
use of steganography will be implemented.

Even if efficient and effective steganography
monitoring can be implemented, it remains to be
seen whether or not the potential loss of privacy is
worth the potential thwarting of criminal activities
and terrorist plots.

FUTURE NEED: STEGANOGRAPHY
DETECTION SYSTEMS

Publicly available sources do not currently address
how files with steganographic contents can and should
be detected, other than that specific software tools are
available to check for steganographic content. Consid-
ering the large volume of files sent over the Internet, it
would be impossible or impractical to check all traffic.
Rather, a manageable number of files to be examined
must be selected in order to make detection feasible.
It is entirely possible that government systems, such
as Carnivore and Echelon, have already implemented
techniques to achieve this goal.

The Internet has indeed increased the potential for
both legitimate and illegitimate parties to communi-
cate efficiently, effectively, and secretly. The Internet
offers several communication protocols, including
e-mail, FTP, IRC, instant messaging (IM), P2P (e.g.,
Napster and Kazaa), HTTP (Web sites), and WSDL
(Web services). By some accounts, there will soon be
trillions offiles transmitted each year over the Internet
(Cole, 2003). Herein lies the difficulty—how will law



Steganography

enforcement agencies and security officials identify,
isolate, intercept, and address files that contain crimi-
nal or terrorist intent? There are no easy answers to
this question. A comprehensive solution will require
cooperation between Internet access providers (such
as, Internet service providers [ISPs]) and agencies such
as law enforcement agencies, the Department of De-
fense, and the new Department of Homeland Security.
Access providers can be a first line of defense against
criminal activity on the Internet, because they carry
nearly all traffic at the starting points and destinations
of any network traffic. But monitoring transmissions
between sender and recipient is much more resource
intensive, if not impossible, due to the very nature of
the Internet as a medium where packets are routed
over any available path.

SUMMARY

Though computerized steganography has legitimate
uses, such as watermarking, copyrighting, and digital
fingerprinting, it also has the potential to be a very
effective tool for terrorists and other criminals to
conduct covert communications. Specifically, there
is evidence that terrorist groups, such as Al Qaeda,
are using steganography to facilitate communications.
Therefore, continued research of methods to identify
carrier files and (temporarily) block Internet-based
datatraffic with illegal messages is strongly indicated,
Steganographic data can be hidden in graphics, video,
sound, text, e-mail, executable files, and empty sec-
tors of disks. Improved methods for identifying these
altered files must be developed and disseminated. An
international consortium of nations allied against ter-
rorism could be established to share knowledge related
to steganography and steganalysis methods.
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TERMS AND DEFINITIONS

Carnivore: This is an FBI system that is used to
analyze the e-mail packets of suspected criminals.

Digital Watermarks: Much like a watermark on
a letterhead, a digital watermark is used to assist in
identifying ownership of a document or other file. It
includes embedded unique strings of data that do not
alter the sensory perception of the image file, music
file, or other data file.
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Echelon: This is a putative system of analysis
of international communications. The details of the
system are difficult to obtain because many govern-
ment officials often deny or ignore reports regarding
the existence of Echelon.

Encryption: Thisisareversible method of encod-
ing data, requiring a key to decrypt. Encryption can
be used in conjunction with steganography to provide
another level of secrecy.

SpamMimic: A Web site located at http:/www.
spammimic.com can be used to send a message that
appears to be spam when in reality the message is just
a cover for sending secret content. The use of spam
as a cover will likely increase the workload of FBI
systems, such as Carnivore and Echelon.

Steganalysis: This is the process of detecting
hidden data in other files. Steganalysis is typically
done by searching for small deviations in the expected
pattern of a file.

Steganography: In general, it is the process of
hiding information or “covered writing.” More spe-
cifically, in the digital environment, steganography
involves hiding data or images within other files,
so they appear unaltered to persons unaware of the
secret content.

Virtual Fingerprint: This is a unique digital
watermark that can be used to uniquely identify a
particular file.
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ABSTRACT

One of the main methods of security is cryptography encrypting data so that only a person with the right
key can decrypt it and make sense of the data. There are many forms of encryption, some more effective
than others. Cryptography works by taking the original information and converting it with ciphertext,
which encrypts the information to an unreadable form. To decrypt the information we simply do the op-
posite and decipher the unreadable information back into plain text. This enciphering and deciphering
of information is done using an algorithm called a cipher. A cipher is basically like a secret code, but
the main difference between using a secret code and a cipher is that a secret code will only work at a
level of meaning. This chapter discusses a little of the history of cryptography, some popular encryption
methods, and also some of the issues regarding encryption, such as government restrictions.

INTRODUCTION

The art of cryptography reaches back as far as 1900
BC, when an Egyptian scribe used a derivation of
hieroglyphics to communicate. Throughout history,
there have been many people responsible for the
growth of cryptography. Many of these people were

quite famous and one of these was Julius Caesar. He
used a substitution of characters and just moved them
about. Another historical figure whoused and changed
cryptography was Thomas Jefferson. He developed
a wheel cipher that was made in 1790. This cipher
was then to be used to create the Strip cipher, which
was used by the U.S. Navy during the second World
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War. During World War 11, several mechanical devices
were invented for performing encryption, thisincluded
rotor machines, most notably the Enigma cipher. The
ciphersimplemented by these machinesbroughtabouta
significantincrease in the complexity of cryptanalysis.
Encryption methods have historically beendivided into
two categories: substitution ciphers and transposition
ciphers. Substitution ciphers preserve the order of the
plain-text symbols but disguise them. Transposition
ciphers, in contrast, reorder the letters but do not
disguise them. Plain text is the common term for the
original text of a message before ithas been encrypted
(Cobb, 2004). In this chapter, we discuss a little of
the history of cryptography, some popular encryp-
tion methods, and also some of the issues regarding
encryption, such as government restrictions.

BACKGROUND

Possibly the earliestencryption method was developed
by a Greek historian of the 2" century BC named Poly-
bius, and it is a type of substitution cipher (Burgess,
Pattison, & Goksel, 2000). This method worked with
the idea of a translation table containing the letters of
the Greek alphabet. This was used for sending mes-
sageswithtorchtelegraphy. The sender of the message
would have 10 torches, five for each hand. He would
send the message letter by letter, holding the number
of torches representing the row of the letter in his
left hand, and the number of torches representing the
column of the letter in his right hand. For example, in
the case of the letter “s,” the sender would hold three
torches in his left hand and four in his right hand.
Polybius wrote that “this method was invented by
Cleoxenusand Democritus butitwas enhanced by me”
(Dénes, 2002, p. 7). This method, while simple, was
an effective way of encrypting telegraphic messages.
The table could easily be changed without changing
the method, so as long as both the sender and receiver
were using the same table and no one else had the
table they could send messages that anyone could see
being sent, but which would only be understood by
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the intended recipient. This is a form of private key
encryption—where both the sender and the recipient
share the key to the encrypted messages. In this case,
the key is the letter table.

Another type of substitution cipher is the Caesar
cipher, attributed to Julius Caesar (Tannenbaum, 1996).
In this method, the alphabet is shifted by a certain
number of letters; this number being represented by
k. For example, where k is 3, the letter A would be
replaced with D, B would be replaced with E, Z would
be replaced with C, and so forth. This is also a form of
private key encryption, where the value of k must be
known to decrypt the message. Obviously this simple
form of encryption is not difficult to crack, with only
26 possible values of k; it is only a matter of shifting
the encrypted message with values of k until you get
a comprehensible decrypted message. There are also
more complex methods of cracking this encryption,
such as using letter frequency statistics to work out
some likely letters from the message. For example, E
is the most common letter in the English language,
so the most common letter in the encrypted message
is likely to be E. Replacing the most common letters
in the encrypted message with the most common
letters of the language may help to make sense of
some words. Once a word is partially decrypted, it
may be easy to guess what the word is, which will
then allow more letters to be substituted with their
decrypted versions. For example, if E and T had been
used to replace the most common letters and one of
the partially decrypted words is “tXe,” then the X is
likely to be H forming the word “the,” so replacing all
occurrences of X in the message with H may provide
some more words that can be guessed easily (Garrett
& Lieman, 2005).

A common transposition cipher, the columnar
transposition, works with a private key. The private
key is a word or phrase not containing any repeated
letters, for example, “HISTORY.” This key is used
to number columns, with column 1 being under the
letter closest to the start of the alphabet and so forth.
The plain text is written in rows under the key, and
the encrypted text is read in columns, starting with
column 1. An example is shown in Figure 1.
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Figure 1. Common transposition cipher

H | S T O R Y

2 5 3 4 7
a _ p r i v a
a e _ p h r
a s e _ t o _
b e _ n c r
y p e d _

Original message:
a_private_phrase_to_be_encrypted

Encrypted message:
aaaby_tsepiptndvhoc_pee tr__eear r_

The recipient of this message will then
put the encrypted message back into the
table with the key providing the column
numbers.

Cryptanalysisisthe study of methods for obtaining
the plain text of encrypted information withoutaccess
to the key that is usually required for decryption. In
lay-man’s terms, it is the practice of code breaking
or cracking. The dictionary defines cryptanalysis as
the analysis and deciphering of cryptographic writ-
ings/systems, orthe branch of cryptography concerned
with decoding encrypted messages. A cryptanalyst
is the natural adversary of a cryptographer, in that
a cryptographer works to protect or secure informa-
tion and a cryptanalyst works to read date that has
been encrypted. They also complement each other,
because without cryptanalysts or the understanding
of the cryptanalysis process, it would be very difficult
to create secure cryptography. So when designing a
new cryptogram, it is common to use cryptanalysis
in order to find and correct any weaknesses in the
algorithm. Most cryptanalysis techniques exploit pat-
terns found in the plain text code in order to crack the
cipher; however compression of the data can reduce
these patterns and, hence, enhance the resistance to
cryptanalysis (Stallings, 2005).

POPULAR ENCRYPTION METHODS

Cryptography works by taking the original infor-
mation and converting it through an algorithm into
an unreadable form. A key is used to transform the
original information. This unreadable information is
known as ciphertext. To decrypt the information, we
simply do the opposite and decipher the unreadable
information back into plain text. Thisencipheringand
deciphering of information is done using an algorithm
called acipher. A cipherisbasically like a secret code,
but the main difference between using a secret code
and a cipher is that a secret code will only work at a
level of meaning. This basically means that the secret
code could be made up with the same letters and words
but just rearranged to mean something else. Ciphers
work differently; they can target individual bits or
individual letters and design a totally unrecognizable
representation of the original document. Another in-
teresting thing about ciphers is that they are usually
accompanied by the use of a key (Gritzalis, 2005).
Depending on the type of key, different forms of en-
crypting procedures can be carried out. Without the
key, the cipher would be unable to encrypt or decrypt
(Jakubowski & Venkatesan, 2000).

One-Time Pads

The previoustraditional forms of encryption discussed
can be broken by someone who knows what to look
for, butthere isanother method known as the one-time
pad that can create unbreakable encrypted messages.
A random bit string is used as the key. The message
to be encrypted is then converted into a bit string, for
example, by using the ASCII codes for each character
in the message. Then the EXCLUSIVE OR of these
two strings is calculated, bit by bit. For example, take
the key to be 0100010 and the message to be A. The
ASCII code for A is 1000001. The resulting one-time
pad would be 1100011 (Trappe & Washington, 2005).
Aone-time padded message cannot be broken, because
every possible plain text message is an equally prob-
ably candidate (Tanenbaum, 2002). The message can
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only be decrypted by someone who knows the correct
key. There are certain disadvantages to this. Firstly,
the key must be at least as long as the bit string to be
encrypted. Since the key will be a long random bit
string, it would be very difficult to memorize. So both
the sender and the receiver will need written copies of
the key, and having written copies of keys is a security
risk if there is any chance of the key falling into the
wrong hands. Also, if the sender and the recipient have
apreviously agreed key to use, then the sender will be
limited as they will not be able to send a message too
long for the key. With computer systems, the one-time
pad method is more useful, as the key could be stored
digitally on something like a CD and, therefore, could
beextremely longand relatively easy to disguise. Also,
itisworth noting that in one-time pads, the key is only
used once and never used again.

Advanced Encryption Standard

Theadvanced encryption standard (AES), also known
as Rijndael, isablock cipher adopted as an encryption
standard by the U.S. government. It is expected to be
used worldwide and analyzed extensively. This was
also the case with its predecessor, the data encryption
standard (DES). AES came about after it became ap-
parent that with the availability of cheaper and faster
hardware, DES would be rendered untenable inashort
time. To address this problem, the National Institute
of Standards and Technology (NIST) issued a request
for comment (RFC) in 1997 for a standard to replace
DES (Wikipedia, 2006). NIST worked closely with
industry and the cryptographic community to develop
thisnext-generation private-key algorithm. The cipher
was developed by two Belgian cryptographers, Joan
Daemen and Vincent Rijmen, and submitted to the
AES selection process under the name “Rijndael,” a
portmanteau comprising the names of the inventors
(MccCaffrey, 2003).

Security wasthetop priority for the AES algorithm.
With security in mind, the algorithm also had to ac-
count for future resiliency. Moreover, the algorithm
design, contrary to conventional wisdom, had to be
simple so that it could be successfully cryptanalyzed.
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The AES algorithmis based on permutations and sub-
stitutions. Permutations are rearrangements of data,
and substitutionsreplace one unit of datawith another.
AES performs permutations and substitutions using
several different techniques. Basically, there are four
operations that are at the heart of the AES encryption
algorithm. AddRoundKey substitutes groups of 4
bytes, using round keys generated from the seed-key
value. SubBytes substitutes individual bytes using a
substitution table. ShiftRows permutes groups of 4
bytes by rotating 4-byte rows. MixColumns substitutes
bytes using a combination of both field addition and
multiplication. AES-encrypted data is unbreakable
in the sense that no known cryptanalysis attack can
decryptthe AES cipher text without using abrute-force
search through all possible 256-bit keys.

As of 2006, the only successful attacks against
AES have been side-channel attacks. Side-channel
attacks do not attack the underlying cipher, but attack
implementations of the cipher on systems that inad-
vertently leak data. Some cryptographers, however,
worry about the security of AES. They feel that the
margin between the number of rounds specified in
the cipher and the best-known attacks is too small for
comfort. The risk is that some way to improve these
attacks might be found and that, if so, the cipher could
be broken (McCaffrey, 2003).

DES

IBM developed a method of encryption known as
DES, which was adopted by the U.S. government as
its official standard for unclassified information in
1977. According to Tanenbaum (2002, p. 103), the
standard “is no longer secure in its original form,
but in a modified form it is still useful.” When IBM
originally developed DES, they called it Lucifer, and
it used a 128-bit key. The National Security Agency
(NSA) discussed the system with IBM, and after these
discussions IBM reduced the key from 128 bits to 56
bits before the governmentadopted the standard. Many
people suspected that the key was reduced so that the
NSA would be able to break DES on encrypted data
thatthey wishedto view, butorganizationswith smaller
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budgets would not be able to. As with most forms of
encryption, it is possible to break DES encryption by
means of a brute-force approach, where a computer
is used to attempt to decrypt the data using possible
keys one after the other until the correct key is found.
Due to the constant speed increase of computers, it
takes less time to break DES encryption with every
passing year. The key size of DES is no longer big
enough for it to stand up to brute-force attacks long
enough to make the attacks pointless, so, in its origi-
nal form, DES is no longer safe for use. Many other
encryption methods, whichalsowork onblock ciphers
akin to DES, have been proposed since, including the
international dataencryptionalgorithm (IDEA), which
uses a 128-bit key and is still safe from brute force
attacks due to the length of time required to find the
correct key from the huge key space.

All of the encryption methods discussed so far
have been private key methods—meaning they
depend on data being encrypted with a key known
both to the sender and the recipient. This means that
an unencrypted key must somehow be transferred
between the sender and the recipient and finding a
secure method of doing that can present a problem
in many situations. For example, there is no point in
encrypting an e-mail to a business partner and then
e-mailing him the encryption key, as this defeats the
purpose of making the original e-mail secure (Minami
& Kasahara, 2005). Next we will discuss another type
of encryption that solves this problem and is known
as public key encryption.

Public Key Encryption

Theideaof public key cryptography was first presented
by Martin Hellman, Ralph Merkle, and Whitfield Diffie
at Stanford University in 1976 (Mollin, 2002). They
proposedamethod inwhichtheencryptionand decryp-
tion keys were different, and in which the decryption
key could not be determined using the encryption
key. Using such a system, the encryption key could
be given out publicly, as only the intended recipient
would have the decryption key to make sense of it.
A common use of this system is for a person to give

out a public key to anyone who wishes to send private
information, keeping the private key to themselves. Of
course, the encryption algorithm also will need to be
public. There are three important requirements for a
public key encryption method (Garrett, 2005):

1. When the decryption process is applied to the
encrypted message, the result mustbe the same as
the original message before it was encrypted.

2. Itmust be exceedingly difficult (ideally impos-
sible) to deduce the decryption (private) key
from the encryption (public) key.

3. The encryption must not be able to be broken
by a plain text attack. Since the encryption and
decryption algorithms and the encryption key
will be public, people attempting to break the
encryption will be able to experiment with the
algorithms to attempt to find any flaws in the
system.

The RSA Algorithm

One popular method for public key encryption was
discovered by a group at the Massachusetts Institue
of Technology (MIT) in 1978 and was named after the
initials of the three members of the group: Ron Rivest,
Adi Shamir, and Leonard Adleman (Tanenbaum,
2002). Shortly before the details of RSA encryption
were to be published, the U.S. government report-
edly “asked” the inventors to cancel the publication.
However, copies of the article had already reached the
public. A. K. Dewdney of Scientific American had a
photocopy of the document explaining the algorithm,
and photocopies of this quickly spread. The RSA algo-
rithm was patented by MIT, and then this patent was
handed over to a company in California called Public
Key Partners (PKP). PKP holds the exclusive com-
mercial license to sell and sublicense the RSA public
key cryptosystem. They also hold other patents that
cover other publickey cryptography algorithms. There
is a recognized method of breaking RSA encryption,
based on factoring numbers involved, although this
can be safely ignored due to the huge amount of time
required to factor large numbers. Unfortunately, RSA
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is too slow for encrypting large amounts of data, so it
is often used for encrypting the key used in a private
key method, such as IDEA (Sun & Wang, 2003). This
key can then be transferred in public securely, resolv-
ing the key security problem for IDEA.

Pretty Good Privacy

Published for free on the Internet in 1991, pretty good
privacy (PGP)wasapublic key e-mail encryption soft-
ware package. It was originally designed by Philip R.
Zimmermann asahuman rights tool, allowing human
rights activists to protect sensitive information from
the prying eyes of opposing forces (Zimmermann,
2004). At the time of its development, there were laws
against the export of cryptography software from the
United States, so when PGP spread worldwide after
its release on the Internet, Zimmermann came under
criminal investigation. Despite this, PGP spread
to become the most widely used e-mail encryption
software in the world. PGP used a combination of
IDEA and RSA encryption to allow e-mails to be
transferred securely under public key encryption.
Eventually in 1996, the U.S. government dropped its
case against Zimmermann, and so he founded PGP
Inc. to continue development of the software. PGP
Inc. bought up ViaCrypt and began to publish new
versions of PGP. Since the U.S. export restrictions
on cryptography software were not lifted until early
2000, PGP Inc. used a legal loophole to print the PGP
source code and export the books containing the code
outside the United States, where they could thenscan it
inusing optical character recognition (OCR ) software
and publish an international version of the software
legally. In 1997, PGP Inc. was acquired by Network
Associates Inc. (NAI), where Zimmermann stayed on
for three years as a senior fellow. In 2002, the rights
to PGP were acquired from NAI by a new company
called PGP Corporation, where Zimmermann now
works as a consultant. The PGP Corporation car-
ries on the tradition of publishing the source code of
its software for peer review, so that customers and
cryptography experts may validate the integrity of
the products, and satisfy themselves that there are no
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back doors in the software, allowing easy decryption
(PGP Corporation, 2005).

Steganography

Steganography refersto hidingasecret message inside
a larger message in such a way that someone unaware
of the presence of the hidden message cannot detect
it. Steganography in terms of computer data works by
replacing useless or unused data in regular files (such
as, images, audio files, or documents) with different,
invisible information. This hidden information can
be plain text, encrypted text, or even images (Hook,
2005). This method is useful for those who wish to
avoid it being known that they are sending private
information at all; with a public key encryption
method, although the data is safe, anyone viewing it
will be able to see that what is transferring is a private
encrypted message (Bailey, Curran, & Condell, 2004).
With steganography, even this fact is kept private, as
you can hide a message in a simple photograph, where
no one will suspect its presence. This leads onto an
important issue of cryptography: the involvement of
governments (Venkatesan & Jakubowski, 2000).

Cryptography and steganography are different,
however. Cryptographic techniques can be used to
scramble amessage, sothatifitisdiscovered, itcannot
be read. If a cryptographic message is discovered it
is generally known to be a piece of hidden informa-
tion (anyone intercepting it will be suspicious), but
it is scrambled so that it is difficult or impossible
to understand and decode. Steganography hides the
very existence of a message, so that if successful, it
generally attracts no suspicion.

Governments and Cryptography

Many governmentstry tosuppress usage of encryption,
as they wish to be able to spy on potential criminals.
If these criminals use secure encryption to send
information between each other, law enforcement
agencies will not be able to tap in to what is being
said. The U.S. government at one point developed
what is known as a key escrow system, and the British
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government was rumored to be working on a similar
system, which never came to fruition. The idea of a
key escrow system is that you can use it as a public
key encryption system, with the addition that certain
governmentagencieswill hold a“spare key,” allowing
them to decrypt your private messages, if they were
suspicious of illegal activities being discussed in the
messages’ contents. There are some obvious flaws with
such a system; for one, the only people who would
use the key escrow encryption would be those with
nothing to hide from the government (Yamaguchi,
Hashiyama, & Okuma, 2005).

As cybercrime technologies become more so-
phisticated, governments need to implement new and
more powerful technologies to fight this new breed of
criminals. Identification systems that use biometrics
will help to secure trust in the online world but so also
will cryptography. This places cryptography beyond
itstraditional role inmainframe computing, butalsoin
securing dataacross every touch point on the network.
The result will be to build robust security into the
design and development of computer systems, rather
than bolting it on as an after thought (IBM, 2005).

CONCLUSION

Cryptography is a powerful tool, both for keeping
importantinformation private and, when in the wrong
hands, for keeping illegal activities hidden from
government agencies. As computers grow faster and
methods for breaking encryption become more vi-
able, encryption algorithms will need to be constantly
strengthened to stop them from becoming insecure.
There is little that can be done about the use of cryp-
tography to keep illegal activites hidden—short of
making all forms of strong encryption illegal, which
would create an outrage in Western countries used to
freedom in such matters. The benefits of the govern-
ment key escrow or key recovery program seem to
benefitthemsolely in that they cantrack who they want,
when they want. It can, however, if used properly and
withoutabuse, aid law enforcement. Ithas the potential
to meet the needs of users’ confidentiality. The most

obvious downside of key escrow, or the clipper chip,
is that its main purpose is for law enforcement, but
why would a criminal or terrorist use a technology
that the government can decipher? This could only
lead to the terrorists turning to stronger forms of
cryptography, and then all the benefits of the model
are gone. It is only likely to be successful to capture
or monitor petty criminals.
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TERMS AND DEFINITIONS

Application Encryption: Cryptographic func-
tions built into the communications protocols for a
specific application, like e-mail. Examples include
PEM, PGP, and SHTTP.

Authentication: Theability toensurethatthe given
information is produced by the entity whose name it
carries and that it was not forged or modified.

Certificate, Public Key: Thisisaspecially format-
ted block of data that containsapublic key and the name
ofiits owner. The certificate carries the digital signature
of a certification authority to authenticate it.

Cryptography: The practice and study of encryp-
tion and decryption—encoding data so that it can
only be decoded by specific individuals. A system for
encrypting and decrypting data is a cryptosystem.

Private Key: Key used in public key cryptogra-
phy that belongs to an individual entity and must be
kept secret.

Public Key System: A public key system is one
which uses two keys, a public key known to everyone
and a private key that only the recipient of message
uses.

RSA: A popular, highly secure algorithm for en-
crypting information using public and private keys,
obscurely named for the initials of its creators (Mas-
sachusetts Institute of Technology (MIT) professors
Ron Rivest, Adi Shamir, and Leonard Adleman).

Secure Sockets Layer (SSL): Cryptography pro-
tocol applied to data at the socket interface. It is often
bundled with applications and widely used to protect
World Wide Web traffic.
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ABSTRACT

Due to the proliferations of computers and networks, organizations are providing many of their services online.
Consequently, organizations are becoming more vulnerable to attacks by cyber criminals, in addition to attacks
by insiders. Ultimately, these attacks lead to reducing the trust in the organization and the trustworthiness of its
provided services. Online services are mainly provided using internal IT processes. In this chapter, we provide a
systematic roadmap that addresses the delivery of trustworthy IT processes at the strategic, tactical and opera-
tional levels. This roadmap is based on a defensive and preventive approach to ensure the trustworthiness of the
services provided by an organization. We argue that to deliver trustworthy services, the IT processes used must be
trustworthy themselves. The requirements for implementing and delivering trustworthy IT processes in an orga-
nization are discussed. For each IT process, we discuss how confidentiality, integrity, availability, accountability,
reliability, privacy and business integrity requirements can be satisfied.

INTRODUCTION by malicious users, among which are cyber terrorists

and cyber criminals. In this chapter, we propose a
The proliferation of computers and networks and defensive and preventive countermeasure approach
the need to provide network-based online services against cyber terrorism and cyber warfare that can be
is making organizations more vulnerable to attacks adopted by organizations. Information technology (IT)
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departmentswithinsuchorganizationsare responsible
for the delivery of trustworthy IT services, and con-
sequently, fending off malicious users and attackers.
IT services are delivered through the execution of
processes at the strategic, tactical, and operational
levels. Our proposed approach relies on ensuring
that these IT processes are themselves trustworthy.
In this chapter, we first refine Microsoft’s definition
of trustworthiness (Mundie, deVries, Haynes, & Cor-
wine, 2002) and refine the 38 IT processes identified
by Luftman (2003). Then, we discuss how each of the
refined trustworthiness requirements, which obviously
includes security requirements (Firesmith, 2003), can
be considered in the engineering and management
of each of the refined IT processes. The result of this
chapter can be used as a generic roadmap to achieve
trustworthinessindelivering IT processes. Organiza-
tions of different sizes and different IT budgets can
adapt and use this generic roadmap for their own
situations. This roadmap can also be extended and
used for the qualitative and quantitative assessment
of service trustworthiness.

The rest of this chapter is organized as follows.
First, we provide some preliminary background on
trustworthiness and IT processes, and their refine-
ments. Then we will provide an introduction to de-
fensive measures against cyber attacks and the need
to embed security and trust in the way we engineer
and manage IT systems. Next we present the generic
requirements for trustworthiness of IT processesat the
strategic, tactical and operational levels. We conclude
by providing some ideas for further investigation.

BACKGROUND

Trustin IT-based systems is a topic of current interest
among researchers and practitioners. Delivering high
assurance and trustworthy services has beensubjectto
long-terminitiatives by Microsoft,Cisco, the Software
Engineering Institute (SEI), among others (Mundie et
al., 2002). According to Microsoft, the four pillars of
trustworthy computing are security, privacy, reliabil-
ity, and business integrity. Security addresses issues
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related to confidentiality, integrity, availability, and
accountability. Privacy isrelated to the fair handling of
information. Reliability is related to the dependability
of the system to offer its services. Finally, business
integrity is related to the responsiveness and ethical
responsibility of the service provider.

Luftmanidentifies 38 IT processes and categorizes
them into three layers (Luftman, 2003). First, the
strategic layer consists of three processes focusing on
the long-term goals and objectives of the organization
and considering the strategicalignment of IT and busi-
ness objectives. These three processes are: business
strategic planning, architecture scanning and defini-
tion, and IT strategic planning and control. Second,
the tactical layer consists of 14 processes focusing
on medium-term goals contributing to the strategic
goals. Finally, the operational layer consisting of 21
processes providing guidance for day-to-day activities
contributing to the tactical processes. Many of the
tactical and operational processes can be clustered
together since they can be dealt with similarly when
considering their trustworthiness requirements. We
have clustered the tactical processes into: IT financial
management, IT human resource management, IT
project management, IT systems development and
maintenance, and finally, IT service engineering
and management. Figure 1 shows the three layers of
Luftman’s IT processes.

Next we refine the four pillars of Microsoft’s trust-
worthy computing by adapting them to trustworthy
processes and trustworthy services:

. Security: Service clients expect that the pro-
vided services are protected from malicious
attacks on their confidentiality (C), integrity (I),
and availability (AV). Confidentiality implies
that all data, information and knowledge are
kept in confidence. Integrity means that data,
information, and knowledge will only be shared
with and provided to entities that are allowed
to have access to it according to organizational
rules. Finally, availability means that the ser-
vice is available when required. At the strategic
level, for example, confidentiality implies that
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Figure 1. The three layers of Luftman’s IT processes
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all data, information, and knowledge used
in strategy formulation is kept confidential.
Moreover, care should be taken to enforce its
integrity. This means information provided to
individuals involved in the strategy formulation
process is consistent with their rights and roles.
Availability at the strategic level is the degree
to which the strategy formulation process is
available to provide strategic directions to other
IT processes. Finally, accountability (AC) can
also be considered as a security requirement,
since holding a legitimate user accountable
for their actions enhances security and avoids
nonrepudiation.

Reliability (R): Service clients can depend on
the provided service to fulfill their functions
when required to do so. This feature relates to
the “correctness” of the provided service. The
smaller number is the failure rate and the mean
time between failures, the higher number is the
servicereliability. Atthe strategic level, reliabil-
ity deals with the ability of a strategic process
toarrive at the “correct” strategic decisions and
directions. Reliability at this level can therefore

be measured by the number of timesthe strategy
is “incorrect.”

Privacy (P): Service clients are able to control
their own personal or institutional data collected
by the process delivering the service. Moreover,
the use of this data must not be shared with exter-
nal processes without the consent of the service
clients. At the strategic level, for example, this
means that the data that went into making the
strategic choices such as productivity records,
failure rates, and so forth, is controllable by the
client who provided such data.

Business integrity (BI): The service owner
behavesinaresponsive and responsible manner.
This means that requests from service clients
are handled ethically while keeping the interest
of the client and the organization in balance. In
addition, such service is provided in a reason-
able amount of time. At the strategic level, for
example, the strategic process has business
integrity if it appropriately addresses both the
businessand I T sides of issuesinan even-handed
manner.
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TRUSTWORTHINESS
REQUIREMENTS FOR
IT PROCESSES

Here we present the trustworthiness requirements for
the strategic, tactical, and operational level processes.
For each IT process providing services, we should
recognizethedifferentservice stakeholders, including,
service owners, service clients, and service provid-
ers. Service clients can be either internal or external
clients. Internal clients include other entities within
an organization such as other units. External clients
include outside agencies such government, external
auditors, compliance agencies, and so forth.

Strategic Processes

IT has three types of strategic processes: business
strategic planning, architecture scanning and defini-
tion,and IT strategic planning. The trustworthiness of
each of these processes is summarized in Table 1.
Business strategic planning process defines a
business strategy that is enabled and driven by IT.
The primary client for the business strategic plan-
ning process is the IT strategic planning process.
All aspects of trustworthiness apply to the strategic

Table 1. Trustworthiness of strategic IT processes
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planning processes. For example, as Table 1 shows,
confidentiality dictates that information about busi-
ness scope, structure, markets, and competitors needs
to be controlled.

Architecture scanning and definition is the process
of defining data, information, and knowledge archi-
tectures for the enterprise. The primary direct client
of the architecture scanning and definition process
are internal IT organizations and the suppliers and
customers. For example, as Table 1 shows, privacy
constraints dictate that business, IT, customers, and
suppliers have control over the datathey have provided
for the process.

IT strategic planning process is concerned with
defining the IT strategy to supporta business strategy.
The IT planning process has recently been driven by
alignment modelsthat formulate the strategic planning
process as an alignment between the business and IT
(Handerson & Venkatraman, 1993). The primary cli-
ents for astrategic management process are the higher
management who need to implement and approve
an IT strategy for a business and its alignment with
business goals, and the IT deployment function that
needs to implement the strategy. As Table 1 shows,
for example, the reliability constraint for this process
is that business is correctly aligned with the IT.

Process C | AV AC R P Bl
Business scope, Limit access When Decisions Strategy is Business and | True business
; structure, to those with business or are correct IT data is demands are
Business . .
Strategic markets, access rights IT strategy traceable protected taken into
h competitors changes account
Planning
IT capabilities, Same Same Same Avrchitecture Customer The
Architecture standards, (_1ata is accurate and s_uppller capabilities
. from suppliers, data is also are not under-
Scanning and .
e partners, and involved or over-stated
Definition
customers
Scope, Same Same Same IT is aligned Business Correct
IT Strategic | competencies, with Business | and IT is balance is
Planning and | governance, protected maintained
Control processes, skills, between IT
etc. and business
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Table 2. Trustworthiness of management planning process

Process C | AV AC R P Bl
All information Data from When any All Correct Of all the Adequate
L from data, varied tactical decisions monitoring privacy allocation
Monitoring . -
- resource, services, | servicesonly | processes are schedule and | processes of resources
and planning ; .
and security shared when changes traceable planning across
planning allowed services
Organizational Data With All Project Strategicand | All
resources, goals, restricted to operational decisions schedules are | operational stakeholder
Project and development | those with or strategic are adequate and | processes needs are
planning schedules access rights | changes traceable consistent considered
todataand | with strategic
teams goals
Tactical Processes that is matched to the organizational objectives. The
primary client of this process are other IT planning
Tactical processes consist of management planning, processes. Finally, project planning is concerned with
development planning, resource planning, and ser- defining the feasible and manageable projects that
vice planning processes. Table 2 summarizes the reflect organizational goals and objectives. As Table 2
trustworthiness aspects of the management planning shows, forexample, the businessintegrity constraint for
process. this process needs to ensure an equitable distribution
The management systems planning process uses of resources among the other tactical processes. The
the strategic processes, reviews the existing I T plans, trustworthiness of development planning processes
and defines a new prioritized portfolio of projects is summarized in Table 3.

Table 3. Trustworthiness of development planning processes

Process C | AV AC R P Bl
Portfolio and Data With All Portfolio and | Strategic and | Portfolio is
schedule restricted to operational decisions schedule are operational not biased

Application those with or strategic are appropriate processes
planning access rights | changes traceable
to data and
teams
Data needs and Same Same Same Date planning | Same All
Data schedule and schedule stakeholder
planning are correct needs are
considered
Network needs Same Same Same Network Same Same
Network and schedule planning and
planning schedule are
correct
Hardware, Same Same Same Strategic Same Same
software, goals are met
System .
planning netw_orklng
requirements,
strategic goals

69



Table 4. Trustworthiness of resource planning

A Roadmap for Delivering Trustworthy IT Processes

Process C | AV AC R P Bl
Capacity Financial Data is shared | Needs of the Decisions Capacity Internal IT Fairness
planning capability, only with operations are planning is capacity data | between

and technical capacity | those who or strategy traceable adequate operational
management have access changes processes

Skills Skill profiles and | Same Same Same Skills Skill profiles | Same
planning and | capacity planning is of individuals
management correct

Budget Fiscal constraints | Same Same Same Budget is Financial data | Same
planning appropriate
and value

management
Contracts, Same Same Same Correct Vendor Same
Vendor pricing, vendor profiles and
planning and | relationships, relationships | contracts
management | service levels are
established

Application planning process defines a portfolio
and schedule of applications to be built or modified
withinaset period oftime. Dataplanning process works
inconjunctionwith anapplication planand determines
the data needs that are planned. Network planning
focuses on the network connectivity demands of the
enterprise. System planning consists of translating
the enterprise’s strategic goals into a combination of

Table 5. Trustworthiness of service planning

hardware, software, networks, and people. The primary
client for the development planning processes are the
operations level IT processes that actually implement
projects and services. As Table 3 shows, for example,
the application portfolio and schedule needs to be kept
confidential forthe application planning process. Table
4 summarizes the trustworthiness requirements for
the various resource planning processes.

Process C | AV AC R P Bl
Service needs and | Planners who | When Planning Service Customers, Business
Service level | service levels need access contracts are decisions levels are vendors, needs are not
planning and should have it | negotiated, should be maintained service violated
management continuous traceable providers
monitoring
Business Same When Same Recovery Everyone Adequate
Recovery continuity significant plans are in the resources are
planning and | requirements and changes in robust organization allocated for
management | plans IT/business continuity
requirements
Security Security Same Same Same Security is not | Same Processes are
planning and | strategies, needs, violated not misused
management | and plans
Audit Audit Same Same Same Adequate Same Audit is not
planning and | requirements and audit trace is used for
management | plans established personal gain
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Table 6. Trustworthiness of financial management processes

Process C | AV AC R P Bl
Proper Planners who | Access Audit Use of Privacy of Relationship
Asset identification and | need access should be logs to reputable vendors must | transparency
authentication, should have it | granted within | trace back asset be protected with vendors
management .
Role-based reasonable activities management
access control delays package
Same Same Same Same Use of None Awareness of
reputable ethical and
Financial financial professional
performance performance conduct
package

Capacity planning and management determines
how resources will support the demands of IT. Skills
planning and management determines the staffing
levels and profile based on the requirements defined
in the service and project plans. Budget planning and
management converts individual plans into monetary
terms and determines how funds will be sourced,
allocated, and distributed to support the various proj-
ects and services. Vendor and planning management
deals with outsourcing of IT services and with the
management of external vendors. These processes
have a variety of clients. For example, capacity plan-
ning has an impact on the IT operational processes
in determining the resources available to execute
specific projects. Skill planning process affects the
human resource and training functions within the
organization. Finally, the budget process effects the
financial planning processes of the company. As Table 4
shows, fromatrustworthiness perspective, the privacy
requirements of the skills planning and management
process dictates thatemployees have control over their
skill profiles. Table 5 summarizes the trustworthiness
of service planning processes.

Service planning process defines, negotiates, de-
ploys, and monitors service level agreements. Service
planningisalsoconcerned withrecovery planningand
management, security planningand management, and
auditplanningand management. These processes have
avariety of clients. For example, service management
processes can have both internal and external clients.
As Table 5 shows, for example, the business integ-

rity requirements for service level planning process
dictate that the business needs are not violated while
formulating service level agreements.

Operational Processes, Financial
Management (FM) Processes

IT provides support for asset management and financial
performance management. Clients of these two FM-
related I'T processes are mainly internal organization
clients. However, the financial performance process
may allow for direct interactions and interfacing with
vendors for the settlement of purchase orders and for
the administration of contracts, and the calculation
of charges for the provided IT services. The asset
management process provides internal services in-
cluding the identification and management of system
assets, and the reporting and control of the status of
the inventories. In addition to the external services,
the financial performance process provides internal
servicesincluding the execution of costaccounting pro-
cedures, the reporting on the accounting and financial
status, and the tracking of vendor performance. Table
6 shows trustworthiness requirements for financial
management processes.

Project Management (PM) Processes
IT provides support for PM-related processes, includ-

ing assignment, scheduling, control, evaluation, and
requirements control. Clients of these PM-related IT
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Process C | AV AC R P Bl
. Proper Access rights | Access should | Audit logs | Use of None Adhere to
Assignment . . . . .
and scheduling identification and | reflecting role | be granted collected reputable professional
authentication, within to provide | and reliable ethics of
. role-based access reasonable backward project project
Controlling L
: control delays traceability | management managers
and evaluating
tool
Same Same Same Same Use of Private clients | Ethical and
reputable requirements | professional
Requirements and reliable concerns dealing
control requirements | must be with clients
engineering protected requests
tool

processes are mainly internal organization clients.
However, only the project requirements control pro-
cess deals with external clients with respect to the
reception, analysis, and decision making regarding
external clients’ requests for requirements changes.
Table 7 summarizes the trustworthiness of project
management processes.

Human Resources Management
(HRM) Processes

IT provides support for HRM-related processes, in-
cludingstaff performance, educationandtraining, and
recruiting, hiring, and retention of personnel. Clients
ofthese HRM-related I T processesare mainly internal

organization clients. However, the recruiting, hiring,
and retention process deals with external clients with
respect to the recruitment of personnel. Also, the
education and training process interfaces with either
external or internal training services providers. Table
8 shows trustworthiness requirements for human
resources management processes.

Systems Engineering and
Management (System E&M)
Processes

These IT processes supportthe delivery of I'T services
to both internal and external clients. These processes
include software and hardware procurement, software

Table 8. Trustworthiness of human resources management processes

Process C | AV AC R P Bl
Staff Proper Integrit_y Access should | Audit logs | Use of Privqcy Me_eting the
performance identiﬁgatic_m and cc_)nstral nts be_ gr_anted collecte_d reputaple pf cllents_’ ethical gind
authentication, dictated by within to provide | and reliable information professional
Recruiting Role-based access | access rights reasonable backwa_r(_j tools for HR must be _standard
hiring, an d control and role delays traceability | management protected in human
retention resource
mgmnt.
Same Same Same Same Use reputable | Privacy of Meeting
external trainees’ professional
Education and training and trainers and quality
training services information standards for
providers must be training
protected
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Table 9. Trustworthiness of systems engineering and management processes

Process C | AV AC R P Bl
Software Proper Integrity Access Audit logs | Use of Private clients | Professionals
development | identification and | constraints should be collected reliable data must be meeting
and authentication, dictated by granted within | to provide | development/ | protected software
maintenance | Role-based access rights reasonable backward maintenance engineering
access control and role delays traceability | tools, highly code of
Systems trained ethics
maintenance professionals
Same Same Same Same Use Private Ethical and
Software and professionally | vendors/ professional
hardware sound suppliers dealing with
procurement procurement | info must be vendors
decisions protected
Same Same Same Same Highly None Faithful,
trained timely
Tuning and professionals response to
systems dealing with tuning and
balancing tuning and balancing
balancing requests
decisions
Same Same Same Same Use of Private clients | Professional,
reliable data must be ethical and
Problem and configuration | protected resppnsivg
management dealing with
change control
tools problem
/ change
requests

development and maintenance, systems development
and maintenance, tuning and balancing, and finally,
problemand change controls. Clients of these processes
aremainly internal ones. Service managers recognize
the problems and report them to the system managers.
These problems may require software and hardware
changes, including development and maintenance
activities, and possibly system tuning and balancing
actions. As a result, testing and deployment of an
updated system will take place. Project managers,
financial managers, and human resource managers can
alsoinitiate requests needing software developmentor
maintenance. External clients may interface with these
processes in the software and hardware procurement
activities. These clients may include vendors, contrac-
tors, external quality auditors, standard compliance
authorities, and governmentregulators. Table 9 shows
trustworthiness requirements for systemsengineering
and management processes.

Services Engineering and
Management (Service E&M)
Processes

These service E&M processes support the delivery of
IT servicesto both internal and external clients. These
processes include service evaluating and marketing,
and productionand distribution scheduling. Clients of
these processes are both internal and external clients.
Service managers are responsible for the assessment
of collected operational field service data and compar-
ing them with service level agreements. As a result,
requests for changes are initiated and passed to the
system E&M processes. Service managers are also
responsible for the reporting on the status of existing
services and the identification of new service requests.
New services can also be requested by interacting
with existing or potential service clients. Prior to the
deployment of new services, service managers are
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Table 10. Trustworthiness of services engineering and management processes

Process C | AV AC R P Bl
Proper Integrity Must be Audit logs | Engage Private Meeting
. identification and | constraints performed for | collected highly trained | clients’ professional
Service s - . . : . . .
. authentication, dictated by timely service | to provide | professionals | information standards
evaluating . . .
role-based access | access rights improvement | backward must be for services
control and role traceability protected professionals
Same Same Same Same Engage Same Meeting
. highly trained ethical
Service .
. marketing standards for
marketing - .
professionals marketing
professionals
Same Same Access Same Use reliable None Meeting
should be tools, engage ethical
Production granted trained behavior
and within professionals standards
distribution reasonable for service
scheduling delays production
and
distribution

responsible for the marketing of these new services by
interfacing with public relations and with human re-
sources should additional service providers be needed
to support new services, such as help desk managers
and information and support managers. Moreover,
service managers map service level agreements into
a schedule for production and distribution activities.
Service managers must monitor the progress of these
activities and make necessary adjustments if needed
to meet these agreements. Finally, service managers
must monitor and report on production and distribu-
tion status, and if needed, oversee the execution of the
necessary incidence response or recovery procedures
by coordinating with the appropriate system managers.
Table 10 shows the trustworthiness requirements for
services engineering and management processes.

FUTURE TRENDS

As an extension to this chapter, we are planning
to adapt and use this roadmap for the assessment
of existing IT processes in different organizational
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contexts. A quantification of the level of IT processes
trustworthiness would provide a good indicator on
how the organization is performing with respect to
its trustworthiness, and would pinpoint the areas of
weaknesses that can be addressed. Consequently, we
plan to develop a trustworthiness maturity model for
services-based organizations. We are also planning to
apply our roadmap to knowledge managementsystems
and define the concept of knowledge trustworthiness.
It is also interesting to check and confirm the direct
relation between processes trustworthiness, clients’
trust level, and the reported incidents of computer
crimes and attacks.

CONCLUSION

The proliferation of computers and networks, and
the increase in users accessing them have led to an
increase in reported computer-related attacks and
crimes. In this chapter, we propose a defensive and
preventive solution to counter these attacks based
on increasing the organization’s awareness with re-
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spect to the trustworthiness of its IT processes. We
argue that the organization’s readiness to deal with
computer attacks is strongly related to the level of
trustworthiness of its internal IT processes. We also
suggest that trustworthiness involves, in addition to
the operational level IT processes, both tactical and
strategic level planningand decision making processes.
Having “trustworthiness-aware” IT processes leads
to higher readiness to counter computer crimes and
hence leading to higher internal and external users’
trust in the delivered IT services.
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TERMS AND DEFINITIONS

Business Integrity Requirement: Service pro-
viders meeting the highest ethical and professional
standards when dealing with clients.

Privacy Requirement: Service providers ensur-
ing that clients’ private information is protected and
clients have control over the access to their private
information.

Preventive Control: A prescribed defensive mea-
sure to prevent a crime from being committed.

Trust: Trust is a relative user’s perception of the
degree of confidence the user has in the system they
use.

Trustworthy Service: A trustworthy system is a
system that gains a high level of trust by its users by
satisfying the specified security, privacy, reliability,
and business integrity requirements.
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Section |l
Dynamic Aspects of
Cyber Warfare and

Cyber Terrorism

Cyber attacks by definition are conducted by or against electronic data processing facilities. But as it has been
outlined previously, they may have additional objectives. A good example of this is the banking/financial sector.
We could easily predict that an effective cyber terrorist attack against, for instance, the New York Stock Exchange
may result not only in generating substantial loses to NYSE traders but may create a domino effect that may
decrease the volume of trades on other international stock exchanges.

The banking and financial sector is without any doubt the first totally computerized sector of human activity
that encompasses and is integrated into everything we know. The SWIFT financial network was the first truly
international commercial network, long before the ARPANET was conceived. When viewed in the above context,
the saying that “money rules the world” has an enormous impact on the digital world. This is the underling reason
why in this chapter there a number of papers discussing aspects of attacks on financial systems. Through various
forms of attacks, these financial systems and others may be subjected to a host of criminal abuses.

In order to gain access to a system, various forms of deception may be employed on legitimate users. Several
papers addressing this problem have been included. Closely associated with deception are ethical problems and
this too has been included. Finally, the use of software as a transport mechanism in carrying out cyber attacks
that may have severe security consequences hare included. In this section, the following opinions and views are
being presented:
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Chapter X
An Introduction to
Key Themes in the
Economics of Cyber Security

Neil Gandal
Tel Aviv University and CEPR, Israel

ABSTRACT

Software security is an important concern for vendors, consumers, and regulators since attackers who exploit vul-
nerabilities can cause significant damage. In this brief paper, I discuss key themes in the budding literature on the
economics of cyber-security. My primary focus is on how economics incentives affect the major issues and themes
in information security. Two important themes relevant for the economics of cyber security issues are (i) a security
externality and (ii) a network effect that arises in the case of computer software. A nascent economics literature
has begun to examine the interaction between vulnerability disclosure, patching, product prices and profits.

INTRODUCTION

Ithasbecome commonplace to receive warnings about
killer viruses. Some of these are hoaxes, but several
real viruses have done significant damage. According
to the Economist magazine,! the Blaster worm and
SoBig.F viruses of 2003 resulted in $35 billion in
damages. Weaver and Paxson (2004) suggest that a
worst case scenario worm could cost anywhere from
$50 billion to $100 billion. And it appears that the

time between the announcement of a software vulner-
ability and the time inwhich an attack is launched has
declined significantly. According to the Economist,!
the time from disclosure to attack was six months for
the Slammer worm (January 2003), while the time
fromdisclosure to attack for the Blaster worm (August
2003) was only three weeks.

The Slammer, Blaster, and Sobig.F worms ex-
ploited vulnerabilities even though security patches
or updates eliminating the vulnerabilities had been
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released by Microsoft. That is, although the security
updates were widely available, relatively few users
applied them. Indeed, a 2004 survey found the fol-
lowing:?

. 80% of the computers connected to the Internet
are infected with spyware.

. 20% of the machines have viruses.

. 77 of those surveyed thought that they were very
safe or somewhat safe from online threats, yet
67% did not have updated antivirus software.

. Two-thirds of all computer users had no firewall
protection.

Inthischapter, I discuss key themes in the budding
literature at the “intersection” of computer science
and engineering issues, and the economic incentives
associated with cyber security and software provision.
My primary focusisonhow economicincentives affect
the major issues and themes in information security.®
A quick introduction to the topic can be found at Ross
Anderson’s Economics and Security Resource Page.*
Another source ofinformation isthe annual Workshop
on Economics and Information Security (WEIS).?

TWO KEY PHENOMENA:
SECURITY EXTERNALITIES
AND NETWORK EFFECTS

Two key phenomena relevant for the economics of
cyber security issues are (1) a security externality
and (2) a network effect that arises in the case of
computer software.

Security Externality

Unprotected computers are vulnerable to being used
by hackers to attack other computers. There is a lack
of incentive for each user in the system to adequately
protect against viruses in their system, since the cost
of the spread of the virus is borne by others. That
is, computer security is characterized by a positive
“externality.” If | take more precautions to protect

my computer, | enhance the security of other users as
well as my own. Such settings lead to a classic free-
rider problem. In the absence of a market for security,
individuals will choose less security than the social
optimal. Solutions to the free-rider problems have
been addressed in many settings.

Network Effects

A network effect arises in computer software. The
benefits of computer software typically depend on the
number of consumers who purchase licenses to the
same or compatible software. A direct network effect
exists when increases in the number of consumers on
the network raise the value of the goods or services for
everyone onthe network. The most common examples
are communication networks such as telephone and
e-mail networks.

A network effect also exists when individuals
consume “hardware” and complementary software.
In such a system, the value of the hardware good
increases as the variety of compatible software
increases. Increases in the number of users of com-
patible hardware lead to an increase in demand for
compatible software, which provides incentives for
software vendors to increase the supply of software
varieties. This in turn increases the benefit of all con-
sumers of the hardware, software, or virtual network.
Examples of markets where virtual network effects
arise are consumer electronics, such as CD players
and compact discs and computer operating systems
and applications programs.

Given the importance of interconnection in infor-
mation technology networks, the economics of com-
patibility and standardization hasbecome mainstream
economics. For an introduction to network effects
and policy issues, see Gandal (2002) and Church and
Gandal (2006).

Network effects are typically thought to benefit
consumers and firms that have coalesced around a
standard. However, network effects may contribute
to security problems. Large networks are more vul-
nerable to security breaches, precisely because of the
success of the network. In part because of its large
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installed base, Microsoft’s Internet Explorer is likely
more vulnerable to attack than the Mosaic’s “Firefox”
Browser. This is because the payoff to hackers from
exploitingasecurity vulnerability in Internet Explorer
is much greater than the payoff to exploiting a similar
vulnerability in Firefox.

RESEARCH ON THE ECONOMICS
OF CYBER SECURITY

A significant portion of the research in the economics
of cyber security focuses on the creation of markets.
I first briefly survey this research and then discuss
research on the incentives of software vendors regard-
ing the provision of security.

Intermediaries and Markets for
Software Vulnerabilities

The Computer Emergency Response Team/Coordina-
tion Center (CERT/CC) isacenter for Internetsecurity
in the Software Engineering Institute at Carnegie-
Mellon University. Although CERT/CC isnotapublic
agency, it acts as an intermediary between users who
report vulnerabilities to CERT/CC and vendors who
produced the software and the patches. When informed
by auseraboutavulnerability, CERT/CC conductsre-
searchintothe matter. Ifthe user hasindeed uncovered
a security vulnerability, CERT/CC then informs the
software vendor and gives it a 45 day “vulnerability
window.” This allows the firm time to develop a se-
curity update. After the 45 day period, CERT/CC will
typically disclose the vulnerability even if a security
update has not been made available.

Recently, a private market for vulnerabilities has
developed where firms such as iDefense and Tipping
Point/3Com act as intermediaries, paying those who
reportvulnerabilitiesand providing the information to
software users who have subscribed to the service.

Thereis growing literature on markets for vulner-
ability. Campand Wolfram (2004) heuristically discuss
this issue of markets for vulnerabilities. Schechter
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(2004) formally models the market for vulnerabilities
and Ozment (2004) shows how suchamarket can func-
tion as an auction. Kannan and Telang (2004) develop
a model with four participants—an intermediary, a
benignagentwho can identify software vulnerabilities,
an attacker, and software users—and ask whether a
market based mechanism is better than the setting in
which a public agency acts as an intermediary.

In the work discussed here, there is no role for
software vendors. Software vendors that deal directly
with benign agents would likely reduce the need for
such intermediary markets.

Examining Incentives for Software
Vendors

In this section, | discuss research that includes
software vendors in the models. Arora, Telang, and
Xu (2004) theoretically examine the optimal policy
for software vulnerability disclosure. The software
vendor strategy is limited to whether it will release
a patch and if so, when to release the patch. August
and Tunca (2005) have a strategic software vendor as
well, but the vendor strategy is limited to pricing the
software. Nizovtsev and Thurshy (2005) examine the
incentives of software firms to disclose vulnerabilities
in an open forum.

Choi, Fershtman, and Gandal (2007) examine
how software vulnerabilities affect the firms that
develop the software and the consumers that license
software. They model three decisions of the firm:
An upfront investment in the quality of the software
to reduce potential vulnerabilities, a policy decision
whether to announce vulnerabilities, and a license
price for the software. They also model two decisions
of the consumer: whether to license the software and
whether to apply a security update. The paper differs
fromthe literature because it examines the interaction
between vulnerability disclosure, patching, product
prices and profits. While this model provides a base,
further research is needed to examine incentives for
software vendors to invest in security.
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Empirical Work in the Economics of
Cyber Security

To the best of my knowledge, there are only a few em-
pirical papers inthe economics of cyber security. Here
I briefly mention a few recent studies. Arora, Nand-
kumar, Krishman, Telang, and Yang (2004) examined
308distinctvulnerabilities and showed that disclosure
of vulnerabilities increases the number of attacks per
host and installing security updates decreases the
number of attacks per host. Arora, Krishman, Telang,
and Yang (2005) find that disclosure deadlines are ef-
fective. They find that vendors respond more quickly
tovulnerabilitiesthatare processed by CERT/CCthan
to vulnerabilities not handled by CERT/CC.

Data for Empirical Work

Inmany fields, theoretical work progresses much more
quickly than empirical work, in part due to the dearth
of data. There is clearly an untapped potential for
empirical work in the economics of Internet security,
since the National Vulnerability Database (NVD),
which is assembled by the Computer Security Divi-
sion of the National Institute of Science and Technol-
ogy (NIST) and is available online at http:/nvd.nist.
gov/statistics.cfm.

High quality data are available at the level of the
vulnerability as well as at the industry or firm level.
The data include information about severity of the
vulnerability, the impact of the vulnerability, as well
as information on the vulnerability type. This data-
base wasemployed by Arora, Nandkumar, Krishman,
Telang, and Yang (2004) and Arora, Krishman, Telang,
and Yang (2005).

Suggestions for empirical work can be found by
examining the summary statistics available from the
NVD. They show that while the number of vulner-
abilities in the NVD increased from 1,858 in 2002
to 3,753 in 2005, the number of “high severity” vul-
nerabilities has roughly stayed the same during that
period.® According tothe NVD, severe vulnerabilities
constituted about 48% of all vulnerabilities in 2002,
33% of all vulnerabilities in 2004, and 23.5% of all

vulnerabilities in 2005. These data suggest a fall in
the percentage of high severity vulnerabilities as a
percentage of all vulnerabilities.

The data further show that vulnerabilities that
enable unauthorized access and derive from input
validation error, that is, from either buffer overflow
or boundary condition error, account for a large and
growing percentage of all high severity vulnerabilities.
While they accounted for approximately 50% of all
high severity vulnerabilities during 19952001, they
accounted for 60% of all high severity vulnerabilities
in 20022004. In 2005, they accounted for 72% of all
high severity vulnerabilities.

It would be helpful for researchers to try to deter-
mine what is driving these and other trends. These
simple statistics suggest that interdisciplinary empiri-
calislikely tobe quite fruitful. Economists may be able
toidentify trendsinthe data, butwithout collaboration
with computer scientists and engineers, it will not
be possible to understand the implications of these
numbers. Hopefully such work will be forthcoming
in the not too distant future.
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1 http://www.economist.co.uk/science/display-
Story.cfm?story _id=2246018

2 Fromthearticle Home Web Security Falls Short,
Survey Shows by John Markoff, October 25,
2004, available at http://www.staysafeonline.
info/news/safety _study vO04.pdf

8 Legal issues are surveyed by Grady and Fran-
cesco (forthcoming 2006). Readersinterestedin
the economics of privacy should see the web page
maintained by Alessandro Acquisti: http:/www.
heinz.cmu.edu/~acquisti/economics-privacy.
htm

4 See http://www.cl.cam.ac.uk/users/rjald/econ-
sec.html. For a wealth of articles on computer
security, see Bruce Schneier’s web page at
http://www.schneier.com/essays-comp.html

5 The first conference was held in 2002.

6 The NVD defines a vulnerability to be “high
severity” if (1) itallows aremote attacker to vio-
late the security protection of a system (i.e., gain
some sort of user, root, or application account),
(2) it allows a local attack that gains complete
control of asystem, or (3) it isimportant enough
tohaveanassociated CERT/CC advisory or US-
CERT alert. See http://nvd.nist.gov/fag.cfm
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ABSTRACT

In recent times, reliance on interconnected computer systems to support critical operations and infrastructures and,
at the same time, physical and cyber threats and potential attack consequences have increased. The importance
of sharing information and coordinating the response to threats among stakeholders has never been so great. In-
formation sharing and coordination among organizations are central to producing comprehensive and practical
approaches and solutions to combating threats. Financial services institutions present highly financially attrac-
tive targets. The financial services industry, confronts cyber and physical threats from a great variety of sources
ranging from potentially catastrophic attacks launched by terrorist groups or other national interest groups to
the more commonly experienced extremely targeted attacks perpetrated by hackers and other malicious entities
such as insiders. In this chapter we outline structure, major components, and concepts involved in information
sharing and analysis in the financial services sector. Then we discuss the relevance and importance of protecting
financial services institutions infrastructure from cyber attacks vis-a-vis presentation of different issues and crucial
aspects of current state of cyber terrorism. We also discuss role and structure of ISACs in counterterrorism; and
constituents, functions, and details of FS-ISAC.

INTRODUCTION Pallard, 2002). Beyond isolated and annoying attacks

on official Webssites, potential targets for ahypothetical
The pervasive nature of the Internet coupled with recent cyber-terroristact in the United States include most of
threats of cyber terrorism makes Internetinfrastructure the nation’s critical infrastructure, including utilities
security an area of significant importance (Devost & such as electricity, water, and gas facilities and their
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supply systems; financial services such as banks,
ATMs, and trading houses; and information and
communication systems (Estevez-Tapiadoe, 2004).
Hacking as part of cybercrime is definitely moving
forward, with new tools to hack and new viruses to
spread coming out every day (Sukhai, 2004). One of
the major challengesincounterterrorismanalysistoday
involves connecting the relatively few and sparse ter-
rorism-related dots embedded within massive amounts
of data flowing into the government’s intelligence and
counterterrorism agencies (Popp et al., 2004). On the
Internet, an attacker has an advantage. He or she can
choose when and how to attack (Schneier, n.d.). How-
ever, atthe operational level, how cyber terrorists plan
to use information technology, automated tools, and
identify targets may be observable and to some extent,
predictable (Chakrabarti & Manimaran, 2002). Figure
1 shows the general framework within the operational
context of financial services-information sharing and
analysis centers (FS-ISAC).

In recent times, reliance on interconnected
computer systems to support critical operations and
infrastructures and, at the same time, physical and
cyber threats and potential attack consequences have
increased. Theimportance of sharing informationand
coordinating the response to threats among stake-
holders has never been so great. Information sharing
and coordination among organizations are central to
producing comprehensive and practical approaches
and solutions to combating threats. In addition, com-
prehensive, timely information on incidents can help
federal and nonfederal analysis centers determine
the nature of an attack, provide warnings, and advise
on how to mitigate an imminent attack (Homeland
security, 2003).

National critical infrastructure protection (CIP)
policy for the United States as covered in Presidential
Decision Directive (PDD) 63 and confirmed in other
national strategy documents, including the National
Strategy for Homeland Security issued in July 2002,
called for a set of strategies and actions to establish
a partnership between the public and private sectors
protecting national critical infrastructure. For these
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sectors, which now total 14, federal government
leads (sector liaisons) and private-sector leads (sector
coordinators) were to work with each other. Federal
CIP policy also encourages the voluntary creation of
information sharing and analysis centers (ISACs) to
serve as mechanisms for gathering, analyzing, and
appropriately sanitizing and disseminating informa-
tion to and from infrastructure sectors and the federal
governmentthrough NIPC (Homeland security, 2003).
ISACs, today, control over 80% of nation’s critical
infrastructures.

The financial services industry, confronts cyber
and physical threats from a great variety of sources
ranging from potentially catastrophic attacks launched
by terrorist groups or other national interest groups to
the more commonly experienced extremely targeted
attacks perpetrated by hackers and other malicious
entities such as insiders. A concerted, industry-wide
effort to share attack information and security best
practices offersthe besthope of identifying, responding
to, and surviving the very real threats facing both the
industry and the country (Financial service-informa-
tionsharingandanalysiscenters (FS-ISAC) brochure,
n.d).

Inthis chapter we outline structure, major compo-
nents, and concepts involved in information sharing
and analysis in the financial services sector. Then we
discuss the relevance and importance of protecting
financial services institutions’ infrastructure from cy-
ber attacks. The next section elaborates and illustrates
information sharing as a key element in developing
comprehensive and practical approaches to defending
against potential cyber and other attacks. In following
section, we present differentissuesand crucial aspects
of current state of cyber terrorism. Then, we discuss
role andstructure of ISACs in counterterrorism, using
information sharing as an operational tenet. Next we
discuss, in detail, constituents, functions, and details
of FS-ISAC. The final section concludes the chapter
with a summary and discussion.
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FINANCIAL SERVICES
INSTITUTIONS

Some financial services institutions present highly
financially attractive targets. Cyber attacks against
them occur with increased frequency and complexity
when compared to other sectors. A report from U.S.
General Accounting Office (GAO) shows that financial
services firmsreceived an average of 1,108 attacks per
company during the six-month study period. During
thatsame period, 46% of these companies experienced
at least one attack they considered to be “severe.” In
its 2004 Global Security Survey (Deloitte Global
Security Survey, 2004), Deloitte and Touche reported
that 83% of financial services firms acknowledged
that their systems had been compromised in the past
year, compared to only 39% in 2002. Of this group,
40% stated that the breaches had resulted in financial
loss. The factthat the financial services industry relies
so heavily on public trust puts it at even greater risk
from all manner of cyber attacks. Any act that under-
mines the confidentiality, integrity, and availability of
financial data or transactions negatively impacts the
affected institution and the industry (Deloitte Global
Security Survey, 2004).

Increased exposure of the financial services sec-
tor is due to following characteristics of the industry
(www.fsisac.com/tour.htm):

. The*“target”: 50% of cyberattacks are financial
services firms

. “Vulnerable”: Online presence (subject to
software vulnerabilities of Internet)

. In the business of “trust”: Bedrock of busi-
ness

. Highly “regulated”: Regularly examined for
compliance; and

. “Interconnected”: To settle payment and se-
curities transactions globally.

Over the last year, attacks on financial institutions
have been on the rise. Financial services institutions
are targets because they hold people’s money and

have copious amounts of personal data. Many global
financial institutions have been subject to phishing
attacks over the last year (Deloitte Global Security
Survey, 2005). Corporate executives are relatively
on par with those of last year in that they are willing
to take a direct investment in security preparedness
against physical disasters, cyber terrorism, and other
potential threats (Deloitte Global Security Survey,
2004). A Deloitte and Touche 2005 survey (Deloitte
Global Security Survey, 2004) shows that the distribu-
tion of cyber attacks on financial institutions across
the globe ranges from 16% in the APAC region to
50% in Canada.

INFORMATION SHARING

Information sharing is a key element in developing
comprehensive and practical approaches to defend-
ing against potential cyber and other attacks, which
could threaten the national welfare. Information on
threats, vulnerabilities, and incidents experienced by
others, while difficult to share and analyze, can help
identify trends, better understand the risks faced,
and determine what preventive measures should be
implemented. The effective pursuitof counterterrorism
activities requests the rapid and semantically meaning-
ful integration of information from diverse sources
(Choucri, Madnick, Moulton, Siegel, & Zhu, 2004).
For counterterrorisminformationsharing, just like for
many other governmentand military operationsin the
post-September 11, 2001, world, the traditional mindset
of “need to know” is being overtaken by the “need
to share” among dynamic communities of interests
(COIls) (Yuan & Wenzel, 2005). Financial services is
one the communities of highest interest.

The private sector hasalways been concerned about
sharing information with the government and about
the difficulty of obtaining security clearances. Both
congress and the administration have taken steps to
address information sharing issues in law and recent
policy guidance. The Homeland Security Act of 2002,
which created the Department of Homeland Security
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Table 1. Cyber threats to critical infrastructure observed by the FBI (Source: GAO-03-715T Report, 2003)

Threat

Description

Criminal groups

Criminal groups who attack systems for purposes of monetary gain.

Foreign intelligence services

Foreign intelligence services that use cyber tools as part of their information gathering and
espionage activities.

Hackers sometimes crack into networks for the thrill of the challenge or for bragging rights

Hackers in the hacker community. Thus, while attack tools have become more sophisticated, they also
have become easier to use.
Hacktivists Hacktivism refers to politically motivated attacks on publicly accessible Web pages/resources

or e-mail servers.

Information warfare

Several nations are aggressively working to develop information warfare doctrine, programs,
and capabilities to enable a single entity to have a significant and serious impact by disrupting

the supply, communications, and economic infrastructures that support military power.

Insider threat

The disgruntled organization insider is a principal source of computer crimes.

Virus writers

Virus writers are posing an increasingly serious threat.

(DHS), brought together 22 diverse organizations to
help prevent terrorist attacks in the United States, re-
duce the vulnerability of the United States to terrorist
attacks, and minimize damage and assist in recovery
fromattacksthat do occur (Homeland security, 2003).
To accomplish this mission, the act established specific
homeland security responsibilities for the department,
which included sharing information among its own
entities and with other federal agencies, state, and
local governments, the private sector, and others. The
GAO was asked to discuss DHS’s information shar-
ing efforts, including (1) the significance of informa-
tion sharing in fulfilling DHS’s responsibilities; (2)
GAQO'’s related prior analyses and recommendations
for improving the federal government’s information
sharing efforts; and (3) key management issues DHS
should consider in developing and implementing ef-
fective information sharing processes and systems
(Homeland security, 2003).

CYBER TERRORISM
With the terrorist attacks of September 11, 2001, the

threat of terrorism rose to the top of the country’s
national security and law enforcement agendas. As

86

stated by the president in his National Strategy for
Homeland Security in July 2002, our nation’s terrorist
enemies are constantly seeking new tactics or unex-
pected ways to carry out their attacks and magnify
their effects, such as working to obtain chemical,
biological, radiological, and nuclear weapons. In
addition to traditional threats, terrorists are gaining
expertise in less traditional means, such as cyber at-
tacks. To accomplish the mission of DHS, as outlined
in the previous section, it is directed to coordinate its
efforts and share information within DHS and with
other federal agencies, state, and local governments,
the private sector, and other entities. This information
sharingiscritical tosuccessfully addressing increasing
threats and fulfilling the mission of DHS.
Informationtechnology (IT) isamajor contributor
and enablerwithincounterterrorismcommunities that
provides capabilities and mechanisms to anticipate
and ultimately preempt terrorist attacks by finding
and sharing information faster; collaborating across
multiple agencies in a more agile manner; connecting
the dots better; conducting quicker and better analyses;
and enabling better decision making (Jonietz, 2003;
Secretary of Defense, 2003). There are many technol-
ogy challenges, but perhaps few more important than
how to make sense of and connect the relatively few
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and sparse dots embedded within massive amounts of
information flowing into the government’s intelligence
and counterterrorism apparatus. As noted in the Na-
tional Strategy for Combating Terrorism (2003) and
Report of the Joint Inquiry into the Terrorist Attacks
of September 11, 2001 (2003), IT playsacrucial role in
overcoming this challenge and is a major tenet of the
U.S. national and homeland security strategies. The
U.S. government’s intelligence and counterterrorism
agencies are responsible for absorbing this massive
amount of information, processing and analyzing it,
converting it to actionable intelligence, and dissemi-
nating it, as appropriate, in a timely manner. Table 1
summarizesthe key cyberthreatsto ourinfrastructure
(Homeland security, 2003).

Government officials are increasingly concerned
about cyber attacks from individuals and groups with
malicious intent, such as crime, terrorism, foreign
intelligence gathering, and acts of war. According
to the FBI, terrorists, transnational criminals, and
intelligence services are quickly becoming aware of
and are using information exploitation tools, such as
computerviruses, Trojan horses, worms, logic bombs,
and eavesdropping sniffersthat can destroy, intercept,
degrade the integrity of, or deny access to data. As
larger amounts of money are transferred through
computer systems, as more sensitive economic and
commercial information is exchanged electronically,
and as the nation’s defense and intelligence communi-
tiesincreasingly rely oncommercially available I T, the
likelihood increases that cyber attacks will threaten
vital national interests (Homeland security, 2003).

ISACS

The PDD-63 of 1998 resulted in creation of ISACs.
The directive requested the public and private sector
create a partnership to share information about physi-
cal and cyber threats, vulnerabilities, and events to
help protect the critical infrastructure of the United
States. PDD-63 was updated in 2003 with Homeland
Security Presidential Directive/HSPD-7 to reaffirm
the partnership mission. To help develop ways of

better protecting our critical infrastructures and to
help minimize vulnerabilities, the DHS established
ISAC’s to allow critical sectors to share information
and work together to help better protect the economy.
Today there are 14 ISACs for critical infrastructures
(FS-ISAC FAQ, n.d.), presented as follows:

Agriculture

Food

Water

Public health

Emergency services

Government

Defense industrial base

Information and telecommunications
Energy

Transportation

Banking and finance

Chemical industry and hazardous materials
Postal and shipping

Real estate

© o N O~ wWwN R

L o
M w D - o

Theiractivities could improve the security posture
oftheindividual sectors, aswellas provide an improved
level of communication within and across sectors and
all levels of government (Homeland security, 2003).
While PDD-63 encouraged the creation of ISACs, it
lefttheactual designand functions of the ISACs, along
with their relationship with NIPC, to be determined
by the private sector in consultation with the federal
government (Homeland security, 2003).

PDD-63 did provide suggested activities that the
ISACs could undertake (Homeland security, 2003),
including:

. Establishing baseline statistics and patterns on
the various infrastructures

. Serving as a clearinghouse for information
within and among the various sectors

. Providing a library for historical data for use by
the private sector and government

. Reporting private-sector incidents to NIPC
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Table 2. Sector-wise participation of firms in FS-ISAC
(Source: FS-ISAC)

Sector Percentage
Commercial banks 72%
Savings institutions 12%
Securities firms 2%
Insurance companies 2%
Exchange/sector utilities 3%

FS-ISAC

FS-ISAC was established by the financial services
sector in response to 1998’s PDD-63. The FS-ISAC is
anot-for-profit organization formed to serve the needs
ofthe financial services industry forthe dissemination
of physical and cyber security, threat, vulnerability,
incident, and solution information. Later, Homeland
Security Presidential Directive updated the directive.
The update mandatesthatthe publicand private sectors
share information about physical and cyber security
threats and vulnerabilities to help protect U.S. critical
infrastructure.

The FS-ISAC offers eligible participants the
ability to anonymously share physical and cyber
security information. The FS-ISAC gathers threat,
vulnerability, and risk information about cyber and
physical security risks faced by the financial services
sector. Sources of information include commercial
companies, which gather this type of information,
government agencies, CERTSs, academic sources,
and other trusted sources. FS-ISAC also provides an
anonymous information sharing capability across the
entire financial services industry. Upon receiving a
submission, industry experts verify and analyze the
threatand identify any recommended solutions before
alerting FS-ISAC members. Table 2 shows sector-wise
participation in FS-ISAC within financial services.
Thisassures that member firms receive the latest tried-
and-true procedures and best practices for guarding
against known and emerging security threats. After
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analysis by industry experts, alerts are delivered to
participants based on their level of service (FS-ISAC
FAQ, n.d.). FS-ISAC, recently, successfully concluded
acritical infrastructure notification system (CINS) that
enables near-simultaneous security alerts to multiple
recipients, while providing for user authentication
and delivery confirmation. Some of the common
and critical services offered by FS-ISAC include an
industry platform to share security information, such
as biweekly threat conference calls, crisis conference
calls, member meetings and a secure portal. The
membership to FS-ISAC is open to regulated financial
services firms and utilities. The tiered membership
options provide for participation of any firm.

FS-ISAC membership is recommended by the
U.S. Department of the Treasury, the Office of the
Comptroller of Currency, DHS, the U.S. Secret Ser-
vice, and the Financial Services Sector Coordinating
Council, and comes in a range of service levels, pro-
viding key benefits to organizations of all sizes and
security profiles. Based on level of service, FS-ISAC
members take advantage of a host of important ben-
efits, including early notification of security threats
and attacks, anonymous information sharing across
the financial services industry, regularly scheduled
member meetings, and biweekly conference calls
(FS-ASAC dashboard, n.d.). By 2005, the FS-ISAC’s
goal was to be able to deliver urgentand crisis alerts to
99% ofthe more than 25,000 members of the financial
services sector within one hour of notification. Figure
2aand 2b (FS-ISAC dashboard, n.d.) show currentand
projected membership statistics. FS-ISACiscurrently
composed of members who maintain over 90% of the
assets under control by the industry.

CONCLUSION

“We are at risk. Increasingly, America depends on
computers. They control power delivery, communi-
cations, aviation, and financial services” (National
Research Council, 1991, p. 7). A proactive approach
to protecting information infrastructure is necessary
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to prevent and combat cyber attacks. The Internet has
become a forum and channel for terrorist groups and
individual terrorists to spread messages of hate and
violence, to communicate and to attack computer-
based information resources. The effective pursuit
of counterterrorism activities mandates a rapid and
semantically meaningful integration of information
fromdiverse sources. IT playsacrucial role insharing
information across diverse domains of counterter-
rorism effort and has evolved as a major tenet of the
U.S. national and homeland security strategies. The
U.S. government’s intelligence and counterterrorism
agenciesare responsible for correlating the extensively
distributed and scattered information, converting it
to actionable intelligence, and disseminating it in
a timely manner. Through FS-ISAC, many of the
nation’s experts in the financial services sector share
andassessthreatintelligence provided by its members,
enforcement agencies, technology providers, and
security associations.
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TERMS AND DEFINITIONS

Critical Infrastructure Protection: This means
security of those physical and cyber-based systems
that are essential to the minimum operations of the
economy and government by ensuring protection of
informationsystems for critical infrastructure, includ-
ing emergency preparedness communications, and the
physical assets that support such systems.

Department of Homeland Security (DHS): The
Homeland Security Act of 2002, which created the
Department of Homeland Security (DHS), brought
together 22 diverse organizations to help prevent
terrorist attacks in the United States, reduce the vul-
nerability of the United States to terrorist attacks, and
minimize damage and assist in recovery from attacks
that do occur.
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Financial Services Information Sharing and
Analysis Centers (FS-ISAC): The FS-ISAC, es-
tablished in response to PDD-63, is a not-for-profit
organization formed to serve the needs of the financial
services industry for the dissemination of physical
and cyber security, threat, vulnerability, incident, and
solution information.

Hacktivism: This refers to politically motivated
attacks on publicly accessible Web pages/resources
or e-mail servers.

Information Sharing and Analysis Centers:
Presidential Decision Directive 63 (PDD-63) in 1998
resulted in creation of information sharingand analysis
centerstoallow critical sectorsto share informationand
work together to help better protect the economy.

Information Warfare: This means the use and
managementofinformationin pursuitof acompetitive
advantage over an opponent.

Presidential Decision Directive (PDD) 63: In
1998, the Clinton Administration issued Presidential
Decision Directive 63 (PDD-63), to meet the demands
of national security interests in cyberspace and to
help protect the critical infrastructure of the United
States.
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ABSTRACT

Cyberspace, computers, and networks are now potential terrain of warfare. We describe some effective forms of
deception in cyberspace and discuss how these deceptions are used in attacks. After a general assessment of de-
ception opportunities in cyberspace, we consider various forms of identity deceptions, denial-of-service attacks,
Trojan horses, and several other forms of deception. We then speculate on the directions in which cyber attacks

may evolve in the future.

INTRODUCTION

Any communications channel can convey false in-
formation and, thus, be used for deception (Miller
& Stiff, 1993). The communications resources of cy-
berspace have several characteristics that make them
attractive for deception. Identity is hard to establish in
cyberspace. So mimicry is easy and often effective, as
with the false e-mail addresses used in spam, the fake
Web sites used for identity theft, and software “Trojan
horses” that conceal malicious functions within. The
software-dependent nature of cyberspace also encour-
ages automated deceptions. So the infrastructure of
cyberspace itself can fall victim to denial-of-service

attacks that overwhelm sites with massive numbers
of insincere requests for services.

Amateur attackers (hackers) are attacking sites
on the Internet all the time. These attacks can range
from vandalism and sabotage to theft and extortion.
The rate of attack incidents reported to the Computer
Emergency Response Team (CERT) at Carnegie Mel-
lon University continues to grow due to the increased
use of automated attack tools (CERT/CC, 2005). Most
attack techniques involve deception in some form,
since there are many possible countermeasures against
attacks in general. Hacker attack techniques can be
adopted by information-warfare specialists as tools
of warfare (Hutchinson & Warren, 2001; Yoshihara,
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2005). Attacks generally exploit flaws in software;
and once flaws are found, they get fixed, and the cor-
responding attacks no longer work. Web sites, such as
www.cert.org, serve as up-to-date clearinghouses for
reports of security vulnerabilities used by attackers
and how to fix them. So information-warfare attacks
either need to find software that is not current with
vulnerability fixes (something rare for important
infrastructure sites) or else develop new techniques
that no one knows about (for which the results are
only useful for a limited time given the pace of the
development of fixes). Since these things are difficult,
deception is often used to improve the chances of a
successful attack.

DECEPTION IN CYBERSPACE

Deception can be defined as an interaction between
two parties, a deceiver and a target, in which the
deceiver successfully causes the target to accept as
true a specific incorrect version of reality, with the
intent of causing the target to act in a way that ben-
efits the deceiver. Because conflicts of interest are
almost inevitable whenever humans interact, many
deceptions are commonly encountered in everyday
life. Though familiarly associated with income taxes,
politics, and the sale of used cars, deception can occur
in any financial or economic interaction, as well as in
advertising, in sports, and other forms of entertain-
ment, in law, in diplomacy, and in military conflicts
(Ford, 1996). Deception carries a stigma because it
violates the (usually unspoken) agreement of coop-
eration between the two parties of an information
exchange, and thus represents a misuse of and threat
to the normal communication process. However, the
moral status of deception can sometimes be unclear,
as it has been justified in crisis situations, to avoid a
greater evil, against enemies, for the public good, or
to protect people like children from harmful truths
(Bok, 1978).

Cyberspace differs in many ways from our natural
environment, and two differences hold special rel-
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evance fordeceptionincyberattacks. First, cyberspace
communications channels carry less information than
channels of normal “face-to-face” interactions (Vrij,
2000). Cues that we normally use to orient ourselves
during a face-to-face interaction may not be available
or may be easily forged in cyberspace. For instance,
body language, voice inflections, and many other cues
are lost in e-mail messages, which permit “spoofing,”
where amessage appears to come from someone other
thantheauthor. Second, information incyberspace can
quickly and easily be created or changed so there is
little permanence. For instance, Web sites and e-mail
addresses can appear and disappear quite fast, mak-
ing it difficult to assign responsibility in cyberspace,
unlike with real-world businesses that have buildings
and physical infrastructure. The link between labels
on software objects and their human representatives
can be tenuous, and malicious users can exploit this.
Also, it is difficult to judge the quality of a product
in cyberspace, since it cannot be held in the hand and
examined, which permits a wide range of fraudulent
activities. An example is an antivirus product made
available for a free trial that actually harbors and
delivers malicious code.

Rowe (2006) and Rowe and Rothstein (2004)
identify 23 categories of possible deceptionsin attacks
in cyberspace, based on case grammar in linguistics.
Arranged in decreasing order of their estimate of
suitability and effectiveness in cyberspace, these
categories are deception in agent (deceiving the tar-
get about who performs an action), accompaniment
(what the action is accompanied by), frequency (of
the action), object (of the action), supertype (category
of the action), experiencer (who observes the action),
instrument (used to accomplish the action), whole (to
which the action belongs), content, external precondi-
tion (environmental effects on the action), measure,
location-from, purpose, beneficiary, time-at, value
(of data transmitted by the action), location-to, loca-
tion-through, time-through, internal precondition
(self-integrity of the action), direction, effect, and
cause. We elaborate on these major categories in the
following sections.
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IDENTITY DECEPTION

Since impersonation is easy in cyberspace, many
attacks exploit it. These are generally deceptions
in object, whole, instrument, supertype, and agent.
Military personnel are tempting targets for “social
engineering” attacks involving impersonation of one
person by another. Social engineers assume a false
identity to manipulate people into providing sensitive
information or performing tasks (Mitnik & Simon,
2002), often by deceiving asto purpose and beneficiary.
Anexample is pretending to be a representative of the
information-technology staff so as to steal a password
from a new employee.

Phishing is a particularly dangerous kind of im-
personation for social engineering that has increased
in frequency and severity recently (Messagelabs,
2005). A perpetrator sends e-mail to a large group of
potential targets, urging them to visit a Web site with
afamiliar-sounding nameto resolve some bogus issue.
For example, a bogus e-mail from “PayPal, Inc” may
urge that “Security updates require that you re-enter
your user name and password.” The information pro-
vided by the victim is used to commit identity theft or
enableespionage. Organizationsare increasingly being
targeted by “spear phishers,” who carefully tailor their
attacks to specific victims to obtain specific secrets
from them, as a form of espionage.

A more subtle category of identity deception in
cyberspace is “privilege escalation,” where an at-
tacker gains access to a system through a vulnerable
account, and then exploits additional vulnerabilities
to parlay their limited privileges up to those of a
full system administrator (Erbschloe, 2005). This is
analogous to what human spies try to do in improv-
ing upon their access abilities. Privilege escalation
can be accomplished by certain buffer overflows in
software. A buffer overflow occurs when a piece of
information provided by a user is larger than the space
allocated for it by the program, and, under the right
circumstances, when there is a flaw in the software,
this can allow a malicious user to overwrite parts of
the operating system and execute arbitrary code at a

higherlevel of privilege. Buffer overflows are common
because some popular programming languages, like
C and C++ and some common software products, do
not automatically enforce bounds on data placed in
memory. Anothertechnique forescalating privilegesis
tosteal a password table, try passwords systematically
until a correct one is found, and then impersonate the
owner of the password on the system. Usually pass-
words are stored in a “hashed” form that cannot be
decrypted, but the hashing algorithm is often known
and attackers can just try to match the hashes repeat-
edly on a fast machine of their own.

Knowledgeable attackers who successfully esca-
late privileges may try to install a “rootkit” to conceal
or camouflage their presence and actions from system
administrators (Kuhnhauser, 2004). A rootkit is a re-
placement for critical parts of the operating system of
acomputerto provide clandestine access and total con-
trol of the computer by the attacker. This is analogous
to occupying the adversary’s terrain in conventional
warfare. Rootkits usually include specially modified
file-listing and process-listing commands that hide
the attacker’s files and processes from administra-
tors and other users (Denning, 1999). A rootkit can
provide a “back door” by surreptitiously listening on
a port for (possibly encrypted) control commands
from an attacker.

Other common identity deception on the Internet
involves impersonating computers. This includes
“spoofing” of Internet addresses by faking the header
information on Internet packets to make it look like
it came from someplace other than where it really
came from. During an impersonation of computers,
spoofing can screen or camouflage the origin of an
attack. That is, a machine on which an attacker has
gained unauthorized access can serve as a launching
point for further unauthorized accesses, concealing
the attacker’s identity because it is difficult to trace
a connection backwards through many intermediate
machines with most Internet protocols. Intervening
computers also may be located in many countries
throughout the world, and legal coordination between
jurisdictions can be difficult (Stoll, 2000).
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DENIAL-OF-SERVICE ATTACKS

Adenial-of-service attack slows or stops the operation
of a cyberspace resource or service by overwhelming
it with insincere requests. Denial-of-service attacks
are deceptions in frequency and purpose as per Rowe
and Rothstein (2004). They can occur if large numbers
of coordinated computers try to access the same Web
site simultaneously. These attacks are easy to do and
have been used successfully against big companies
like Amazon and the U.S. presidential site. Another
example is a “SYN flood attack™ against the com-
monly used TCP protocol (McClure, Scambray, &
Kurtz, 2005), which involves the attacker starting, but
not completing, a large number of interactions called
“three-way handshakes” with avictim computer. This
forces the victim to maintain many half-open con-
nections that prevent valid connections from being
established. Denial of service also can be achieved by
a “smurf” attack, which involves flooding a network
withmany ICMP echo (or “ping”) requeststo different
machines. The requests have their source addresses
forged as that of the victim machine, which is flooded
with echo responses and overwhelmed.

Denial of service is quite valuable militarily as
a way to disable adversary’s computer systems. Po-
tential targets could include command-and-control
networks, file servers holding mission plans, Web
servers holding enemy communications intercepts,
and domain name service (DNS) sites that serve as
the Internet’s indexes.

TROJAN HORSES

Attacks can be concealed inside otherwise innocent
software. Theseare called “Trojan horses” (Erbschloe,
2005) and are instances of deception in accompani-
ment and content. To trick a user into running them,
they can be provided for free at Web sites, sent as
e-mail attachments with forged addresses, hidden in
storage media, or even embedded when the software
ismanufactured. The “cover” software can be auseful
utility, a game, or a “macro” (embedded code) within
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a document file. Running a piece of software is insuf-
ficient to confirm it is malicious, since its sabotage or
espionage may be subtle, or it may be set to trigger
later according to the clock or on instructions from a
remote attacker. Sabotage can range from changing
numbersindatato causing programsto fail completely.
Computer viruses and worms are important forms of
Trojan horses, but they are usually too obvious to be
effective for military use.

An important category of Trojan horses is spy-
ware, or automated espionage in cyberspace. These
programs covertly pass useful information back to
an attacker about the activities on a computer and so
are deception in experiencer. Spyware is currently
an epidemic, although its incidence is decreasing
as antivirus and antispyware software is now look-
ing for it. Commercial spyware usually just reports
what Web sites a user visits, but the techniques can
be adapted for espionage to record everything a user
types on a keyboard, enabling theft of passwords and
encryption keys. Spyware uses “covert channels” to
communicate back to its controller; these can use
encryption (messages transformed into unintelligible
codes) (Pfleeger, 1997) or “steganography” (concealed
messages in what appears to be innocent messages or
data) (Wayner, 2002). For instance, an encryption of
the password “foobar” might be “&3Xh0y,” whereas
the steganographic encoding might be “find our own
bag at Rita’s,” using the first letter of every word.
Steganography also can use subtle features like the
number of characters per line, the pattern of spaces
in a text document, or every 137" letter.

MISCELLANEOUS DECEPTIONS

Other deceptions from the taxonomy of Rowe (2006)
can be used in cyberspace:

. Buffer overflows can be done by sending insin-
cere large inputs to programs.

. To achieve surprise, attacks can involve rarely
used software, ports, or network sites.
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. Attacks can have surprising targets, such as
little-used software features.

. Attacks can occur at surprising times (but ev-
eryone knows the Internet is always active).

. Attacks can occur from surprising sites (but
everyone knows attacks can come from any-
where).

. To maximize concealment, attacks can be done
very slowly, as by sending one command a day
to a victim computer.

. Attacks can modify file or audit records in time
and detailsto make attackersappear to have been
doing something different at a different time.

. Attackers can claim abilities that they do not
possess for purposes of extortion, such as the
ability to disable a computer system.

FUTURE TRENDS

As defenses to cyber attack improve, we can expect
amateur cyber attacks to show more deception, and
information-warfare attacks can be expected to
show more too. Attacks are increasing in technical
sophistication as easier attacks are being blocked or
foiled. Deception can be a useful “force multiplier”
for mission plans in cyberspace, just as in real battle
spaces (Dunnigan & Nofi, 2001). But we do not expect
many new deceptions, since most of the possible ploys
have already been explored. And it will become more
difficult for deceptions to succeed. Defenses are im-
proving; and defenders are becoming more aware of
deceptions being practiced, so that the pool of potential
victims for many attacks is decreasing.

The diversity of deceptions should increase in the
futureasthe continued development of automated tools
will permitattackers to try many methods at once. But
diversity in defenses against deceptions also should
increase. Deception will be increasingly common in
asymmetric cyber war, as it is in asymmetric conven-
tional warfare (Bell & Whaley, 1991), for tactics and
strategies by the weaker participant.

CONCLUSION

Deception occurs in all military conflicts, and as more
military activity shiftsto cyberspace, we will see more
deception there too. An analysis of how deception is
used in attacks can help in understanding them, with
the goal of developing effective defenses for future
attacks. The deception methods we have described
here are not difficult to use. While there have not been
confirmed instances of cyber war using deception,
information-warfare specialists are developing cyber
weapons using these methods. However, a wide vari-
ety of methods can be used to ensure that particular
cyber attack deceptions against a particular target are
totally ineffective.
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TERMS AND DEFINITIONS

Buffer Overflow: Thismeanstechniques by which
large inputs are given to software to induce it to do
things it normally does not.

CovertChannel: Thisisaconcealed communica-
tions channel.

Denial of Service: This refers to an attack that
overwhelms a cyberspace resource with requests
S0 as to prevent authorized persons from using the
resource.

Encryption: This is a systematic and reversible
way of making a message unintelligible by using
secret keys.

Escalation of Privileges: This is exploiting
security weaknesses to increase one’s abilities on a
computer system.

Hacker: This refers to an amateur attacker of
computers or sites on the Internet.

Phishing: This type of e-mail tries to steal secrets
by directing users to a counterfeit Web site.

Rootkit: This replacement code for the operating
system of a computer is placed on a compromised
system by an attacker to ensure that their malicious
activities will be hidden and to simplify future access
to the system by them.

Social Engineering: This refers to methods to
trick or manipulate people into providing sensitive
information or performing a task.

Steganography: This means concealed messages
within others.
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ABSTRACT

While computer systems can be quite susceptible to deception by attackers, deception by defenders has increas-
ingly been investigated in recent years. Military history has classic examples of defensive deceptions, but not all
tactics and strategies have analogies in cyberspace. Honeypots are the most important example today; they are
decoy computer systems designed to encourage attacks to collect data about attack methods. We examine the
opportunities for deception in honeypots, and then opportunities for deception in ordinary computer systems by
tactics like fake information, false delays, false error messages, and identity deception. We conclude with possible

strategic deceptions.

INTRODUCTION

Defense from cyber attacks (exploits) in cyberspace
is difficult because this kind of warfare is inherently
asymmetric with the advantage to the attacker. The
attacker can choose the time, place, and methods with
little warning to the defender. Thus a multilayered
defense (defense in depth) is important (Tirenin &

Faatz, 1999). Securing one’s cyberspace assets by
access controls and authentication methods is the
first line of defense, but other strategies and tactics
from conventional warfare are also valuable, includ-
ing deception.

Dunnigan and Nofi (2001) provide a useful tax-
onomy of nine kinds of military deception similar to
several other published ones: concealment, camou-

Copyright © 2008, IGI Global, distributing in print or electronic forms without written permission of IGI Global is prohibited.
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flage, disinformation, ruses, displays, demonstrations,
feints, lies,and manipulation of theadversary by insight
into their reasoning and goals. Rowe and Rothstein
(2004) propose an alternative taxonomy based on case
theory from linguistics. Table 1 shows those categories
of deceptions they argue are feasible for defense from
cyber attack, with revised assessments of suitability
on a scale of 1 (unsuitable) to 10 (suitable). Some of
these deceptions also can be used in a “second-order”
way, after initial deceptions have been detected by
the adversary. An example is creating inept decep-
tions with obviously false error messages, while also
modifying attacker files in a subtle way.

HONEYPOTS

Honeypots are the best-known example of defensive
deceptionincyberspace (The Honeynet Project, 2004;
Spitzner, 2003). These computer systems serve no
purpose besides collecting dataabout attacks on them.
That means they have no legitimate users other than
system administrator; anyone else who uses them is
inherently suspicious. Honeypotsrecordall theiractiv-
ity in secure audit files for later analysis, and the lack
of legitimate traffic means thisisarich source of attack
data. Honeypot data is one of the few ways by which
new (zero-day) attacks can be detected. Honeypotsalso
canserveasdecoysthatimitate importantsystems like
those of command-and-control networks.
Honeypots are often used in groups called “hon-
eynets” to provide plenty of targets for attacks and to
study how attacks spread from computer to computer.
Software for building honeynets is provided by the
Honeynet Project (a consortium of researchers that
provides open-source software) as well as some
commercial vendors. Honeypot and honeynets can
be “low-interaction” (simulating just the first steps of
network protocols (Cohen & Koike, 2004)) or “high-
interaction” (permitting logins and most resources
of their systems, like Sebek (The Honeynet Project,
2004)). Low-interaction honeypots can fool attackers
intothinking there are many good targets by simulating
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many Internetaddressesand many vulnerable-looking
services, as “decoys.” For instance, low-interaction
honeypots could implement a decoy military com-
mand-and-control network, so adversaries would
attack it, rather than the real network. Low-interac-
tion honeypots, like HoneyD, provide little risk to
the deployer but are not very deceptive, since they
usually must be preprogrammed with a limited set of
responses. High-interaction honeypots, like Sebek, are
moreworkto installand entail more risk of propagating
an attack (since countermeasures cannot be perfect),
but will fool more attackers and provide more useful
data. A safer form of high-interaction honeypot is a
“sandbox,” a simulated environment that appears to
be a real computer environment; it is important for
forensics on malicious code.

Counterdeception and
Counter-Counterdeception
for Honeypots

Deception is necessary for honeypots because attack-
ers do not want their activities recorded: This could
permit legal action against them as well as learning
of their tricks. So some attackers search for evidence
of honeypots on systems into which they trespass;
this is a form of counterdeception (McCarty, 2003).
Analogously to intrusion-detection systems for cy-
berspace (Proctor, 2001), this counterdeception can
either look for statistical anomalies or for features or
“signatures” that suggest a honeypot. Anomalies can
be found in statistics on the types, sizes, and dates of
files and directories. For instance, a system with no
e-mail files is suspicious. Counter-counterdeception
in designing good honeypots then requires ensuring
realisticstatisticsonthe honeypot. Atool that calculates
statistical metrics on typical computer systems is use-
ful (Rowe, 2006). One good way to build a honeypot
is to copy its file system from a typical real computer
system. However, exactly identical file systems are
suspicious so it is important to make at least random
differences among honeypots.

Honeypotsignatures can be found in main memory,
secondary storage, and network packets (Holz &
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Table 1. A taxonomy of deception in cyberspace

Deception Suitability in Example
method cyberspace
Agent 4 Pretend to be a naive consumer to entrap identity thieves
Object Camouflage key targets or make them look unimportant; or disguise software as different software
Instrument Do something in an unexpected way

Accompaniment

Induce attacker to download a Trojan horse

Experiencer

Secretly monitor attacker’s activities

Direction

Transfer Trojan horses back to attacker

Location-from

Try to frighten attacker with false messages from authorities

Location-to Transfer attack to a safer machine, like a honeypot
Frequency Swamp attacker with messages or requests
Time-at Associate false times with files

Time-from Falsify file-creation times

Time-to Falsify file-modification times

Time-through

Deliberately delay processing commands

N O N | OO WO || © | N[ | P | PN N OO N W |~ -

Cause Lie that you cannot do something, or do something unrequested

Effect Lie that a suspicious command succeeded

Purpose Lie about reasons for asking for an additional password

Content Plant disinformation, redefine executables, or give false system data
Material “Emulate” hardware of a machine in software for increased safety
Measure Send data too large or requests too difficult back to the attacker

Value Systematically misunderstand attacker commands, as by losing characters
Supertype Be a decoy site for the real site

Whole Ask questions that include a few attacker-locating ones

Precondition

[an
o

Give false excuses why you cannot execute attacker commands

Ability

=]

Pretend to be an inept defender, or have easy-to-subvert software

Raynal, 2005). The Honeynet Project has put much
thought into signature-concealing methods for hon-
eypots, many of which involve deception. Since good
honeypotsshould log datathrough several independent
methods (packet dumps, intrusion-detection system
alerts, and keystroke logging), itisespecially important
to conceal logging. Sebek uses specially-modified
operating systems and applications software rather
than calling standard utilities, such as implementing
the UDP communications protocol directly, rather

than calling a UDP utility. It specially conceals the
honeynet software when listing operating-system
files. Italso implements a firewall (protective network
filter) that deceptively does not decrement the “time
to live” of packets traversing it as most firewalls do,
helping to conceal itself. Honeypots also can conceal
logging by sending data by indirect routes, such as
to nonexistent computer addresses, where it can be
picked upintransmission by network-packet “sniffers.”
Honeypotsimplemented in hardware can be even better
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at avoiding software clues. Signatures of honeypots
also can be concealed by putting key data in unusual
places, encrypting it, or frequently overwriting it with
legitimate data. But steganography (concealed mes-
sages) is unhelpful with honeypots since just sending
log data is suspicious, not its contents.

Deception to Prevent the Spread of
Attacks from Honeypots

Honeypots must try to protect attacks on them from
spreading to legitimate computers, since attackers
frequently use compromised systems as bases for
new attacks. This means honeypots should have a
“reverse firewall” that just controls data leaving them.
Deception is essential for reverse firewalls because
they are rarely found on legitimate systems and are
obvious clues to honeypots. Sebek and other “Gen 11
honeynets” use several deception tactics. They impose
ahiddenlimitonthe number of outbound connections.
They can drop (lose) outgoing packets according
to destination or the presence of known malicious
signatures. They also can modify packets so known
malicious code can be made ineffective and/or more
visible to its targets. Modification is particularly good
when packets an attacker is sending are malformed or
otherwise unusual, since a good excuse to the attacker
for why they do not work is that a new signature has
been recognized.

DISINFORMATION

Deception can be used by ordinary computer systems,
too. As with print media, disinformation (false infor-
mation) can be planted on computers for enemy spies
to discover, as a counterintelligence tactic (Gerwehr,
Weissler, Medby, Anderson, &Rothenberg, 2000).
This includes fake mission plans, fake logistics data,
fake intelligence, and fake orders; it also can include
fake operating-system data, such as fake temporary
files and fake audit logs, constructed to make it ap-
pear that a system is being used for normal purposes,
analogousto the fake radio messages used by the Allies

100

before D-Day (Cruikshank, 1979). Disinformationcan
work well in cyberspace because, unlike handwritten
materials, electronic data does not provide clues to
deception in style and provenance (how it was ob-
tained), and methods for detecting textinconsistencies
(Kaza, Murthy, & Hu, 2003; Zhou, Twitchell, Qin,
Burgoon, & Nunamaker, 2003) do not work well for
fixed-format audit records. While operating systems
do record who copied a file and when, the author may
be masquerading assomeone else, and dates can easily
be faked by changing the system clock. Since timing
and location are often critical to military operations,
a useful tactic for creating disinformation is to copy
a previous real message but change the times and/or
places mentioned in a systematic way.

Disinformation can be used to fight spam with
“spam honeypots” (Krawetz, 2004). These sites col-
lect large amounts of e-mail traffic to detect identical
messages sent to large numbers of addresses, which
they thenidentify asspam, and quickly reporttoe-mail
servers for blacklisting. Spam honeypots can deceive
in publicizing their fake email addresses widely, as on
Web sites. Also, sites designed for phishing, or identity
theftviaspam, can be counterattacked by overwhelm-
ing them with large amounts of false identity data.

Since attackers want to avoid honeypots, other
useful disinformation could be false indicators of a
honeypot (Rowe, Duong, & Custy, 2006). For instance,
one can put in secondary storage the executables and
datafiles formonitoring software, like VM Ware, even
if they are notbeing run. Disinformation also could be
afalsereportonaWeb page that a site uses honeypots,
scaring attackers away. Amusingly, hackers created
disinformation themselves when they distributed a
fake journal issue withafake technical article claiming
that Sebek did not work (McCarty, 2003).

DECEPTIVE DELAYS

Deceptive delaying is a useful tactic when a defender
needs time to assemble a defense or await reinforce-
ments. It can mean just waiting before responding,
or giving an attacker extra questions to answer or
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information to read before they can proceed. Delaying
helps a defender who is suspicious about a situation
but not certain, and it gives time to collect more evi-
dence. Deception is necessary to delay effectively in
cyberspace because computers do not deliberate before
acting, though they may seek authorizations (Somayaji
& Forrest, 2000). One possible excuse for deceptive
delays is that a computation requires a long time. This
can be done, for instance, in a Web site (Julian, Rowe,
& Michael, 2003): If input to a form is unusually long
or contains what looks like program code, delays will
simulate a successful denial-of-service attack while
simultaneously foiling it. Delays also are used in the
LaBrea tool (www.hackbusters.net) to slow attacks
that query nonexistent Internet addresses. Plausible
delays should be a monotonically increasing function
of the expected processing time for an input, so they
seem causally related to it. A delay that is a quadratic
orexponential function of the expected processing time
is good because it penalizes very suspicious situations
more than it penalizes mildly suspicious situations.

DEFENSIVE LIES

Lies also can be an effective way to defend computer
systems from attack. While not often recognized,
software does deliberately lie to users on occasion to
manipulate them. For instance, most Web browsers
will suggest that a site is not working when given a
misspelled Web link, apparently to flatter the user. In-
formationsystemscan lie to protectthemselves against
dangerous actions. Useful lies can give excuses for
resource denial, like saying “the network is down,” in
response to acommand requiring the network—much
asalie “the boss just stepped out” can be used to avoid
confrontations inawork place. Attackers must exploit
certain key resources of a victim information system
like passwords, file-system access, and networking
access. If we can deny them these by deception, they
may conclude that their attack cannot succeed and just
go away without a fight. False resource denial has an
advantage over traditional mandatory and discretion-

ary access control of resources in that it does not tell
theattackerthat their suspiciousness has been detected.
Thus, they may keep wasting time trying to use the
resource. Resource denial also can be fine-tuned to
the degree of suspiciousness, unlike access control,
permitting more flexibility in security.

Deception planning is essential to the use of de-
liberate lies because good lies require consistency.
So cyber-deception planners need to analyze what
attackers have been told so far to figure what lies to
best tell them next; decision theory can be used to
rank the suspiciousness of alternative excuses (Rowe,
2004). For attacks that are known in advance, one can
construct more detailed defensive plans. Michael,
Fragkos, and Auguston (2003) used a model of a
file-transfer attack to design a program that would
fake succumbing to the attack, and Cohen & Koike
(2004) used “attack graphs” to channel the activities
of attackers with situation-dependent lies about the
status of services on a virtual honeynet.

DECEPTION TO IDENTIFY
ATTACKERS

A serious problem in defense against cyber attack is
finding its source (attribution) so that one can stop
it, counterattack, impose sanctions, or start legal
proceedings. But the design of the Internet makes it
very difficult to trace attacks. Military networks do
generally track routing information by using modified
networking protocols; but it is often impossible to get
civilian sites to do this, since it requires significant
storage, so an attacker that comesinthroughacivilian
network can remain anonymous.

“Spyware” that remotely reports user activities
(Thompson, 2005) is useful for source attribution.
“Trojan horses,” or programs containing concealed
processing, can be usedto insertspyware onto attacker
machines by offering free software (like attack tools)
through “hacker” sites or via e-mail; or spyware can
be installed by surreptitious loading onto attacker
computers. Spyware cantrack whenauserisloggedin,
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what programs they run, and what Internet sites they
visit. Spyware also can be designed to delay or impede
an adversary when they attempt attacks. But then it is
likely to be discovered, and once it is discovered, any
subsequent deceptions are much less effective.

Onealso cantry common cyber scams (Grazioli &
Jarvenpaa, 2003) on an attacker. One can plant “bait”
like passwords and track their use or plant credit-card
numbers and watch to where the goods are delivered.
One may be able to fool an attacker into submitting
a form with personal data. Or one can just try to chat
with an attacker to fool them into to revealing infor-
mation about themselves, since many hackers love to
boast about their exploits.

STRATEGIC DECEPTION

Deception also can be used at a strategic level to make
the enemy think you have information-system capabili-
ties you do not have or vice versa. Dunnigan and Nofi
(2001) argue thatthe Strategic Defense Initiative of the
United States in the 1980s was a strategic deception.
Since itwas then infeasible to shoot down missiles from
space, anditserved only to panicthe Soviet Union into
overspending onits military. Something similar could
be done withinformation technology by claiming, say,
special software to find attackers that one does not
have (Erdie & Michael, 2005). Conversely, one could
advertise technical weaknesses in one’s information
systems in the hope of inducing an attack that one
knows could be handled. Dissemination of reports that
an organization uses honeypots could make attackers
take extraprecautionsinattacking its systems, thereby
slowing them down, even if the organization does not
use honeypots. Strategic deceptions can be difficult
to implement because they may require coordination
of numbers of people and records.

CONCLUSION

Deception has long been an important aspect of
warfare, so it is not surprising to see it emerging as
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a defensive tactic for cyber warfare. Honeypots have
pioneered in providing aplatform for experimentation
with deceptive techniques, because they need decep-
tion to encourage attackers to use them and show off
their exploits. But any computer system can benefit
from deception to protectitself, since attackers expect
computers to be obedient servants. However, decep-
tions must be convincing for attackers and cost-effec-
tive considering their impact on legitimate users.
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TERMS AND DEFINITIONS
Deception: This means misleading someone into
believing something that is false.

Disinformation: This is false information delib-
erately planted for spies to obtain.

Exploit: This is an attack method used by a cyber
attacker.

Honeypot: This is a computer system whose only
purpose is to collect data on trespassers.

Honeynet: This refers to a network of honeypots,
generally more convincing than a single honeypot.

Intrusion-Detection System: This software
monitors acomputer system or network for suspicious
behavior and reports the instances that it finds.

Lie: Thismeans deception by deliberately stating
something false.
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Low-Interaction Honeypot: This honeypot
simulates only the initial steps of protocols and does
not give attackers full access to operating systems
on sites.

Reverse Firewall: This computer controls out-
going traffic from a local-area computer network;
important with honeynets to prevent attacks from
spreading.

Sniffer: This is software that eavesdrops on data
traffic on a computer network; essential for network-
based intrusion-detection systems but also useful to
attackers.

Spyware: This software secretly transmits infor-
mation about what a user does to a remote Web site.
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Chapter XIV
Ethics of Cyber War Attacks

Neil C. Rowe
U.S. Naval Postgraduate School, USA

ABSTRACT

Offensive cyber warfare raises serious ethical problems for societies, problems that need to be addressed by poli-
cies. Since cyber weapons are so different from conventional weapons, the public is poorly informed about their
capabilities and may endorse extreme ethical positions in either direction on their use. Cyber weapons are difficult
to precisely target given the interdependence of most computer systems, so collateral damage to civilian targets
is a major danger, as when a virus aimed at military sites spreads to civilian sites. Damage assessment is difficult
for cyber war attacks, since most damage is hidden inside data; this encourages massive attacks in the hopes
of guaranteeing some damage. Damage repair may be difficult, especially for technologically primitive victim
countries. For these reasons, some cyber war attacks may be prosecutable as war crimes. In addition, cyber-war
weapons are expensive and tend to lose effectiveness quickly after use as they lose the element of surprise, so the

weapons are not cost effective.

CRITERIA FOR ETHICAL ATTACKS

Ethics starts with laws. International laws of war (“jus
inbello) try toregulate howwars can be legally fought
(Gutman & Rieff, 1999). The Hague Conventions (1899
and 1907) and Geneva Conventions (1949and 1977) are
the most important. While most cyber war attacks do
notappear to fall into the category of “grave breaches”
or “war crimes” as per the 1949 Geneva Conventions,
they may still be illegal or unethical. Article 51 of the
1977 Additional Protocols of the Geneva Conventions

prohibits attacks that employ methods and means of
combat whose effects cannot be controlled or whose
damage to civilians is disproportionate. Article 57
says “Constant care shall be taken to spare the civil-
ian population, civilians, and civilian objects™; cyber
weapons are difficult to target and difficult to assess
in their effects. The Hague Conventions prohibit
weapons that cause unnecessary suffering; cyber-at-
tack weapons can cause mass destruction to civilian
computers that is difficult to repair. Arquilla (1999)
generalizes on the laws to suggest three main criteria
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foranethical military attack: noncombatantimmunity
duringtheattack, proportionality of the size and scope
of the attack to the provocation (i.e., nonoverreaction),
and that the attack does more good than harm. All
are difficult to guarantee in cyberspace. Nearly all
authorities agree that international law does apply to
cyber warfare (Schmitt, 2002).

We examine here the application of these concepts
tocyberwar attacks (or “cyberattacks”), thatis, attacks
on the computer systems and computer networks of
anadversary using “cyber weapons” built of software
and data (Bayles, 2001; Lewis, 2002). A first problem
is determining whether one is under cyber attack (or
is a defender in “information warfare”), since it may
not be obvious (Molander & Siang, 1998). Manion
and Goodrum (2000) note that legitimate acts of civil
disobedience, such as spamming oppressive govern-
ments or modifying their Web sites, can look like
cyber attacks and need to be distinguished by their
lack of violence. Michael, Wingfield, and Wijiksera
(2003) proposed criteria for assessing whether one is
under “armed attack” in cyberspace by implementing
the approach of Schmitt (1998) with a weighted aver-
age of seven factors: severity, immediacy, directness,
invasiveness, measurability, presumptive legitimacy,
and responsibility. Effective cyber attacks are strong
on immediacy and invasiveness (most subvert an
adversary’s own systems). But they can vary greatly
on severity, directness, and measurability, depending
onthe methods. There isno presumption of legitimacy
for cyber attacks; and responsibility is notoriously
difficult to assign in cyberspace. These make it hard
to justify counterattacks to cyber attacks.

PACIFISM AND CONDITIONAL
PACIFISM

A significant number of the world’s people believe
that military attacks are unjustified regardless of the
circumstances—the idea of “pacifism” (Miller, 1991).
Pacifism can be duty-based (from the moral unac-
ceptability of violence), pragmatics-based (from the
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rarity of net positive results from attacks), or some
combination of these. Duty-based pacifists are most
concerned about the violence and killing of warfare,
and cyber attacks could be more acceptable to them
than conventional attacks, if only data is damaged.
But nonviolence may be hard to guarantee in a cyber
attack, since, for instance, the nonviolentdisabling of a
power plant may result in catastrophic accidents, loot-
ing, or health threats. To pragmatics-based pacifists,
war represents a waste of resources and ingenuity that
couldbe better spenton constructiveactivities (Nardin,
1998), and this applies equally to cyber warfare. To
them, cyber attacks are just as unethical as other at-
tacks because both are aggressive antisocial behavior.
Most psychologists do see types of aggression on a
continuous spectrum (Leng, 1994).

More popular than pure pacifism are various kinds
of “conditional pacifism,” which hold that attacks are
permissible under certain circumstances. The most
commonly cited is counterattack in response to attack.
The United Nations Charter prohibitsattacks by nations
unless attacked first (Gutman & Rieff, 1999), and the
wordingis sufficiently general to apply to cyberattacks.
Counterattacks are only allowed in international law
against nation-states, not groups within countries like
“terrorists,” however they may be defined. Arquilla
1999) points out, however, that cyber attacks are such
a tempting form of first attack that they are likely to
be popular for surprise attacks.

COLLATERAL DAMAGE IN CYBER
ATTACKS

Cyber attacks exploit vulnerabilities of software, both
operating systems and applications. Unfortunately,
the increasing standardization of software means that
military organizations often use the same software as
civilians do, and much of this software has the same
vulnerabilities. Many viruses and worms that could
cripple acommand-and-control network could justas
easily cripple a civilian network. And the increasing
interconnection of computersthrough networks means
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there are many routes by which an attack could spread
from a military organization’s computers to those of
civilian “innocent bystanders” (Arquilla, 1999; West-
wood, 1997). Military systemstrytoisolate themselves
from civilian systems but are not very successful
because access to the Internet simplifies many routine
tasks. Furthermore, information flow from civilian
to military systems is often less restricted than flow
in the other direction, which actually encourages an
adversary to first attack civilian sites.
Disproportionate damagetociviliansisakey issue
in the Geneva Conventions. Incomplete knowledge
of an adversary’s computer systems may worsen the
spread of the attack to civilians: What may seem a
precisely targeted disabling of a software module on a
military computer may have profound consequences on
civiliancomputersthathappen, unknown to attackers,
to use that same module. And even if attackers think
they know the addresses of target military computers,
the adversary may change their addresses in a crisis
situation, or meanwhile have given their old addresses
to civilian computers. Another problem is that it is
easy to create disproportionately greater damage to
civilian computers by a cyber attack, since there are
usually more of them than military computers and
their security is not as good. Cyber attacks are more
feasible for small organizations, like terrorist ones,
than conventional warfare is (Ericsson, 1999), butsuch
organizations may lack the comprehensive intelligence
necessary to target their adversary precisely. In ad-
dition, it can be tempting to attack civilian systems
anyway for strategic reasons. Crippling a few sites in
acountry’s power grid, telephone system, or banking
system can be more damaging to its capacity to wage
war than disabling a few command-and-control cen-
ters, considering the back-up sites and redundancy in
most military command-and-control systems.
Another collateral-damage problem s that staging
a cyber attack almost invariably requires manipulat-
ing a significant number of intermediate computers
between the attacker and the victim, since such route
finding has been deliberately made difficult. In fact, a
route may even be impossible, since critical computers

can be “air-gapped” or disconnected from all external
networks. Thismeansattackersneedtodo considerable
exploratory trespassing, perhaps fruitlessly, to find a
way totheirtarget. Himma (2004) points out that cyber
trespassing is poorly justified on ethical grounds. Even
if it were in pursuit of a criminal, which is often not
true for cyber attacks, police do not have to right to
invade every house into which a criminal might have
fled. Trespassing on computers also steals computa-
tion time from those computers without permission,
slowing their legitimate activities.

Reducing Collateral Damage

Two factors can mitigate collateral damage from cyber
attacks: targeting precision and repair mechanisms.
Cyber attacks often can be designed to be selective
in what systems they attack and what they attack in
those systems. Systems can be defined by names and
Internet protocol (IP) addresses, and attacks can be
limited to a few mission-critical parts of the software.
Soan attack might disable “instant messaging,” while
permitting (slower) e-mail, or insert delays into key
radar defense systems; but use of denial-of-service,
which would swamp resources with requests, would
be too broad in effects to justify ethically. Naturally
an adversary will make it difficult to get accurate
information about their computer systems, their
“electronic order of battle.” They could deliberately
mislead attackers as to the addresses and natures of
their sites, as with “honeynets” or fake computer
networks (The Honeynet Project, 2004). Furthermore,
Bissett (2004) points out that modern warfare rarely
achieves its promise of precise “surgical strikes” for
many reasons that apply to cyber attacks, including
political pressures to use something new whether or
not it is appropriate, the inevitable miscalculations
in implementing new technology, lack of feeling of
responsibility in the attacker due to the technological
remoteness of the target, and the inevitable surprises
in warfare that were not encountered during testing
in controlled environments.
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An intriguing possibility for ethical cyber attacks
is to design their damage to be easily repairable. For
instance, damage could be in the form of an encryp-
tion of critical data or programs using a secret key
known only to the attacker, so performing a decryp-
tion could repair the damage. Or a virus could store
the code it has replaced, enabling substitution of the
original code later, but this is hard to do when viruses
attack many kinds of software. Repair procedures
could be designed to be triggerable by the attacker at
a time that they choose or could be kept in escrow by
a neutral party, such as the United Nations, until the
termination of hostilities.

DAMAGE ASSESSMENT FOR
CYBER ATTACKS

Damage assessment is difficult in cyberspace. When
a computer system does not work, it could be due to
problems in any number of features. For instance,
code destruction caused by a virus can be scattered
throughout the software. Unlike conventional weap-
ons, determining how many places are damaged is
difficult, since often damage is not apparent except
under special tests. This encourages more massive
attacks than necessary to be sure they cause suf-
ficient damage. The difficulty of damage assessment
also makes repair difficult. Damage may persist for a
long time and its cumulative effect may be great even
when it is subtle, so noncombatant victims of a cyber
attack could continue to suffer long afterwards from
attacksonmilitary computersthataccidentally spread
to them, as with attacks by chemical weapons. Repair
can be accomplished by just reinstalling software
after an attack, but this is often unacceptable since it
loses data. With “polymorphic,” or shape-changing,
viruses, for instance, it may be hard to tell which
software is infected; if the infection spreads to back-
up copies, then reinstalling just reinfects. Computer
forensics (Mandia & Prosise, 2003) provides tools to
analyze computer systems after cyber attacks, but
their focus is determining the attack mechanism and
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constructing a legal case against the perpetrator, not
repair of the system.

DETERMINING THE
PERPETRATORS AND VICTIMS

Even if an attack minimizes collateral damage, it can
be unethical, ifit cannotbe attributed. It can be difficult
to determine the perpetrator of a cyber attack because
most attacks must be launched through a long chain
of jurisdictions enroute to the victim. Route-tracing
information isnotavailable onall sites, and evenwhen
itis available, stolen or guessed passwords may mean
thatusers have beenimpersonated. Soaclever attacker
can make itappear that someone else has launched the
attack, although this violates the prohibition in inter-
national law against ruses like combatants wearing
thewronguniforms. Inaddition, acyberspace attacker
may not be a nation but a small group of individuals or
even asingle individual acting alone. So just because
you have traced an attack to a country does not mean
that country is responsible. This makes counterattack
difficult to justify in cyberspace as well as risking
escalation even if it correctly guesses the attacker.
Legallyand ethically, people should be responsible for
software agentsacting on their behalf (Orwant, 1994),
so unjustified indirect attacks and counterattacks are
as unethical as direct attacks.

Intended victims of attacks also may be unclear,
which makes it difficult to legitimize counterattacks.
Suppose an attack targets a flaw in a Microsoft operat-
ing system on acomputer used by an international ter-
rorist organization based in Pakistan. Is this an attack
on Pakistan, the terrorist organization, or Microsoft?
Nations oftenthink thatattackswithintheirbordersare
attacksonthe nation, but if the nation does not support
the terrorist group, it would be unfair to interpret it as
the target. Multinational corporations like Microsoft
have attained the powers of nation-states in their
degree of control of societies, so they can certainly
be targets, too. But chaos can ensue, if entities other
than nation-states think they can wage war.
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REUSABILITY OF CYBER ATTACKS

Cyber attacks have a peculiar problem not shared by
traditional attacks. They cangenerally be highly effec-
tive only once (Ranum, 2004). Analysis of an attack
by the victim usually reveals the software that was
exploited and the vulnerabilities init. This software can
beimmediately disabled, and then fixed (“patched”) to
prevent a repeat of the attack (Lewis, 2002). News of
the attack can be quickly disseminated through vul-
nerability clearinghouse Web sites, like www.kb.cert.
org, cve.mitre.org, and www.securityfocus.com, so
that other potential victims can be quickly protected,
and automatic downloading of a security update for
all installations can be initiated by the vendor. This
can be accomplished nowadays within a few days. So
if an attacker tries the same attack later, it is likely to
be much less effective. Countermeasures also can be
found, independent of attacks, by security profession-
als in testing and analyzing software, so a new attack
may be foiled before it can ever be used.

On the other hand, cyber attacks are costly to
develop. “Zero-day,” or new, attacks are the most ef-
fective ones, but new weaknesses in software that no
one has found are rare and difficult to find. Software
engineers are getting better at analyzing and testing
their software for security holes. Another problem
is that at least part of a new attack ought to be pre-
tested against an adversary to see if the adversary is
vulnerable to it. Since there are many variables (like
the version of software that the adversary is running)
that may prevent the success of an attack, such initial
testing can warn the adversary of the type of full
attack to come. Thus, generally speaking, research
and development of cyber attacks appears highly
cost ineffective and a waste of resources, and thus
ethically questionable.

SECRECY AND CYBER ATTACKS

A related problem with cyber attacks is the greater
need for secrecy than with traditional attacks. With
bombs one does not need to conceal the technology of

the explosives fromthe adversary, because mostofitis
well known and bigger surprises are possible with the
time and place for attacks. But knowledge about the
nature of cyber attacks and the delivery mechanisms
usually entails ability to stop them (Denning, 1999).
Time and place do not provide much surprise, since
everyone knows attacks can occur anytime at any
place. Thus cyber attacks require secrecy of methods
for a significant period of time from the discovery of
the attack to its employment. Since many adversaries
have intelligence resources determined to ferret out
secrets, this secrecy can be very difficult to achieve.
Bok (1986) points out other disadvantages of secrecy,
including the encouragement of an elite that is out of
touchwiththe changing needs of their society. Secrecy
also promotes organizational inefficiency, since orga-
nizations easily may duplicate the same secret research
and development. Thus cyber-attack secrecy can be
argued to be questionable on ethical grounds.

POLICY FOR ETHICAL CYBER
ATTACKS

Hauptman (1996) argues that computer technology is
sufficiently advanced that we should have a full set
of ethics for it, not just a set of guidelines. So cyber
warfare should have ethics policies with associated
justifications. Arquilla (1999) proposes some possible
policies. One is a “no first use” pledge for cyber at-
tacksanalogousto pledges on other kinds of dangerous
weapons. Another is that cyber attacks should only
be in response to cyber attacks and should be propor-
tionate to the attack. Another is a pledge simply to
never use cyber weapons, since they can be weapons
of mass destruction. When cyber weapons are used,
additional policies could require that the attacks have
distinctive nonrepudiable signatures that identify
who is responsible and the intended target, or that
attacks are easily reversible. Policy also is needed on
the status of participants in cyber war, as to whether
they are soldiers, spies, civilians, or something else
(Nitzberg, 1998).
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CONCLUSION

Cyber attacks raise many serious ethical questions for
societies, since they can cause mass destruction. They
raise so many questions that it is hard for a responsible
country to consider them as a military option, so they
are somewhat like chemical or biological weapons,
although not as bad. Although cyber weapons can be
less lethal than other weapons and can sometimes be
designedto have reversible effects, their great expense,
their lack of reusability, and the difficulty of targeting
them precisely, usually makes them a poor choice of
weapon. International law should prohibit them and
institute serious punishments for their use.
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TERMS AND DEFINITIONS

Collateral Damage: This is damage from an at-
tack to other than the intended targets.

Computer Forensics: This includes methods for
analyzing computers and networks to determine what
happened to them during a cyber attack, with the
hope of repairing the damage and preventing future
similar attacks.

Cyber Attack: Thisrefersto offensive actsagainst
computer systems or networks.

Cyber War: This is attacks on computer systems
and networks by means of software and data.

Cyber Weapon: Software designed to attack
computers and data.

Jus in Bello: These are international laws for
conducting warfare.

Pacifism: An ethical position opposed to warfare
and violence.

Patch: This means a modification of software to
fix vulnerabilities that a cyber attack could exploit.

Zero-Day Attack: This is a type of cyber attack
that has not been used before.
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ABSTRACT

An individual’s personal information can be a valuable commodity to terrorists. With such data, terrorists can
engage in a variety of illicit activities including creating false bank accounts, procuring various official documents
or even creating mass panic. Unfortunately, such personal data is generally easy to access, exchange, or collect
via online media including Web sites, chat rooms, or e-mails. Moreover, certain common business practices,
particularly those related to data processing in international outsourcing, can facilitate such activities by placing
personal information into a legal grey area that makes it easy to misuse. For these reasons, organizations and
individuals need to be aware of the potential for such data misuse as well as be informed of steps they can take to
curtail such abuses. This essay examines the privacy/data abuse problems related to international outsourcing
and presents approaches designed to prevent the misuse of personal information by cyber terrorists.

INTRODUCTION

Anindividual’s personal information can beavaluable
commodity toterrorists. With such data, terrorists can
setup false addresses for receiving materials, establish
unknown lines of credit, apply for visas, passports,

or other documents, or siphon money from bank ac-
counts (Lormel, 2002; Sullivan, 2004). On a large
scale, terrorists can misuse personal data in ways that
could cause mass panic; crash an organization’s or a
region’s computer systems, or spread misinformation
throughout a community (Lormel, 2002; Sullivan,
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2004). For these reasons, the protection of personal
information is of paramount importance to combat-
ing terrorism.

Unfortunately, such data is often freely exchanged
and easily compiled via online media such as Web
sites, chat rooms, or e-mails. As a result, personal
information can be a prime and easy target for cyber
terrorists—or individuals who use online media to
engage in or enable terrorist activities. Moreover, cer-
tain business practices actually place large amounts of
personal data into an environment where it can easily
be abused by others.

One of the more problematic of these practices is
international outsourcing. By moving personal data
beyond the reach of certain authorities, international
outsourcingactivities can facilitate the uses of personal
data for nefarious ends. This chapter examines pri-
vacy and data abuse problems related to international
outsourcing. Italso presentsapproaches organizations
can use to prevent the misuse of personal data by
cyber terrorists.

BACKGROUND

When organizations outsource, they allow other
individuals or companies to perform work for them
(Bendor-Samuel, 2004). The decision to outsource
usually involves two factors: cost and efficiency. That
is, client businesses outsource tasks to organizations
that can perform them more cheaply and efficiently
than the client business can. Such work, moreover, is
often outsourced to persons or organizations located
in other nations—a process known as international
outsourcing or offshoring.

While companies have been sending manufactur-
ing work overseas for some time, the nature of the
work being outsourced now includes a wide range of
knowledge-based tasks including information tech-
nology (IT) management, software and video game
programming, accounting, and medical transcription.
Inmany cases, companies based in North Americaand
Western Europe exportwork to outsourcing providers
located in developing nations such as India, China,
and the Philippines.

The benefits associated with such offshoring
practices have led to an explosion in this industry.
Today, international outsourcing is worth some $10
billion and accounts for almost 500,000 jobs in India
alone (Baily & Farrell, 2004; Rosenthal, 2004b). These
situations might be the tip of a growing outsourcing
iceberg, for certain observers claim the international
outsourcing marketwill grow 20% ayear through 2008
and account for three to five million knowledge-based
jobs by the middle of the next decade (Baily & Farrell,
2004; Garten, 2004; Rosenthal, 2004b). This expan-
sion will also mean outsourcing providers will arise
in a wider range of developing nations as workers in
Eastern Europe, Asia, South America, and Africatry
to tap into this lucrative service market (Reuters, July
18, 2004; Rosenthal, 2004a; Rosenthal, 2004c).

Thisgrowthinoutsourcing, moreover, will involve
awiderrange of knowledge-based work, particularlyin
the areas of financial processing and medial care. Asa
result, more sensitive information will move overseas
to facilitate these activities. Such trends, however,
create new legal situations related to data collection
and distribution. By using more than one nation in a
dataprocessingactivity, offshoring involves more than
one legal system in the regulatory process.

The problem involves the legal concept of ju-
risdiction, or when a particular law can and cannot
be enforced. According to this idea, the laws of one
nation are often only enforceable within its borders.
Thus, once individuals or materials move beyond
those borders, they are generally beyond the legal
protection of that nation.

Offshoring creates an interesting jurisdiction
situation. If work is performed in another nation, then
employees might be operating under a set of laws that
is quite different from those that govern the company
that provided the work. Therefore, a process that
might be an illegal—or black market—activity in the
nation of the outsourcing client could be a legal—or
white market—one in the nation where the outsourc-
ing employee resides. This situation is particularly
problematic in relation to the protection of personal
information, for the national laws dealing with this
issue vary fromthe strict (e.g., European Union’s Data
Protection Directive) to almost non-existent (e.g., the
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People’s Republic of China) (Swire & Litan, 1998). Such
contrasts create a gray area in international law—which
laws should apply where and how (Rosenthal, 2005)?
This gray area, in turn, leaves personal data open to
misuse by terrorists through a process of gray market
informatics.

MAIN THRUST OF THE CHAPTER

Four major factors can provide offshoring workers with
the opportunity to engage in gray market informatics.
First, and perhaps foremost, the outsourcing worker
could be located in a nation where the collection and
sale of personal information is completely legal. As
a result, there is no legal mechanism to prevent (via
punishment) or dissuade (viathreat of sanctions) indi-
viduals from performing these activities. Second, such
information has a relatively high market value if sold
to the right individual or organization (e.g., terrorists)
(Koerner, 2006; Lormel, 2002). Thus, there is incen-
tive to misuse personal data for profit with no fear of
punishment to temper this incentive. Third, as such
sales might occur overseas, the client organizations
that supplied personal data might never realize abuses
aretakingplace. Suchaconditionfurther mitigates the
threat (and thus the deterrence) of prospective punish-
ment for abuses via sanctions (e.g., boycotts) imposed
by clients. Fourth, outsourcing providers often use
external subcontractorsand do not make clientsaware
of these practices. Subcontractors, however, introduce
a new degree of separation and make monitoring and
accountability even more difficult for enforcement
agencies and companies.

All of these situations provide terrorists with an
excellent opportunity to acquire large amounts of
personal data on individuals from a variety of na-
tions. Factors of physical distance further contribute
to such misuses, for they mean that such practices
could go on for long periods of time before they are
noticed—if they are noticed at all. Moreover, terror-
ists can easily insert themselves directly into overall
processes—as employees or as subcontractors—and
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cause damage not only to individuals, but to organi-
zations, businesses, or even overall industries. Thus,
for terrorists, the benefits of gray market informatics
(easy access to data) are high while the risks (being
captured) remain low.

Recent events have made organizations and in-
dividuals uncomfortably aware of how dangerous
such misuses of personal data by terrorists are. The
September 11 hijackers, for example, likely used il-
licitly obtained social security numbers and driver’s
license numbers to get the fake IDs needed to carry
out their plot (Sieberg, 2001). Additionally, raids on
terrorist camps in Afghanistan produced laptop com-
puters which contained compiled personal data on a
number of U.S. citizens (Bloys, 2006). Additionally,
an Al-Queda terrorist cell in Spain was caught after
using stolen credit information to purchase provisions
foritsactivitiesandtotransfer fundsto other terrorists
in Pakistan (Lormel, 2002).

More recently, known misuses of personal data
have expanded to include abuses of medical informa-
tion and have been more closely tied to offshoring
activities. In one case, a Pakistan-based medical
transcriptionist threatened to post patient records on
the Internet unless her employer paid her $500 (Laza-
rus, March 28, 2004). She eventually received her
payment, but there is no guarantee she did not share
information with or sell information to other parties.
In a second case, disgruntled outsourcing employees
in India threatened to release patient information if
a particular client failed to pay an unspecified sum
of money (Lazarus, April 2, 2004). The perpetrators
were eventually caught and the threat proved false.
Both situations reveal the ease and the potential for
abuses of personal data provided via offshoring activi-
ties. These situations also reveal that others recognize
this potential.

Inthese more recent instances, outsourcingworkers
could have made money selling the same information
to terrorists who could have then used that data for
nefarious purposes. In fact, there is no way to know
that such sales did not occur. Both of these cases also
reveal that the outsourcing of personal data should
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be regulated or monitored in order to curtail abuses
of such information. Such oversight, however, does
not necessarily need to be governmental in nature.
Rather, companies and organizations within overall
industries can address such data abuse problems by
adopting five relatively simple approaches in relation
to international outsourcing:

. Approach #1: Develop a sensitive data clas-

sification system and share this system with
employees. The key to avoiding data abuses is
to determine which information is particularly
“sensitive” and should remain withinacompany
for protection. Nonsensitive data could then
be sent abroad without worry. The processing
of sensitive data, however, would remain “in-
house” where both organizations and national
laws could oversee its uses and protect it from
abuses. Organizations should therefore allocate
time and money to reviewing the kinds of data
they have or they use and then develop categories
for different kinds of sensitive data. Personal
information could then be coded and distributed
according to these categories.
Organizations should simultaneously develop
a plan for helping in-house employees under-
stand the importance of data security related
to international outsourcing. Such informed
employees are more likely to take steps to treat
the processing and the distribution of such data
with care and thus reduce the potential for abuse
(Goolsby, 2003; Peterson, 2002).

. Approach #2: Create an intranet site that
instructs employees and managers in how
to recognize and address different data
abuses they might encounter when working
in outsourcing relationships. To assist with
preventing outsourcing oversights, organiza-
tions might create an intranet site that presents
instructions for recognizing kinds of dataabuses
and provides a list of which corporate office or
government agency to contact with concerns
(Peterson, 2002). By increasing the number of in-
dividuals monitoring international outsourcing

activities, companies can decrease the chances
that violations go unnoticed. Also, by helping
employees feel like they are a part of such pro-
cesses, organizations increase the chances that
these employees will play a more active role in
preventing outsourcing oversights (Goolsby,
2003; Peterson, 2002). Such intranet sites should
include regular “outsourcing updates” which
encourages regular use and provide “self test”
scenarios employees can use to evaluate their
understanding of outsourcing policies.
Approach#3: Workwith outsourcingemploy-
ees to develop data maps that catalog where
information goes once it is sent to outsource
workers. Such a map should include the names
and contactinformation for individuals working
on each part of an outsourced processes. From
a data security perspective, the single greatest
problem is tracking where data goes once it is
sent overseas. A map that clearly traces how
such data moves once sent abroad could greatly
help organizations locate where data abuses or
data leaks might be taking place. Organiza-
tions could then use this information to address
problemsor devise alternative solutions (require
the outsourcer to move or treat data in different
ways) that would help avoid abuses (Atwood,
2004).

Approach#4: Raise management’sawareness
of outsourcers using subcontractors and de-
velop policies for when to use subcontractors
in outsourcing. Include steps for registering
subcontractorswith the clientor company so that
clients can track the flow of information to these
subcontractors (Peterson, 2002). As mentioned,
amajor problem with tracking violations is how
subcontractors complicate dataflow situations.
This problem is particularly important as many
outsourcing providers use subcontractors but
rarely notify the client of such uses.
Approach #5: Work with other companies to
develop a network for sharing information
on international outsourcing within specific
industries and across different industries.
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Ideally, companies within an industry would
work together to create an easy-access registry
(e.g., a Web site) companies could use to enter
the names and details of the outsourcing provid-
ers with which they worked. Companies could
use this site to share information and opinions
on the effectiveness with which they felt an
outsourcing provider performed. Such a site
would thus create a registry system, similar to
the U.S. Better Business Bureau, that records if
and how certain outsourcing providers engaged
in personal data (or other) violations when
working with a particular company. Registry
listings could include who the violator is, what
the nature of the violation was, what the client
didinresponsetothisviolation,and what results
came fromthisaction. Sucharegistry could help
companies avoid working with “disreputable”
outsourcing providers and offer strategies for
addressing misuses of personal information.
Most important, this online resource would
needto be updated regularly. Organizationsthat
could oversee and update such a registry could
include industry oversightbodies or the chamber
of commerce or the Better Business Bureau in
states where a large number of companiesengage
in international outsourcing.

While these approaches provide a means for
overseeing international outsourcing, they are not
definitive. Rather, these five strategies constitute a
foundation upon which organizations can develop
business-and industry-wide practices. Such practices,
however, need to be examined soon, for new develop-
ments could create even more opportunities for cyber
terrorists to abuse personal data.

FUTURE TRENDS

While reports of gray market informatics have been
limited, certain trends could increase:
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. The opportunities for terrorists to collect per-

sonal data
. The kinds of personal data available for mis-
use

A prime example of these trends can be seen in
recent legislation in the United States. There, Sec-
tion 404 of the Sarbanes-Oxley Act of 2002 requires
chief executive officers and chief financial officers
of public companies to review their internal controls
over financial transactions (“404 tonnes,” 2004). The
costs and the staff needed for compliance are high,
and the number of qualified, in-country employees
(especially auditors) is limited (“404 tonnes,” 2004;
Byrnes, 2005).

Given the costs related to such activities and the
fact that more complex accounting practices are be-
ing outsourced, it seems reasonable that some Statute
404 activities would be sent abroad for completion. It
would also seem sensible that some auditing functions
would become key service areas into which outsourc-
ing providers would move—especially as demand has
driven up pay for U.S. auditors by 1020% (Byrnes,
2005). Such outsourcing, however, would involve
sending greater quantities and more kinds of sensi-
tive financial data overseas. And this development
is not unique to the United States. As more nations
adopt more demanding and extensive accounting and
reporting practices, businesses inseveral nations could
increasingly turn to outsourcing to assist with various
financial processes.

In a similar way, data related to personal medical
records could create openings for cyber terroristswork-
ing in outsourcing situations. Inthe U.S., forexample,
health care legislation—the Health Insurance Portability
and Accountability Actof 1996 (HIPA A)—is creating
data processing situations that seem well suited for
outsourcing. While HIPAA involves a mechanism for
protecting patientinformation, italso mandatesall ofa
patient’s information be rendered into a digital format
that can be easily shared (Goolsby, 2001b; Goolsby,
2001d). For health care organizations, converting all
print medical records into a digital format introduces
time consuming, costly, and monotonous tasks into
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their operations (Goolsby, 2001a; Goolsby, 2001d).
Additionally, the time involved in converting infor-
mation from one format to another creates delays that
can affect the quality of patient health care and patient
satisfaction. As a result, such HIPAA-related tasks
(e.g., medical transcriptionand I T development) could
be strong candidates for international outsourcing
(Goolsby, 2001a; Salkever, 2004; “Sink or Schwinn,”
2004). These situations, however, place a growing
amount of personal information into contexts where it
can be misused by terrorists as revealed by the recent
cases of medical transcriptionists in Pakistanand India
holding such data “hostage” (Salkever, 2004).

Trying to address such problem areas, however, is
becoming increasingly complicated asmore nationstry
to move into lucrative outsourcing markets. In China,
for example, public and private sector programs are
increasing the nation’s online access in a way that
would make it a good location for the outsourcing of
knowledge work (“Wired China,” 2000). Similarly,
Malaysian companiesare trying to presentthemselves
as “outsourcing friendly” destinations, while the Phil-
ippines has developed a reputation for effectivenessin
the outsourcing of English-language customer service
calls and IT work (Gaudin, 2003; Reuters, September
2,2004; Rosenthal, 2004c). Additionally, Russia and
the Ukraine have established an outsourcing niche in
the area of software programming (Goolsby, 2001c¢;
Weir, 2004).

Asmore nationsenter the outsourcing marketplace,
the complexities of gray market informatics increase.
Each new country brings with it different laws and
customs related to the treatment of personal data. Each
nation also becomes a prospective subcontractor or
“middle person” though which data can be passed. As
a result, tracking international data flows and isolat-
ing instances of abuse becomes even more difficult.
These difficulties might actually become deterrents
to enforcement, for the more time and money it takes
to track data flows, the less likely organizations might
be to pursue violators. Such situations create an ideal
atmosphere inwhichcyberterroristscould collect large
amounts of important information without attracting
much attention. The convergence of these factors

means now is the time for organizations to develop
methods of ensuring the safe treatment of personal
data in international outsourcing situations.

CONCLUSION

International outsourcing is radically affecting the
distribution of personal data. While international
outsourcing offers a range of benefits, it also creates
certain problem areas that cyber terrorists can exploit
fortheirownends. Addressing these problemswill not
be easy. Organizations must, however, develop some
form of outsourcing oversight if they are to protect
information from terrorist abuses. The approaches
presented in this chapter offer a first step toward ad-
dressing this situation. Yet public and private sector
entities mustactquickly and before changes in business
practices and outsourcing destinations require more
complex approaches to address this situation.
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TERMS AND DEFINITIONS

Cyber Terrorist: Individuals who use online
media to engage in or enable terrorist activities.

Gray Market Informatics: Processes in which
differencesinnational privacy lawsare usedto compile
and distribute personal data on individuals.

International Outsourcing: A production process
in which different job tasks are assigned to overseas
individuals who are responsible for completing these
tasks. (Also referred to as “offshoring.”)

Personal Data: Any information that can be as-
sociated with a specific individual.

Sensitive Data: Information, especially informa-
tion on a particular individual, that requires special
treatmentand cannotbe readily shared with individuals
inside of or outside of an organization.
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Chapter XVI
Network-Based Passive
Information Gathering

Romuald Thion
University of Lyon, France

ABSTRACT

The information gathering process in cyber-warfare is as important as in real warfare. Once blackhats or cyber-ter-
roristsaimed atan organization, they need to known as much as possible about its structure, its network organization,
the people working in it, their addresses, hardware and software in use: the very first step of a cyber-battleplan is
to know as much as possible about the battleground and the enemy. Though social engineering is a widely spread
effective technique used for this purpose, other network-based techniques can be used in order to gather as much
information as possible: from DNS query to infer network topology, NSLookUp to retrieve names and e-mails to
intrusive techniques such as scanning tools. All this information correlated can produce very accurate results.
Nowadays, the forthcoming Google Hacking is a new extremely powerful method to retrieve sensitive information
anonymously. We present basic types of non-intrusive information retrieving tools, dedicated either to web server,
software or hardware digging. We also describe interesting use of the Google Search engine involving advanced
queries/techniques. A set of best individual and general practices are described in order to reduce the information
disclosure risks.

INTRODUCTION neither mass nor mobility will decide outcomes; it

is the new concept of “cyber war.” It means trying
Therise of the Internethas been ablessing for computer to know everything about an adversary via network
science and the world of economy. It has redefined interconnections, while keeping the adversary from
the word “information”; the Internet is the tip of the knowing much about him or herself. This tactical
information revolution iceberg. The information revo- principle has already been exposed by Tzu in his Art
lution implies the rise of a mode of warfare in which of War (1910), but clearly it takes a new dimension in

our interconnected world:

Copyright © 2008, IGI Global, distributing in print or electronic forms without written permission of IGI Global is prohibited.
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... Wwhat enables the wise sovereign and the good gen-
eral to strike and conquer, and achieve things beyond
the reach of ordinary men, is foreknowledge. Now this
foreknowledge cannot be elicited from spirits; it can-
not be obtained inductively from experience, nor by
any deductive calculation. Knowledge of the enemy’s
dispositions can only be obtained from other men.
(Chapter XIII, verses 4, 5 and 6)

In this topic, we are specifically interested in pas-
sive network-based information gathering techniques.
Inthe context of networks, passive refersto techniques
thatdo notconnecttothe targeted system or thatwould
not be normally associated to an attack, whereas ac-
tive refers to techniques that create network traffic
and could be associated with suspicious or malicious
behavior (e.g., port scanning).

BACKGROUND

Penetration testers, ethical hackers, and cyber crimi-
nals conduct cyber attacks in the same way. Whereas
penetration testers are reliable people paid by an
organization to conduct a security audit by “attack-
ing” the target to find vulnerabilities and security
weaknesses, cyber criminalsand “nonethical” hackers
conduct attacks without an organization’s consent, to
earn money, to undermine the credibility of the target,
or for any other motive. In both cases, the techniques
are identical. An attack can be roughly separated into
five steps (FX et al., 2004).

1 Information gathering: By gathering as much
information as possible about the target, in this
step, the hacker is looking for potential vulner-
abilitiesaswell assoftware and hardware inuse,
network topology, and any information that will
be useful for its attack (Grubb, 2004).

2. Exploitation: Using foreknowledge, a cyber
criminal can focus on a specific vulnerability
to take the initiative. In this step, the hacker is
trying to find the most powerful and least dif-
ficult way to exploit vulnerability.

3. Privilegeselevation: Oftenanexploited vulner-
ability does notaward full control of the system.
Inthis step, the hacker elevates his privileges to
root around any means available.

4.  Covertracks: Once asystem has been compro-
mised, the hacker wants to cover his tracks as
soon as possible, thus providing more time to
act and lessen the possibility of being caught.

5. Carry out his objective: The hacker reaps
the fruits of his or her efforts. He or she can
gather any sensitive information wanted, use
the compromised system to attack another one,
delete data, and so forth. The hacker achieves
the attack objectives.

This topic focuses on the very first step of any
attack, information gathering, also known as preas-
sessment information gathering. During this phase,
the attacker is interested in obtaining preliminary
information about the target—the foreknowledge.

Information gathering techniques can be roughly
classified into the following:

. Social engineering: These nonnetwork-based
techniques are the practice of obtaining con-
fidential information by manipulating users.
A social engineer fools people (e.g., by phone,
by e-mail) into revealing sensitive information
or getting them to do something that is against
typical policies, using their gullibility. Social
engineering is made possible because “the
weakest link of the security chain is the human
factor.” For instance, the famous hacker Kevin
Mitnick has extensively used these techniques
(Mitnick, Simon, & Wozniak, 2002).

. Active: This includes intrusive reconnaissance
that sends (specially crafted) packets to the
targeted system, for example, port-scanning.
Advanced network enumeration techniques
avoid direct communication with the targeted
host (e.g., Nmap (Fyodor, 2006)).

. Passive: Thisincludesreconnaissancethateither
does not communicate directly to the targeted
system or that uses commonly available public
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information, not normally identifiable from
standard log analysis (Zalewski, 2005). This
topic is focused on this category.

Every Internet-connected system unintentionally
leaks internal information about its organization,
making the passive information gathering process
possible. Moreover, many organizations fail to identify
potential threats from information leakage that could
be used to build an attack.

Mostinformationaboutan organizationis publicly
available using the Internet, or contained on systems
unrelated to the target. This kind of information can
be accessed anonymously by anyone without ever
coming into direct contact with the organization’s
system; this is an important aspect of information
leakage. Passive information gathering techniques
could be applied to any public service available, for
instance, job announcement services, public reports,
or public directories.

PASSIVE TECHNIQUES

This section reviews traditional network-based pas-
sive information gathering techniques. All of these
techniques use unsuspicious-looking connections.
Most of them are based on collecting and harvesting
publicly available information, such as:

. “Real-life” information, for example, physical
locations, real names, telephone numbers, the
internal structure of organizations, business
processes, and so forth that could be later used
in social engineering techniques (by endorsing
an employee’s identity, for example, Mitnick et
al., 2004). This kind of information broadens
an attacker’s knowledge of the victim, making
his attack well-targeted.

. “Technical” information, for example Internet
protocol (IP) addresses, network topology, and
software and hardware versions of both servers
and clients. This kind of information helps the
attacker to find the weakest link of the security

122

Network-Based Passive Information Gathering

chain. An attacker’s goal cannot be reached
directly, most of the time, instead the attacker
needs to breach the systems by using the most
simple and effective way. Technical informa-
tion can reveal easy to exploit vulnerabilities or
interesting devices he or she needs to control to
reach his goal.

Internet Service Registration

Every accessible host over the Internet must have a
unique IP address (e.g., 207.46.20.60). To simplify
host addressing and its usage by human beings, the
domain name system (DNS) associates IP addresses
to a unique domain name (e.g., microsoft.com).

International structures manage both IP addresses
and domain names. Organizations mustsupply admin-
istrative information to these international instances,
whichis publicly available and may be accessed freely
by anyone. Querying those international databases
is the very first step in information gathering. The
whois resource service provides a mechanism for
querying these databases. Among the useful infor-
mation provided are physical location, real names,
and phone numbers. This information is particularly
useful for social engineering (Ollman, 2004). The
dNSaddresses, the number of IP addresses attributed,
Internet service provider (ISP) contact and registrar
can reveal sensitive technical information. Table 1 is
an extract of a whois query revealing phone numbers,
physical addresses, and real names. A collection of
tools related to domain name and IP registration can
be found at http://www.dnsstuff.com/.

Domain Name Service

Most operating systems (OS) include the name service
look up (nslookup) tool (Mockapetris, 1987). The Unix
based OS includes the dig tool as well. These tools
are made to query DNS records (on DNS service,
such as BIND, TCP/UDP port 53). They can provide
extensive valuable information to an attacker. They
can be used to resolve names into IP addresses and
vice versa. One of the most powerful functionalities
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Table 1. A sample name service-based whois result: “whois -h whois.nic.fr univ-lyon1.fr”

domain: univ-lyonl.fr
address: Centre Informatique Scientifique et Medical de
I’Universite Claude Bernard Lyon 1

address: batiment 101, 27 A 43 boulevard du 11 Novembre 1918
address: 69622 Villeurbanne Cedex
address: FR

phone: +33 4 72 44 83 60

fax-no: +33 4 72 44 84 10

e-mail: gilles.rech@univ-lyonl.fr
admin-c: GR258-FRNIC

tech-c: GR1378-FRNIC

zone-c: NFC1-FRNIC

nserver: dns.univ-lyonl.fr 134.214.100.6
nserver: dns2.univ-lyonl.fr 134.214.100.245
nserver: ccpntc3.in2p3.fr 134.158.69.191
nserver: ccpnvx.in2p3.fr 134.158.69.104 ..

Table 2. Sample reverse (from IP to name) DNS results

smtphost.example.com(192.168.0.4), mail server
dns.example.com(192.168.0.6), dns server
pop.example.com(192.168.0.7), mail server
routeur-ipv6-v100.example.com(192.168.0.45) , IPV6 router
dhcprov100-02.example.com(192.168.0.47), DHCP server
testmath.example.com(192.168.0.231), promising “unsecure” host
cisco-Is.example.com (192.168.4.9), cisco router

hpserv. example.com (192.168.4.10), Hewlett-Packard server

is the “zone transfer,” where complete DNS records
are transferred from one DNS server to another, but it
can be manually executed using nslookup or dig, thus
providing exhaustive information about the targeted
organization (Barr, 1996). The interesting information
includes e-mail servers names (and addresses), Web
servers, routers and firewall addresses. Most of the
time, sensitive information can be deduced from the
organizational naming convention, such as software
and hardware information (e.g., OS, constructor),
services available, and so forth (Grubb, 2004). For
instance, some illustrative results are shown in Table
2 for example.com, which is a registered domain
name.

E-Mail Systems

If Web sites provide the shop front of business
organizations, e-mail provides essential business
communication systems. A lot of information can
be collected through the analysis of mail systems.
Simple mail transfer protocol (SMTP) (Postel, 1982)
is the standard protocol for e-mails. The analysis of its
header can provide internal server naming, topology of
network, user accounts, a version of e-mail services,
clients, patch level, type and version of content filter,
and antispam or antivirus solutions. Table 3 shows a
sample SMTP header. It can be seen that this e-mail
was sent by “Sample User” whose address is user@
example.com, using Microsoft Outlook on a laptop
withthe IPaddress 192.168.5.26. This sample does not
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Table 3. Sample SMTP header

Network-Based Passive Information Gathering

Return-Path: <user@example.com>
Received: from crild4_sample.fr

Received: from out4.example.fr

Subject: Sample test, France

X-Mailer: Microsoft Outlook CWS,

X-Virus-Scanned: amavisd-new

by dsiO2.sample.fr (Cyrus v2.2.12) with LMTPA;
Wed, 22 Feb 2006 12:02:37 +0100

by cismrelais. sample.fr (Postfix) with ESMTP id 8417E48104
for <john.doe@dummy.com>; Wed,
Received: from UserlLaptop ([192.168.5.26]) by outd4.example.fr
(Sun Java System Messaging Server 6.1 HotFix 0.11 (built Jan 28 05))
Date: Wed, 22 Feb 2006 12:51:58 +0200
From: Sample User < user@example.com >

22 Feb 2006 11:52:20 +0100

In-reply-to: <34f699a5f6e6a879072a609ea2b46d6d@example.com >
To: “?’John DOE’” <john.doe@dummy.com >

X-MIMEOLE: Produced By Microsoft MimeOLE V6.00.2800.1106
Build 9.0.2416 (9.0.2910.0)
X-Virus-Scanned: by AMaViS snapshot-20020222

includethe SMTPrelay, butanalyzingthe chainalsois
very useful. Itcan reveal trusted relationships between
e-mail serversandinternal topology. Accordingtothis
example in which Outlook 2000 (Microsoft Outlook
Build 9) is used by Sample User, a cyber attacker may
focuson Outlook vulnerabilitiesto break into example.
com, or he may try to exploit Microsoft Office 2000,
conjecturing that it is used by the company.

Web Site Analysis

The larger or more complex a Web site is, the higher
the probability of it inadvertently leaking internal
information, and the more information an attacker
can obtain. Large sites can be managed by several
administrators, built by dozens of developers, and filled
in by hundreds of people; this may lead to informa-
tion disclosure. A common technique for an attacker
is to retrieve the whole targeted site and to analyze
its content on his local image, thus avoiding multiple
suspicious connections. The hackers will freely ex-
plore and harvest the site for sensitive information.
The process of automatically retrieving a Web site
and analyzing its content is commonly referred to as
“Web crawling.” Common tools for Web scraping are
Sam Spade and Wget. Sam Spade crawls and discovers
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linked Web pages on a site. This is an efficient tool
that can quickly download a company’s entire Web
site. Another very powerful tool is Wget, a scriptable
command-line browser. It can grab HTML pages,
images, and forms as a “standard” browser.
Interesting findings include (Ollman, 2004):

. Real names and e-mail addresses

. Comments from internal developers can reveal
technical information about technologiesin use,
maintenance operations, internal resources, or
connectivity methods (e.g., database connector).
Badly cleaned sources can even reveal pieces of
server-side code or even default passwords.

. Comments can reveal debug, prototype, or test
information, such as disabled pages or internal
development hosts that would be normally inac-
cessible.

. Signature of tools (within metatags, for example)
can give very precise information about version
and development software.

. Logs and temporary files are very fruitful find-
ings that can reveal very sensitive details, like
user habits or links to external customer Web
sites.
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. Error pages, such as 404 (page not found) and
500(internal error), can be fruitfully exploited.
They can reveal the existence (or absence) of
files, coding errors, or dead URLs.

. Links to documents and binary data may suffer
fromgreatleakage. Forexample, MicrosoftWord
files usually include internal host names, real
names, and even shared resource locations.

Thus, it is very important that all content be ana-
lyzed and cleaned for any unintentional leakage.

CURRENT ISSUES

Techniquesdiscussed inthe previous sectionare based
on publicly available information; domain registration,
DNS, mail headers. Web content, and binary dataavail-
able over the Internet also were discussed. Whereas
the first ones imply the use of dedicated (although very
common ) tools, such as dig, whois, or traceroute,
there exists an extremely powerful tool that crawls
the Internet with very accurate and efficient querying
capabilities of Web content—the Google search engine
(Long, Skoudis, & Van Eijkelenborg, 2001).

Google’scache system, advanced query operators,
such as site:, filetype:, intitle:, or even translation ser-
vices, makes ita major tool in the passive information
gathering arsenal. We will describe a few techniques
using Google that can be successfully applied to
gather information without any direct connection to
the target and to harvest Web content that should be
kept private.

. Using the cache system: Google keeps snapshots
of crawled pages in its own repository. You may
have experienced it using the “cached” link ap-
pearing on search results pages. The advanced
operator cache: is used to jump directly to the
cached snapshot of a Web site without perform-
ing a query. This is a quite simple and effective
way to browse Web pages without any direct
connection to the target.

Using Google asaproxy server: Google canbe
usedasatransparent proxy server viaitstransla-
tionservice. Whenyouclickonthe “translate this
page” link, you will be taken to a version of the
page that has been automatically translated into
your language. You can use this functionality
to translate a page into the same language it is
written in, thus, Google crawls the page, does
nothing in the translation process (e.g., from
English to English) and gives you back that
page. This trick can be done by modifying the
hl variable in Google search URL to match the
native language of the page.

Discovering network resources: Google can
help with the network discovery phase. Google
searches can be seen as an alternative to DNS
queries, by combining the site: operator and
logical NOT, a hacker can obtain a list of public
servers. Forexample, “site:microsoft.com-www.
microsoft.com” will reveal msdn.microsoft.
com, directory.microsoft.com, partnerconnect.
microsoft.com, officelive.microsoft.com, and so
forth. Moreover the link: operator finds pages
that link to the queried URL; it can be used
to provide important clues about relationships
betweendomainsand organizations. Theintitle:
and inurl: operators can be used to detect the
presence of Web-enabled network devices, such
asrouters. Forexample, inurl:tech-supportinurl:
show Cisco OR intitle:**switch home page™ site:
example.com searches Cisco’s Web-enabled
devices on the domain example.com.
Harvesting system files, configuration files,
and interesting data using advanced specific
queries: Hundreds of Google searches can be
foundinLongetal. (2001). Theirbook describes
indepthadvanced operatorsand howto use them
to find passwords (clear or hashed), user names,
Web-enabled devices,and soon. Table4 presents
simple, but powerful, Google searches that can
be processed to retrieve system files, configura-
tion files, and specific data. The main idea is to
combine operators, such as intitle:, inurl:, and
site:, with specific sentences. For example “#
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Table 4. Ten security queries that work from johnny.ihackstuff.com

1) “http://*:*@www” domainname (get

can display the username, database,

Analyzer™)

7) inurl:passlist.txt
8) “A syntax error has occurred”

code)

inline passwords)

2) intitle:index.of.password (or passwd or passwd)

3) “access denied for user” “using password” (SQL error message, this message
path names and partial SQL code)

4) “AutoCreate=TRUE password=*" (Searches the password for “website access.

5) intitle:”Index of” _ vti _ inf.html (“vti
communication system between a web site and the server)

6) “# -FrontPage-" ext:pwd inurl:(service | authors | administrators | users) “#
-FrontPage-" inurl:service.pwd (search for MD5 hashed FrontPage password)

_ 7 Files are part of the FrontPage

filetype:ihtml (Informix error message,
this message can display path names, function names, filenames and partial
9) allinurl:auth _user _ file.txt (DCForum’s password file. This file gives a
list of passwords, usernames and email addresses)

10) allinurl: admin mdb (administrator’s access databases containing user-

names, passwords and other sensitive information)

-FrontPage-” is a banner from FrontPage files.
The 10 queries in Table 4 are realistic sample
queries that can be successfully processed to
find passwords or configuration files.

CONCLUSION

Most organizations and system administrators are fa-
miliar with penetration-testing and intrusion-detection
techniques. These techniques are cornerstones in se-
curity evaluation and focus mainly on the exploitation
of vulnerabilities and suspicious/malicious behavior
(e.g., log analysis). However, an organization relying
mainly on these techniques may underestimate the
huge amount of information that can be anonymously
obtained from publicly available content over the In-
ternet. This topic gives an overview of network-based
passive information gathering techniques. Some can
note that passive techniques are also very useful from
an internal perspective; it reduces traffic within the
internal network (e.g., passive OS fingerprinting to
enumerate OSs in use (Treurniet, 2004)). To protect
themselves, organizations should carefully check their
publicly available information.
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Some information must be published (e.g., con-
tact e-mail), but protection measures should be
established to prevent automated crawlers from
finding this information, if it can be misused
(e.g., for spam). A common way to avoid sensi-
tive information being crawled is to protect it
by mechanisms simple for humans but complex
for machines. For example, regular expressions
cannot match “[at]” images within e-mail ad-
dresses (do not write e-mail clearly).

The principle of the least privilege must be
respected by publishing only a strict minimum,
denying bots the ability to crawl public but sen-
sitive information. This advice is legitimate for
DNS; do not publish names of hosts or devices
that should not be accessed from the outside
Internet. It is also legitimate for configuration
files. Ifafile is not meant to be public (e.g., vti_
files for FrontPage, debug/test pages), keep it
private.

Conduct reviews of code and Web pages to
keep them clean and avoid comments, prolix
banners, version numbers, and so forth . A lot of
information can be gathered from error pages,
banners, and seemingly innocuous informa-
tion. Comments can be incredibly information
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leaking; entire blocks of server side code within
client’s pages are not so uncommon.

To sum up, information gathering is the very first
step of an attack and probably the most crucial in
achieving the attacker’s goal. Information collected
in this phase is raw material that is used to build a
firm attack. The attackers can obtain a global view
of the target, can focus on the weakest link in secu-
rity, and can obtain enough information to conduct
social engineering. If conducted cleanly via passive
techniques using publicly available information, this
stepisanonymousand practically undetectable. Thus,
organizations should be very careful with content
anonymously available over the Internet and should
take simple, but effective, measures.

Your physical mail box should be accessible to
anyone, at least your mailman. However, nobody will
write his own Social Security number, birth date,
or job on his or her mail box in the real world. Such
information must be kept private from mailmen and
passers-by; it should be the same in the cyber world.
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TERMS AND DEFINITIONS

Domain Name System or Domain Name Server
or Domain Name Service (DNS): This is a system
that stores information associated to domain names.
The most important being the Internet protocol (IP)
addresses associated with a domain name, but it also
lists mail servers and administrative contacts. The
domain name system makes it possible to attach a
“hard-to-remember” IP address (e.g., 66.249.93.99)
to an “easy-to-remember” domain name (e.g., google.
com).

Proxy Server: This computer offers a computer
network service, allowing clients to make indirect
network connections to other network services. Itacts
as a relay of service, including filtering and caching
capabilities (e.g., Web proxy that denies access to
black-listed sites). A clientconnects to the proxy server
and requests a connection; the proxy provides the
resource either by connecting to the specified server
or by serving it from a cache.

Simple Mail Transfer Protocol (SMTP): Thisis
the de facto standard for e-mail transmission across
the Internet. SMTP is a simple text-based protocol
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(SMTP commands are commonly achieved by telnet
for test purpose), using TCP port 25. To determine
the SMTP server for a given domain name, the mail
exchange (MX) DNS record is used.

Social Engineering: Thisisthe practice of obtain-
ing confidential information by manipulation of legiti-
mate people. Social engineering is used by hackers
(e.g., Kevin Mitnick, a famous social engineer) as an
effective technique to achieve their goal. It is agreed
that exploiting computer vulnerability is often more
difficult than tricking people. In order to enhance his
or her credibility against the target and to build up
trust, a social engineer needs accurate, truthful, and
convincing information.

Web Crawling: A Web crawler (or Web spider)
is a program that browses Web pages in a automated
manner. Crawling the Web enables the creation of a
copy of all visited pages for later processing, via a
search engine, for example. Web crawling permits
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gathering specific information, such as e-mail (usu-
ally for spam).

Whois: This is a query/response protocol that is
used for determining owners of domain names and
IP addresses or autonomous system information.
This system originates as “white pages” for system
administrators to contact their peers. Nowadays, it is
used to find certificate authority of secured Web pages.
Data returned from a query can be used by hackers
to broaden their knowledge of a system or for spam
(e.g., bot automatically processing whois records to
build e-mail bases).

Zone Transfer: It is a type of DNS transaction
used to replicate DNS databases across DNS servers.
The opcodes (used in the “dig” tool, for example)
associated with this type of transaction are AXFR
(full transfer) and IXFD (incremental transfer). Zone
transfer is a way for hackers to manually obtain con-
tent of a zone.
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ABSTRACT

This chapter discusses electronic money management via modern payment processing systems. The protocols
and architectures of modern payment processing systems are reviewed and the way to identify and eliminate the
threats of abuse of an electronic payment system by cyber fraud is discussed. The countermeasures necessary to
combat possible depredations are detailed methodically. There is also a brief presentation of the payment pro-
cessing system of PayPal and the payment gateway service that is provided by VeriSign. While this chapter shows
that perceptions of the Web as a dangerous place to operate a business are justified, the main objective is to help

e-commerce and online businesses understand the nature of possible threats for the safeguard of their customers

financial transactions against all risks.

INTRODUCTION

In today’s global marketplace, the Internet is no
longer just about e-mail and Web sites. The Internet
has become the vital channel powering a growing list
of revenue-generating e-business activities, from e-
commerce and e-supply chain management to online
marketplaces and collaboration.

E-commerce transactions management has be-
come one of the most sensitive issues in the field of

information security. This chapter discusses electronic
money management via modern payment processing
systems. The protocols and architectures of modern
payment processing systems are reviewed and the
way to identify and eliminate the threats of abuse
of an electronic payment system by cyber fraud is
discussed. The countermeasures necessary to combat
possible depredationsare detailed methodically. There
is also a brief presentation of the payment processing
system of PayPal and the payment gateway service
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thatis provided by VeriSign. While this chapter shows
that perceptions of the Web as a dangerous place to
operate a business are justified, the main objective is
to helpe-commerce and online businesses understand
the nature of possible threats for the safeguard of their
customers’ financial transactions against all risks.

BACKGROUND

Information security focuses on protecting valuable
and sensitive enterprise data. To secure information
assets, organizations must at the same time provide
availability to legitimate users and bar unauthorized
access.

To fully satisfy the security requirements of the
electronic payment process, a system is necessary to
provide certain security services that differ slightly
from the common security ones. The most important
payment transaction security requirements (Asokan,
Janson, Steiner, & Waidner, 1997) are:

. Authentication: Authentication is critical to
a payment system. It ensures that a message
originates from the alleged source.

. Confidentiality: Itsafeguardsthe user’s privacy
and prevents the theft of enterprise information
both stored and in transit.

. Integrity: Data integrity is achieved by pre-
venting unauthorized or improper changes of
data, ensuring internal and external consistency
and ensuring that other data attributes (such as
timelinessand completen