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1. INTRODUCTION

What is the Burier Transform, apway? And hav does a nasty inggal find its vay
into the electronics arld? These questions bothered me gre&lyite possibly these
same questions are bothering you, too.

2. BACKGROUND

If you needed to kne the relatve drength of a signal in a certain frequgmange,
you could liild a filter and measure the wer that passes through. But what if you
wanted to analyze more than one frequeband? VWuld you lild hundreds of filters
and hope that the components are accurate enough to get the signadsybAnveasier
method of decomposing a signal into its componemshies using a modification of the
work of a mathematician nameauiier. Fourier's work is to an electrical signal what an
optical prism is to light.

In general, the Gurier transform is used to w® a ftinction from amplitude as a
function of time to amplitude as a function of frequernmoking at a function which

describes amplitude in terms of frequgman reveal the signal strength in a particular
range of frequencies.

As it stands, the durier Transform is a bit hard to do with discrete data. The equa-
tion

X(f= [ x(t)e 127 gt

applies best to continuous functions. (In this equatigt), is the function in time, and
X(f) is the corresponding frequentunction. f, is the frequengto analyze.)

It was reasoned that someoneuld hare b come up with a discrete transform to
deal with signals sampled at discrete intdsvThe devdop theDFT, and this seres the
needs of all tw people who wrked with discrete data at that early time in histttrhas
but one dravback: it is slev. The transform essentially multiplies each sample by a sine
wave and a cosine ave (a sine vave90° out of phase) for each frequento be ana-
lyzed.

So, some junior programmers at IBM decide thay theve too much time, and
they proceed to deslop a faster method. Nobody at their lab (the Thomas adtsiv
Research &k) had shan them their dicial projects, so thedecided to hee me
mathematical fun. Their evk paid of, and the FFT most commonly used is named in
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their honor (the CooleTukey dgorithm).
3. DETAILS

3.1. TheDFT

The reason that compelled Copland Tukey o take such drastic action is that a
DFT has inherent redundancies. In the Dylu have a &t of discrete samples. Letay,
for purposes oflanation, that it has 1024 points, and that poirg denoted byf (n).
You then pick a frequencto analyze aginst the sample. (There are certain restrictions,
mentioned bela, that apply to the selected frequgincYou would then generate a sine

wave & that frequenyg, and a cosine (sine + 90 gi«aes phase shift)ave Call thems(n)
-1275

1n .
andc(n), respectiely. You then calculatex(m) = — Z x(K)\W™ whereW = e n . Rais-

ing e to comple powers gets hairyhoweve. It WI|| be shavn later that the whole mess

is almost equialent to — V; f(n)s(n) + § f(n)c(n)ﬁ The multiplication corre-

sponds to modulation of signals, which is used in AM radlo for both transmission (multi-
plying a carrier by an audio signal) and for recey (when the local oscillator amts to
generate sum and tBfence vaves o filter out the carrier).

The preceding equation, in English, means that you calculate the sum of all the
products of the function at pointand the sine aveat pointn. Then, you calculate the
sum of the function at poimt and the cosine aveat pointn. You square both sums, add
the resulting numbers, and &the square root of that. . I'm glad that a computer
usually does all that...)od nav havea relatve frequenyg strength for f. After all, in
mary cases, all you are interested in is the magnitude of the cempiaber (denoted
X(f) above) that the transform returns. The relatdrength of frequenc f is whatX(f)
is meant to denote, and the angle tkatf) forms in the compleplane is the phase shift
that a sine wvewould go through were it to reconstruct the original sampladew

The problem is that this is an “ord®&*” operation, meaning that there areotw
variables ivolved (number of frequencies to analyze and number of samples) and the
computation time is proportional to the product of thesevaviables.

3.2. TheFFT

3.2.1. TheAlgorithm

Cooley and Tukey roticed that if you do this for a number of frequencies, you get
mary redundancies in the points which you calculate. First of all, the sine and cosine
waves ae the same awes & different positions. One could getvay with calculating just
the sine vave and shifting the phase to get the cosinevev Also, one can use the sym-
metry of the vaves to even further reduce calculation time. Plus, thaves, as the fre-
geny being checkd increases,verlap more and more. Thiedevised a method which
involves \ery little computation, and runs approximately 200 tingssefr than a DFT on
the same sampleave This is an “orderN log, N” operation, meaning that for &
numbers of samples or frequencies to analyze, the computation time rises nearly linearly
(as opposed to gkocketing with a straight DFT).
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In the complg-number wariation of the equation, there is a termwknaas “W”. It
is computed as folles:
-j2x
W=e n
In each of the circles in the tier diagram, there is a nunpb€rhis is the paer to which
the “W” term must be raised.odr math book probably useshut i represents current in
electronics. W is calculated wusing Euder formula, which says that
e X = cos(x) + jsin(x). (see the Math Reew at the end). The dashed line in the tier dia-
gram indicates th& value for the first term of the foling equation, and the solid line
indicates thex for the second term. Here is the operation which happens in each circle:
x(my) +WPx(m,)

3.2.2. TheResults

: : . . . n
Given n input points, the FFT returmsfrequeny components, of which the flrsz{

are \alid. (The other components are mirror images of the firand are considered
invalid since the frequencies theepresent do not satisfy the Nyquist Theorem ¢lo

: 1
They start with the DC component, and are spaced apart by a fre;qoénﬁ:A—t. The
magnitude of the complenumber returned is the frequete relatve grength.

3.2.3. Caeats

The Nyquist Theorem specifies that you must sample at a freqaeactwice the
maximum frequencyou want to analyze. That means that for eagtiec of the input
wave, the arerage number of samples must lwerdwo. This theorem xplains wty com-
pact discs are recorded with a 44 KHz sampling frequemen though the human ear
can only hear sounds up to about 20 KHz (your mileage ragy.uf the Nyquist Theo-
rem’s conditions are not satisfied, a phenomenoniknas aliasing occurs. In the case of
a (D, there vould not be enough samples to fully define eaakderm at a high funda-
mental frequeng and the sound wuld be much lwver than gpected.
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4. Math Review

The justification behind thexpansion of thee* term is as follas. Most transcen-
dental functions (including sine, cosine at)l can be represented as an infinite sum of
polynomial terms.The demation can be found in gnreputable Calculus ¢ under the
heading of “Bylor Polynomials”. These sumsvk when compbe numbers are wolved.

For instance:
x> x3 x* X x5 X

X —
e '1+X+E+§+E+§+a+ﬁ+

6% 6> o'
S|n(9):9_§+a_ﬁ+

2 94 06
cos(e)—1—§+m—a+

Letting x = i8, Euler’'s formula becomes @ipbus to the most casual observ
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which looks surprisingly lik

€ = cos(#) +i sin(v)
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