
Part

1
Key Radio Concepts

Part 1 of this text, “Key Radio Concepts,” is provided for readers who
are not already familiar with the engineering principles of radio and
how they apply to cellular systems. It also will benefit radio experts
in two ways. First of all, it will help our readers explain these
concepts to people in other fields and to businesspeople. Second,
today’s code division multiple access (CDMA) wireless technology is
built on a series of developments going back over 30 years. It is easy
to be expert in a system and not to know where it came from or to
have an in-depth knowledge of how it works. However, in
understanding the history of our field and the challenges faced by
our predecessors, we gain a deeper expertise, improving our ability to
handle the problems we face today.

Chapter 1, “Radio Engineering Concepts,” defines the
fundamentals of radio, including frequency, amplitude and power,
and modulation. It also includes explanations of multiple access and
modulation, a description of how a radio signal is altered by an
antenna and by the space between the transmitter and receiver, and
how we calculate signal power through those changes.

In Chapter 2, “Radio Signal Quality,” we discuss impairments to
the radio signal, such as noise, interference, distortion, and
multipath. Chapter 2 also covers the measurement of radio signals,
errors in those measurements, and the measurement of both analog
and digital radio signals.

Chapters 3 and 4 describe the components at the two sides of the
radio-air interface, the user terminal and the base station. Chapter 3, 
“The User Terminal,” describes the components of a user terminal,
commonly known as a cell phone. Chapter 4, “The Base Station,”
describes the cellular base station: the antennas that receive the
signal through the tower and cable, the power amplifier, the receiver,
the components that transmit cellular signals, those which send
telephone calls through the link to the mobile switching center, and
the base-station controller that manages the operations of the base
station. There is also a discussion of component reliability modeling.
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Chapter 5, “Basic Wireless Telephony,” provides a picture of how
all the parts of a cellular network work together to create the wireless
signal path and how the whole cellular system is laid out, i.e., its
architecture.

In Chapters 6 and 7 we describe the early analog and digital
cellular radio technologies. In Chapter 6, “Analog Wireless
Telephony (AMPS),” we describe the original Advanced Mobile Phone
Service (AMPS) analog cellular technology that pioneered the
cellular architecture as the first radio system relying on managed
interference. In Chapter 7, “TDMA Wireless Telephony (GSM),” we
introduce the world’s first and largest digital cellular system,
Europe’s Global System for Mobility (GSM) time division multiple
access (TDMA) technology, which is serving about 700 million users
worldwide in 2002.

Having built a solid background in the fundamentals of radio and
the evolution of cellular telephony, we turn to code division multiple
access (CDMA) in Chapter 8. In Chapter 8, “The CDMA Principle,”
we discuss the underlying concept of CDMA, called spread spectrum,
the mathematical derivation of the CDMA method of managed same-
cell interference, and the principles of key CDMA components such as
the rake filter and power control. We also describe how CDMA
operates in both the forward and reverse directions and how it
performs handoffs as subscribers move from cell to cell.

The CDMA cellular networks our readers support embody both
concepts developed for the first analog cellular systems and also the
latest digital chipsets and technologies. With the background
provided in Part I, “Key Radio Concepts,” cellular engineers will be
well prepared to understand the latest CDMA technology so that we
can design and optimize today’s CDMA networks.
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Chapter

1
Radio Engineering Concepts

We all know what radio is, at least enough to get by. This chapter is for our readers who
came to cellular from landline telephony or information technology and for those who
want a refresher in the basics of radio engineering.

1.1 Radio

Radio is electromagnetic radiation, a changing electric field accompanied by a similarly
changing magnetic field that propagates at high speed, as illustrated in Fig. 1.1. A ra-
dio wave is transmitted by creating an electrical voltage in a conducting antenna, by
putting a metal object in the air and sending pulses of electricity that become radio
waves. Similarly, a radio signal is received by measuring electrical voltage changes in
an antenna, by putting another metal object in the air and detecting the very tiny
pulses of electricity generated by the varying electrical field of the radio waves.

The technology of radio transmission is developing the ability to transmit a radio
signal containing some desired information and developing a receiver to pick up just
that particular signal and to extract that desired information. One of the latest tech-
nologies to do this is code division multiple access (CDMA), a long way from the dit-dah
Morse code transmission of the earliest wireless equipment. Both Morse code and
CDMA, however, are digital radio technologies.

We use radio to get some kind of information, a signal, from one place to another us-
ing a radio wave. We put that signal onto the radio medium, the carrier we call it, with
some kind of scheme that we call modulation. The Morse code sender uses the simple
modulation scheme of a short transmission burst as a dit and a longer transmission
burst as a dah. The demodulation scheme does the reverse: The telegraph receiver
makes audible noise during a radio burst, and the listener hears short and long bursts
of noise as dits and dahs. Morse code is simple and elegant, and it used the technology
of its day efficiently.

All the components of the process of radio communications were already present in the
telegraph. There is a meaningful message to be sent that was coded into a specific for-
mat, the letters of the alphabet. The formatted message, the signal, is then modulated
by the telegraph operator into a radio message that is then demodulated into something
that looks like the original signal. The receiver restores the message’s meaning, reading
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the letters to form words. In this case, the formatted message is a sequence of letters, a
digital signal.

The meaningful message in telephony is primarily spoken voice. The formatting
stage is done with a microphone and amplifiers to form an electrical voltage over time
that represents the speech, an analog signal in this case. If this signal is fed into an
amplifier and a speaker, then we hear meaningful voice output.

1.2 Frequency

In addition to their magnitude, analog signals such as audio, electricity, and radio also
have the attribute of frequency. We all know frequency as the pitch of a sound or the
station numbers on a car radio, but frequency is a deep, basic, fundamental, primal
mathematical concept that deserves some attention.

The simplest view of frequency is that it is the number of waves that pass a given
point at a given time. In this simplified view, wavelength is in inverse ratio to fre-
quency, with the speed of transmission as the constant.

We measure frequency in cycles per second, or hertz (Hz).1 Frequencies we use in real
life vary considerably. We have the very low 50 or 60 Hz of electrical power from the
wall outlet. Sound we hear is air pressure waves varying from 20 Hz to 20 kHz.2 Our
AM radio stations operate from 500 kHz to 1.6 MHz, and FM and older broadcast
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Figure 1.1 An electromagnetic radio wave.

1More mathematical texts often measure frequencies in radians per second and usually use the
Greek letter omega � for radian frequency values, where � � 2�f.

2While almost everybody reading this knows that kHz stands for kilohertz, 1000 hertz, some of
the other prefixes may be more obscure. The entire list is in the “Physical Units” section at the
end of this book.
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television stations are in the very high frequency (VHF) band around 100 MHz. Air-
craft radios operate in the VHF band as well.

Electromagnetic radiation propagates at the speed of light c, which is about 3 � 1010 cm/s.
Therefore, Advanced Mobile Phone Service (AMPS), the U.S. analog cellular system, at
900 MHz frequency, has a wavelength of about 33 cm, and the primary cdmaOne fre-
quency, 1.9 GHz, has a wavelength of about 16 cm. Wavelength is a major element in
determining the types of attentuation that we will need to manage. For example, in the
upper microwave bands used for satellite transmission, wavelength is a fraction of a
centimeter, and raindrops can cause attenuation. However, rain is not a problem for
cellular systems. Attenuation tends to occur when the intervening objects are of a size
about equal to one-half the transmission wavelength.3 To put radio frequencies into
perspective, the visible red laser light used in fiber optic cable is around 500 THz,
500,000,000,000,000 cycles per second, with a wavelength of about 0.00006 cm.

In a sound wave, there is some atmospheric pressure at every instant of time, so we
can say that the atmospheric pressure is a function of time, and we can describe that
function as the time response of the sound wave. In our human experience, sound usu-
ally comes in periodic waves, and the number of waves per unit time determines the
pitch, the frequency of the sound. Normal sound is a mixture of many frequencies, and
its frequency response is often more informative than its time response.4

A radio wave has a voltage at every instant of time, so its time response is voltage
rather than air pressure. Radio also is usually transmitted in periodic waves with an
associated frequency. As in the case of sound, radio waves usually contain many fre-
quencies, and their frequency response is important.

A function can be represented as f(x). In the case of electrical voltage over time, we
can represent the voltage v at each time t as v(t). The mathematical concept of a func-
tion tells us that there is one f(x) for each x or, in our electrical case, one specific volt-
age v(t) for each time t.

Fourier analysis tells us that we can think of the same v(t) in another form as V(s),
where s is one particular frequency rather than an instant of time. The function V(s) is
a little more complicated than v(t) because it contains not only the amplitude of fre-
quency s but also its phase. The relationship between time response v(t) and frequency
response V(s) is a pair of integrals from college calculus.

V(s) � �
∞

t��∞

v(t)eist dt (1.1)

v(t) � �
∞

s��∞

V(s)e�its ds (1.2)
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3The coauthor who lives in Texas notes that this could mean that 3-in hail interferes in the
CDMA band. Frankly, we’re a lot more concerned about equipment damage than about radio in-
terference when the hail is the size of tennis balls.

4The audible difference between an oboe and a violin playing the same steady note B� is in their
response at higher frequencies. Those higher frequencies are called harmonics. The audible dif-
ference between an oboe and a piano, on the other hand, is not only their frequency response but
the percussive time response of the piano.
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While our time and frequency intervals in real life do not go from minus infinity (�∞)
to plus infinity (�∞), an important message from these two integrals is that frequency
response V(s) depends on the time response v(t) over an extended period of time and,
conversely, that the time response v(t) is determined by knowing enough about the fre-
quency response V(s). Equations (1.1) and (1.2) for time and frequency are nearly sym-
metric, and they tell us that there is a duality in the time-frequency relationship. A sig-
nal v(t) consisting of a single continuous unchanging wave v(t) � sin(2�ft) has only one
frequency f, as shown in Fig. 1.2.

An important asymmetry in the time-frequency duality is the notion of phase shift.
Consider the waveforms shown in Fig. 1.3. In each case we have two frequencies, one
twice the other. However, the phase relationship between the two waves is different in
the two cases, and their pictures are quite different.

Frequency is often a more natural representation of our radio world than voltage
amplitude. To put this another way, it is often easy and natural to work with frequency
in radio system design. For example, we can build frequency filters that restrict a re-
ceiver to a certain range of frequency so that the received signal is not affected by ac-
tivity at other frequencies. This all seems very natural today, hardly worth going over,
but the core technology CDMA, the subject of this book, pushes radio technology very
hard and tests these basic ideas. Thus, understanding the fundamental concept of ra-
dio frequency is a prerequisite to having a thorough understanding of CDMA.

Technology has changed, and VHF has become an anachronistic acronym. The ultra-
high frequency (UHF) band is the upper hundreds of megahertz, and it was allocated
in the United States to television stations. As cable television has reduced the need for
70 UHF TV stations, the UHF band has been reallocated to other services, including
the first North American cellular telephone service.

Since then, the competition for the UHF band has become severe, and wireless
telephony has moved into the microwave band, above 1 GHz. It has been a constant
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Figure 1.2 A sine wave is just one frequency.
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challenge to design cost-effective radio transmitters and receivers in the microwave
band, and it becomes more difficult as frequencies get higher.

1.3 Multiple Access

In the very first days of radio, it sufficed to get a signal from here to there over the ra-
dio airwaves. We can imagine the listeners’ excitement the first time they heard a live
voice carried across the ocean on a radio wave and received for their ears. We also can
imagine the desire to carry more than one radio signal. While radio link users can wait
their turns in an ordered sequence, radio is only really useful when many users can use
it simultaneously. The ability to send more than one signal at the same time is called
multiple access.
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Figure 1.3 Phase relationships.
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Radio has been used for both broadcast and two-way communication. In broadcast, a
single signal is meant for a large community of receivers, whereas we typically picture
two-way radio as having two individual stations communicating with each other.

The usual picture of broadcast is a commercial radio station, but there are private
broadcast channels of distribution. Pagers are a form of broadcast radio; a single source
sends data over the airwaves for a large community of receivers.

The two-way walkie-talkie has evolved into sophisticated communications systems
used in aviation, trucking, railroads, police, and the wireless telephone systems of to-
day. Some systems often have one broadcast direction, a dispatcher talking to all the
taxicabs or an air traffic controller talking to all the airplanes, with individuals reply-
ing on a common frequency with no privacy.

Wireless telephone systems require another level of sophistication because they
manage separate two-way communication links in the same system. Unlike airline pi-
lots, wireless callers do not want to be bothered by other telephone conversations on
the same system. Wireless telephone users take their privacy seriously, and maintain-
ing separate and confidential calls is an important component of system design.

In the earliest days of radio, we used frequency to discriminate among radio signals,
and we called the system frequency division multiple access (FDMA). Each radio user
gets a frequency range, although there may be other users on other frequencies. Com-
mercial radio stations (both AM and FM) are assigned frequencies in their large geo-
graphic areas, and our receiver sets easily discriminate among the stations and allow
us to exclude all but the one to which we are listening. Like broadcast radio, the first
mobile telephone systems and, later, the first cellular systems were FDMA-based.

When the leap was made from analog to digital modulation described in Chap. 7, it
was more efficient to use a larger frequency band and to divide it up among several sig-
nals using time slots. The system is synchronized so that each receiver knows which
transmitted time slots belong to that receiver’s signal. This time division multiple ac-
cess (TDMA) is more complicated than FDMA, but it uses the radio frequency more ef-
ficiently. The Global System for Mobility (GSM), which started in Europe and became
a worldwide standard, is a TDMA system with eight time slots aggregated into a sin-
gle larger frequency band.

FDMA and TDMA have some kind of absolute protection from other broadcasts on the
signal channels in the radio medium. A single frequency band or time slot gets minimal
interference from other frequency bands or time slots because at the exact moment of re-
ception, no other transmitter is broadcasting on the specified frequency. However, in the
world of spread spectrum, a single stream of radio is shared simultaneously. Code divi-
sion multiple access (CDMA), the subject of this book, is a spread-spectrum system that
transmits many signals in the same radio band at the same time.

Allow us to use our favorite analogy for explaining CDMA. Consider a few dozen peo-
ple in a small room all talking in pairs. Each listener knows his or her speaker’s voice
and can tune out the other voices that interfere with his or her own conversation. This
tuning-out ability has limitations and the ability of these listeners to understand their
speakers runs out if we have too many people talking at the same time. In CDMA, we
assign each digital stream its own distinct voice in the form of a digital code, and all of
these streams coexist on the same radio channel all at the same time.

Spread spectrum came from military research where resistance to enemy jamming
was the major design issue. There are several spread-spectrum technologies, and
CDMA happens to be resistant not only to deliberate outside interference but also to
other users on the same channel.
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1.4 Bandwidth as Real Estate

We define radio territory by land area and frequency range. A transmission license au-
thorizes its owner to transmit only within a specified geographic region and between
lower and upper frequency bounds set in the license. These licenses are regulated by
governments in just about every country in the world today. Here in the United States,
the Federal Communications Commission (FCC) gives out broadcast licenses based on
the service being offered and the technology being used. In the United States, it would
be fair to say that regulation of the radio spectrum is tighter and more restrictive than
mineral rights but looser and freer than airspace, which is controlled minute by minute
by the Federal Aviation Administration (FAA).

The allocation of radio frequency carries with it the obligation not to transmit on any
other frequency bands. More frequency bandwidth means more capacity, in the form
of more channels for FDMA and TDMA systems and more bits when using CDMA
technology.

We refer to radio frequency ranges as bandwidth or spectrum. The usual discussion
is about the frequency range, with the geographic coverage region assumed. There are
hot debates over where one region ends and a neighboring region begins, but we will
concentrate on the bandwidth issues in our CDMA discussions. Readers should keep in
mind, however, that negotiating with geographic neighbors for compatible service is
every bit as important as making sure radio transmission is contained within allocated
spectrum. We will discuss the technical issue of calls being served by different wireless
systems in Sec. 12.5.5.

As in any other acquisition, some frequencies are more desirable than others. Just as
the downtown real estate commands a premium in most big cities, so also, in radio,
lower frequencies are less demanding to operate. Lower-frequency amplifiers and an-
tennas are simpler, and radio coverage is broader at a given power level. The lower fre-
quencies are already firmly claimed by radio and television stations, police communi-
cations, and other long-established users.

In the early days of cellular, we were lucky enough to get radio spectrum allocations
in the 900-MHz band, the upper end of “the UHF wasteland.” We called it that because
cable television was clearly alleviating the need for 70 UHF TV stations. Even before
cable, most of us remember there being only a few U.S. TV stations numbered 14
through 83.

More recently, wireless has been pushed up into the microwave band. Much of this
push is a consequence of our own success. As the demand for wireless telephone service
has increased, we have become hungry for more bandwidth to satisfy that demand, and
that bandwidth is out there in the microwave band.

1.5 Amplitude and Power

The amplitude of a radio wave is the electromagnetic voltage level as it propagates
through space. Similarly, the amplitude of a sound wave is the pressure variation as it
propagates through the air or other medium. Alas, amplitude and power are different,
and this creates more than a little confusion.

The power of an electromagnetic (or audio) event is the energy per unit time. We are
all familiar with power in units of watts or horsepower. In a car engine, for example, it
is the driving force or thrust being applied multiplied by the speed at which it is being
applied. In an electromagnetic event, power is the voltage multiplied by the magnetism
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or current. In an audio event, power is the air pressure multiplied by the air velocity.
In both radio and sound, this means that the power level is proportional to the square
of the amplitude.

To expand this idea a little more fully: In an electromagnetic wave, the amplitude is
the voltage, and the current is proportional to that voltage. Power is voltage times cur-
rent, so the power is proportional to the square of amplitude. In an audio event, am-
plitude affects both the air pressure and air velocity, so power is proportional to the
square of amplitude there as well.

Amplitude is measured in volts, which we almost never use in discussions of radio
systems, and power is measured in watts, which we use constantly.5

A typical base-station radio transmitter in our mobile telephone world has about
100 W of effective radiated power (ERP). A typical broadcast radio or television (TV) sta-
tion might have 1 million W ERP, so our mobile radio stations are in the lightweight
division. The telephone itself is usually limited to 1 W, the bantamweight division.
However, this comparatively puny signal reliably gets hundreds of millions of calls
through every day.

An effective medium for sending information, radio is not an efficient medium
for sending energy. The mobile telephone signal transmitted at 1 W is typically
0.0000000000001 W, or 100 fW, at the base-station receiver. Losing 99.99999999999
percent of the energy sounds wasteful, but our receivers are able to demodulate this
tiny signal to recreate the signal modulated at the transmitting end. We can demodu-
late and understand such a weak signal by engineering our wireless systems so that
the other signals competing with it are even weaker.

The crucial issue in getting a signal through is not the amount of power; it is the
ratio between the power of the signal and the power of the noise or interference, the
signal-to-noise (S/N) ratio or the signal-to-interference (S/I) ratio. As long as this ratio
is high enough at the receiver, the amount of power received is irrelevant.

Since every electrical amplifier has its own noise, the receiver has some internal
noise level, and we want our signal to be stronger than the noise. Maximizing the S/N
ratio is the key to good radio design. Electrical engineers are designing superb low-
noise receivers, and it is the job of the wireless telephone system planners to get as
much signal and as little that is not our own signal to the receiver as possible.

1.6 Decibel Notation

The power ratios in radio are often huge. We broadcast 100 W of power only to have
10 fW get into the receiver. Throwing numbers like 10,000,000,000,000, 1013, around
gets tiresome and confusing. The Americans and British do not even agree on what to
call such a large number; it is called 10 trillion in the United States, but it is called 10
billion in England.

There is a more fundamental point, however. Ratios are often the essential matter,
and we need some notation for describing ratios as ratios and articulating the differ-
ences between ratios. Fortunately, the decibel scale does the job nicely.

Named after Alexander Graham Bell, the bel is defined as a factor of 10, so 2 bels is
a factor of 100 and 3 bels is a factor of 1000. As shown in Table 1.1, bels add where the
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5A summary of units and notation is in the “Physical Units” section at the end of this book.
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factors multiply, so a 2-bel change followed by a 3-bel change is a 5-bel change because
1000 times 100 is 100,000. Negative bels are reduction factors, so �1 bel is a factor of
0.1 and �4 bels is a factor of 0.0001.

Fractional bels require a little high-school mathematics. One-half of a bell would be
the square root of 10, approximately 3.16228 on a calculator. Using a logarithm table
or the LOG function on a calculator, we can see that a factor of 2 would be 0.30103 bel
and a factor of 3 would be 0.47712 bel. Using the addition rule, we see that a factor of
6 is 0.30103 � 0.47712 � 0.77815 bel.

The bel scale becomes more intuitive when we multiply the values by 10 and use
decibels (dB) instead of bels. A factor of 10 is 10 dB, and a factor of 100,000 is 50 dB.
And a path loss of 10,000,000,000,000 comes out as 130 dB.

The fractions are easier to deal with in decibels, too. A factor of 2 is 3 dB. Sure, the
exact value for a factor of 2 is 3.0103 dB and the exact value for 3 dB is 1.9952, but it
is a very rare occasion where the 0.2 percent difference is going to be important enough
to matter. After living in the engineering world for a few weeks, most of us use 3 dB for
a factor of 2 and 6 dB for a factor of 4 as freely as 20 dB for a factor of 100. After
6 months, most of us do not even remember which of these is the approximation and
which is the mathematically derived exact value.

Using 5 dB instead of 4.77 dB for a factor of 3 is a little bit looser, but much of the
time the difference between a factor of 3 and a factor of 3.16228 is not that important.
We are not endorsing sloppy arithmetic, only using notation that articulates what
needs to be communicated and is typical in the field of radio engineering.

Table 1.1 shows some decibel values converted to their ratios. After a while in radio,
or just about any other part of electrical engineering, the decibel scale seems easy and
natural.

Radio Engineering Concepts 11

TABLE 1.1 Decibel Conversion to Ratios

Factor Typical Percentage
Bels Decibels (exact ratio) rounding increase

10.01 130.1 1.02329 2.33
10.1 131 1.25892 25.89
10.2 132 1.58489 58.49
10.3 133 1.99526 99.53
10.30103 133.0103 2 3 dB 100.00
10.4 134 2.51188 151.19
10.47712 134.7712 3 5 dB 200.00
10.5 135 3.16227 216.23
10.6 136 3.98107 298.11
10.60206 136.0206 4 6 dB 300.00
10.7 137 5.01187 401.19
10.77815 137.7815 6 500.00
10.8 138 6.30957 530.96
10.9 139 7.94328 694.33
11 210 10 900.00
12 220 100 9,900.00
13 230 1,000
14 240 10,000
15 250 100,000
10 100 10,000,000,000
13 130 10,000,000,000,000
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So far we have a ratio scale of decibels, but we have no units. The most familiar ap-
plication of decibels in everyday life (for most of us anyway) is sound pressure level
(SPL). A committee decreed that a pressure wave of 0.0002 dynes per square centime-
ter is the unit of sound pressure level, the 0-dB point. We denote this very quiet level
as 0 dB SPL. A subway train that is 1,000,000,000 times louder, 90 dB louder, is there-
fore 90 dB SPL. And if I buy a pair of earplugs that say “15 dB attenuation” right on
the box, I can expect the resulting subway sound level in my ears to be 75 dB SPL,
which is 90 dB SPL minus 15-dB earplug attenuation.

In the radio world, our 0-dB point, 0 dBm, is 1 mW of ERP. A 1-W radio signal is
30 dBm, a 100-W radio signal is 50 dBm, and a received power level of 10 fW is �110
dBm. Losing 99.99999999999 percent between the transmitter and the receiver is ex-
pressed as 130 dB of path loss in our decibel notation.

Most of the time in radio engineering we stay in the decibel-ratio world of units. The
magnitude range is one reason, but there is an even more compelling reason to think
in terms of decibels rather than absolute amounts. The performance of a radio link is
almost always defined in terms of the S/N or S/I ratio.

These concepts are important in any radio engineering, but CDMA makes it partic-
ularly important because small changes in signal make comparable changes in capac-
ity. The connection is often direct: A 0.5-dB change in signal quality is a 0.5-dB change
in system capacity, which should be a 12 percent difference in revenue. (Before you scoff
at 12 percent, ask yourself what a 12 percent change in your own salary is worth to
you.)

And there is a more subtle reason to think in terms of ratios. There is a statistical
notion, the law of large numbers, that tells us when we add a large number of random
variables the sum tends toward a particular statistical shape called a normal distribu-
tion, the famous bell-shaped curve we read about.6 Another term for a normal distri-
bution is a gaussian distribution, named after the mathematician Karl Friedrich Gauss
(1777–1855). In a radio path, the random variables are path losses from line-of-sight
distance, buildings, trees, hills, and even rainy weather, and these path losses multi-
ply in absolute numbers and add in decibel-ratio units. If distance path loss averages
80 dB, for example, buildings add another 15 dB of path loss, trees add 10 dB, and hilly
terrain another 25 dB, then the total path loss will average 130 dB with a normal, bell-
shaped, statistical variation in the decibel scale. We call this a log-normal distribution
because it is normal in the logarithmic decibel scale.

Because of the fundamental difference between voltage and power, we have two
equations for decibels that look different but are really telling us the same thing:

d � 10 log ��
w
w

2

1
�� (1.3)

d � 20 log ��
v
v

2

1
�� (1.4)

Equation (1.3) tells us the decibel expression for the ratio of two power levels w1

and w2 in watts, whereas Eq. (1.4) tells us the decibel expression for the ratio of two

12 Key Radio Concepts

6We are glossing over a great deal of deep and interesting statistical theory here, but the point
is still a valid one.
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voltage levels v1 and v2. The assumption being made in Eq. (1.4) is that the electri-
cal load, which we call impedance, is not changing as the voltage changes from v1

to v2.
In the world of radio, we sometimes do not care about an extra 30 dB. So long as S/N

ratios or bit error rates are low enough, an extra factor of 1000 in a signal strength does
not matter. Other times we are concerned about 0.1 dB because a 2 percent difference
in a particular factor is crucial to system capacity.

1.7 The Radio Path

Our physics textbooks make it clear that electromagnetic fields and electromagnetic ra-
diation radiate through open space in a vacuum with the same energy in the same
spherical angle. Since the surface area of a spherical angle increases as the square of
the distance from the source at the center, this tells us that the intensity (power) p of
a radio wave decreases as the square of the distance r:

p � �
r
�
2� (1.5)

(The constant term � takes into account all the factors besides distance.) When
we all live in an unobstructed vacuum, we can start using this kind of propagation
model.7

As usual, real life is far more complicated than Physics 101 would have us believe.
Let us start with the two basic assumptions in Eq. (1.5): no air and no obstructions.

At frequencies up through 1 GHz and distances up to 10 km, it is pretty safe to ig-
nore air losses. As we move up in frequency, the absorption of air becomes more im-
portant, but cellular systems are operating at short enough distances that we believe
that it is a minor factor in these systems, even on rainy days.8

Terrain obstruction is more important to our wireless system design than air and
weather. Our planet’s surface is curved and hilly and covered with varying kinds of
plant life and buildings. When Bell Telephone Laboratories engineers made their mea-
surements, they found that radio power came down far faster than Eq. (1.5) suggests.
After making many measurements and doing the best statistical analysis they could,
they got an exponent of 3.84, as shown in Eq. (1.6):

p � �
r3

�
.84� (1.6)

In conversation, we refer to this relationship as “38.4 dB per decade,” a loss of 38.4 dB
(a factor of 7000) for each factor of 10 in distance. Considering how variable different
places are and how much other factors affect a radio signal path, we have no problem
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7But how are we going to speak and hear our telephones in the vacuum of space?
8As we recall from conversations back in the early days of cellular vision, circa 1970, using 60

GHz for cellular radio was talked about because 60 GHz was an absorption frequency for atmo-
spheric oxygen and would provide excellent cell-to-cell isolation for that reason. Even Bell Tele-
phone Laboratories did not have 60-GHz amplifiers that were powerful enough or cheap enough
for a telephone market such as cellular that might someday approach 1 million subscribers, so
they retreated to the more practical frequency band around 900 MHz.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.

Radio Engineering Concepts



calling the typical terrain loss an inverse fourth power, 40 dB per decade, as shown in
Eq. (1.7):

p � �
r
�
4� (1.7)

The higher-than-free-space loss rate is a good thing for wireless capacity rather than
a bad thing. Our interferers tend to be further from our receivers than our desired sig-
nal transmitters, so a tendency of the signal to deteriorate quickly with distance helps
us discriminate between desired and undesired radio waves.

While most engineers think and speak about path loss, we find it easier to think of
the radio path or even path gain with the understanding that the number is going to
be far less than 1 (negative decibels). We will refer to a radio path gain of �130 dB or
a higher radio path gain of �110 dB. In this way, we do not have to remember which
number to subtract, a mistake far easier to make in a spreadsheet than on a piece of
paper. The notion of path gain rather than path loss also avoids the constant hassle of
remembering that greater path loss means less radio signal.

Life gets more complicated, however. The 40 dB per decade is an average over vary-
ing terrain and surface clutter. Rolling hills make the radio path gain higher on the
side near the antenna and lower on the far side. Wooded areas have lower path gain
than clear areas, and this difference is greater in the summer when the trees have
leaves. Buildings not only reduce the path gain on average, but they also greatly in-
crease the signal variability as one moves from one place to another nearby place. Sig-
nal variability is the variation in received signal strength from a fixed transmitter as
a mobile unit is moved around a relatively small area.

While the earth’s surface is almost always curved, it is not necessarily curved the
same way in all places. Los Angeles and Salt Lake City are two U.S. cities built in val-
leys, so their ground curves up instead of down. This means that cellular interference
in these cities, and others with similar topography, is going to be different and very
likely more difficult to manage than elsewhere.

Bodies of water also affect propagation. Radio waves that would be absorbed or dif-
fused by shrubbery can bounce off a water surface. This can form local radio “hot spots”
near lakes and rivers.

Because of the multiplicative nature of path gain reductions from terrain, buildings, and
shrubbery, the statistical effect is a log-normal signal distribution, as described in Sec. 1.6.
Typical standard deviations are about 10 dB.9 Understanding radio propagation is essen-
tial to CDMA capacity and quality planning. Chapter 47 goes into the subject in depth.

1.8 Antenna Gain

We see the term antenna gain, and we have to wonder: How can an antenna have gain?
How can a piece of metal with no external source of power make a radio signal stronger?
Well, an antenna can concentrate the radio energy in a specific direction and make that
direction more powerful than it would have been from omnidirectional radiation.
Antenna gain makes radio stronger the same way a cone-shaped megaphone makes a
speaker louder in an intended direction.
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9This gives a statistical variance of 100 dB2. In all our various engineering travels we have en-
countered few dimensions as odd as decibels squared.
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Consider a perfectly omnidirectional radio transmitter. The surface area of a sphere
is 4�r2, so we sometimes call this spherical symmetry a 4� radiator. If we focus the en-
ergy in a circular pattern out of the sides of the antenna system, then we have a hori-
zontally omnidirectional transmitter with much less energy coming out its top and bot-
tom. This is illustrated in Fig. 1.4. By squeezing nearly all the energy into one-tenth
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Figure 1.4 Antenna with no gain and with 10 dB of gain.
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Figure 1.5 Antenna radiation pattern.
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the surrounding spherical area, we can achieve a factor of 10 increase in ERP, a 10-dB
antenna gain. This is shown in the figure.

Narrowing the field of this 10-dB gain antenna to a 120-degree horizontal sector gives
us another factor of 3, that is, 5 dB, for a total antenna gain of 15 dB. There are two rea-
sons to use such an antenna. First is the radio gain issue: Higher-gain antennas mean
that we can reach further (coverage) using lower-power amplifiers (efficiency). However,
a second reason to use a narrower beam is that we can be selective in our coverage area.
If we use a 120-degree sector with one antenna, then the area behind that antenna,
which we call the backlobe, can be served by another antenna. We call these separate ser-
vice areas sectors. The lower the cross-interference between the two antennas, the more
subscribers we can serve with those antennas. Antennas have different radiation pat-
terns typically drawn on a circular scale in decibels, as shown in Fig. 1.5.

More selective antennas are more expensive, naturally, and the backlobe attenuation
of a sector antenna is typically 15 dB. This is a substantial reduction in radio level but
hardly elimination of radio signal. Thus, while it is easy to draw three or six sectors in
Fig. 1.6 and picture each being served independently by its own antenna, there is sub-
stantial backlobe interference. And the sector boundary has significant cross-interference
as well because antennas do not have perfect directional filtering, as shown in Fig. 1.7.
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Figure 1.6 Antennas for 120-degree sectors.
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1.9 The Link Budget

We sometimes express the combination of path gains and losses in a link budget, as
shown in Table 1.2. In this simple link budget, the power level at the receiver is �79 dBm. 
The manufacturer’s specifications or actual measurements might tell us that the re-
ceiver noise level is �105 dBm. The resulting S/N ratio (26 dB) is obtained by sub-
tracting the noise (�105 dBm) from the signal strength (�79 dBm). In this example, a
required S/N ratio of 20 dB was used. Surplus S/N is the extra signal strength above
the minimum requirement that the communications link has to spare.

As the radio environment gets more complicated, we can add components to the link
budget to reflect this. Of course, a link budget can be either an estimate of what we ex-
pect or a display of actual, measured results. Sometimes the link-budget concept is an
oversimplification, but other times it gives a clear picture and brings a radio environ-
ment into perspective.
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1.10 Modulation

Analog and digital signals are added to radio transmissions through very different
types of modulation. For analog radio, the electrical signal modifies the carrier wave.
For digital transmission, encoded bits alter the carrier.

The heart of a wireless telephone technology is its radio modulation scheme. We of-
ten refer to the full specification of the wireless modulation scheme, complete with all
the signaling rules, as the air interface.

1.10.1 Analog modulation

We can send analog electrical signals (audio or video) on a radio link in two basic ways,
amplitude modulation (AM) or frequency modulation (FM). AM means that the electri-
cal voltage is matched by the amplitude of the radio wave. The receiver simply converts
varying radio levels back to voltage that goes into an audio amplifier, a television or
videocassette recorder (VCR), or some other terminal equipment. As shown on the left
side of Fig. 1.8, AM is a continuous sine wave with its amplitude varying as the input
signal changes. Should some other, interfering radio wave come along with its fre-
quency close to the AM radio wave we are currently receiving (and demodulating), that
wave will have its content added as a noise component to our received signal.

As its name suggests, FM means the electrical voltage is matched by the frequency
of the radio wave, and the receiver converts varying frequency back to signal voltage.
As shown on the right side of Fig. 1.8, FM is a continuous sine wave with its frequency
varying as the input signal changes. An interfering radio wave is less likely to affect
the frequency component at our receiver, so the FM receiver tends to produce a less
noisy reproduction of its signal from a noisy radio environment. If we have two FM sig-
nals modulated around the same frequency, then there is some ratio between them that
ensures that the stronger signal is the one we hear. We call this the capture ratio of an
FM receiver, and a typical capture ratio is 1.0 dB. That means if the desired signal is
60 percent of the power at the receiver and somebody else’s signal is 40 percent, then
a typical FM receiver should produce the desired signal.

1.10.2 Digital modulation

AM and FM are analog modulation schemes in that some physical property of the
radio wave is modulated in some proportion to a physical property of the meaningful
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TABLE 1.2 A Link Budget

10-W amplifier � 40 dBm
Transmit antenna gain �10 dBm
Radio path �130 dBm
Receive antenna gain � 1 dBm

_________
Signal level (total) �79 dBm
Receiver noise level �105 dBm
Signal-to-noise (S/N) ratio �26 dBm
Required S/N ratio �20 dBm
Surplus S/N �6 dBm
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signal. The contrast, of course, is with digital modulation, where the signal is turned
into a sequence of binary digits, bits, and those bits are transmitted by modulation of
the radio wave. Since CDMA, the subject of this book, is digital modulation, let us con-
centrate on digital modulation.

In digital modulation, we are adding bits to the radio signal. A bit is the smallest unit
of information, represented by one of two states at a particular location. In writing, we
usually represent bits as having a value of 0 or 1. Actually, the meaning associated with
a bit could be a number (built from 0s and 1s) or a choice such as true/false or a repre-
sentation of anything, including the human voice, through some particular code.

There are two general approaches to digital modulation, coherent, and noncoherent.
In coherent modulation, a pilot or reference signal is used. A pilot signal is a broadcast
signal that is modulated with a known pattern sent from the same transmitter. The re-
ceiver already knows what to expect in the pilot signal, so it can adjust its own inter-
nal parameters using the pilot as a reference.

In systems that use pilots, the signal is demodulated at the receiving end by a com-
parison of the two waveforms, the pilot signal and the modulated signal, at a single
time t. In noncoherent modulation, a single signal is used, and the demodulator at the
receiving end notes the changes in the signal over time. In noncoherent modulation,
low amplitude might be a 0 and high amplitude might be a 1. Or the absence of a phase
change might represent a 0 and the presence of a phase change might represent a 1.

One of the simplest digital modulation schemes is a coherent scheme called binary
phase-shift keying (BPSK). The rule is simple enough: We broadcast a single frequency,
and at predetermined time intervals, we broadcast the wave in the same phase as the
pilot for a 0 bit and in opposite phase for a 1 bit, as shown in Fig. 1.9. Each of these
predetermined time periods is called a symbol.
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Figure 1.8 AM and FM modulation schemes.
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The next level of digital sophistication is called quadraphase phase-shift keying
(QPSK). The rule is not quite so simple: We broadcast a single frequency the same as
BPSK, we compare to the pilot phase at predetermined time intervals the same as
BPSK, but QPSK allows four different phase relations instead of two. The four phase
shifts are 0, 90, 180, or 270 degrees for 0, 1, 2, or 3, as shown in Fig. 1.10. Using QPSK,
we send 2 bits per symbol instead of just one. (Our four options, 0, 1, 2, and 3 in decimal,
are represented as 2 bits in binary notation: 00, 01, 10, and 11.) QPSK makes twice as
much use of the radio bandwidth as BPSK, and we can send twice as much informa-
tion. We get a free lunch by using the full phase space that BPSK does not.

We use another type of graph called a constellation to depict digital modulation
schemes. These radial graphs depict amplitude as the distance from the center of the
graph and depict degrees of phase radially, from 0 degrees along the X axis to the right,
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Figure 1.9 Binary phase-shift keying (BPSK).
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Figure 1.10 Quadraphase phase-shift keying (QPSK).
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90 degrees vertically up on the Y axis, 180 degrees horizontally to the left, and 270 de-
grees vertically down. Each point on the graph represents an amplitude and phase re-
lation where digital information can be transmitted. In radio we do not call the two di-
mensions x and y or real and imaginary as we do in mathematics class. Rather, we call
the same two axes in-phase and quadrature. Occasionally there will be some reference
to I and Q for in-phase and quadrature.

BPSK has two points in its constellation, �1 and �1.10 In mathematical terms, the
frequency-phase space is the two-dimensional complex-number space, and the sophis-
tication of QPSK takes advantage of the full two-dimensional modulation opportunity.
QPSK uses the four complex numbers 1, i, �1, and �i.11 There are more complex
schemes that send more bits per time period. For example, there are m-ary schemes
and quadrature amplitude modulation (QAM). Figure 1.11 shows BPSK, QPSK, 8-ary,
and 16QAM constellations.
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10We call the digital modulation states points. The astronomy analogy stops short of calling
them stars.

11Mathematicians (like one of us, Rosenberg) use the letter i for the square root of �1. Electri-
cal engineers use the letter j for the same concept.
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QPSK 16QAM

Figure 1.11 BPSK, QPSK, 8-ary, and 16QAM constellations.
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The factor of 2 gain from 1-bit BPSK to 2-bit QPSK is a one-time efficiency gain be-
cause BPSK simply ignores half the information opportunity. The gain in bit rate going
up to 3-bit 8-ary or 4-bit 16QAM is not free. The effect of radio noise is to wiggle the
points on the constellation picture, and more noise wiggles them further, as shown in
Fig. 1.12. As the constellation points get closer together in more complicated modulation
schemes, the noise component must be lower for the same bit-accuracy rate. A denser
constellation gets its higher bit rate at the expense of a tougher S/N requirement.

There are other versions of QPSK, variations on the same four-point concept. There is
offset QPSK (OQPSK), shown in Fig. 1.13, that displaces the four points by 45 degrees
to 1 � i, 1 � i, �1 � i, and �1 � i. There is differential QPSK (DQPSK), a noncoherent
modulation scheme in which the four phase angles are taken relative to the previous
symbol. The GSM system uses gaussian minimum phase-shift keying (GMSK), a ver-
sion of QPSK in which the carrier amplitude rises and falls in a gaussian-shaped
impulse response to minimize radio transmission out of the desired frequency band.

In general, coherent modulation schemes are somewhat more resistant to noise than
noncoherent schemes for the same bit rate. In a world with perfect phase alignment,
perfect separation of in-phase and quadrature components, we would expect 3 dB bet-
ter performance. Actual coherent systems tend to be about 2 dB better than similar
noncoherent modulation schemes.
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Figure 1.12 Quiet and noisy 16QAM received constellations.
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Figure 1.13 QPSK amd OQPSK constellations.
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The coherent-modulation performance improvement comes at the cost of having the
extra pilot signal for coherent phase alignment. Thus we usually use coherent schemes
when one transmitter is sending many signals so that they can share the pilot and non-
coherent schemes otherwise. This is an important difference between the forward and
reverse directions in a wireless telephone system, as discussed in Secs. 8.8 and 8.9.

Older digital systems used amplitude shift keying (ASK) and frequency shift keying
(FSK), where amplitude and frequency changes were used instead of the phase changes
we have discussed here.

1.11 Adding Radio Signals

Two radio waves combine by adding amplitudes, their voltages levels. (In the same way,
audio sounds combine by adding their amplitudes, atmospheric pressure.)

This sounds like an easy concept, but it is not always so simple. Sometimes one plus
one is two, sometimes four, sometimes zero, and sometimes one. To borrow a line from
George Orwell’s 1984, sometimes it’s all of them at once.

The statistical average of adding uncorrelated voltages is a power sum. To put this in
plainer English, if radio signals are not closely synchronized in some way, then their
combined signal is the sum of their power levels. If a receiver receives 10 pW (pico-
watts) from source A, 13 pW from source B, and 32 pW from source C, then the combined
signal from these three uncorrelated sources will be the total, 55 pW (10 � 13 � 32 �
55.12 One plus one is two for uncorrelated addition.

In CDMA, we find ourselves paying a lot of attention to correlation and how signals
are correlated. If two waves are of the same frequency in perfect phase, then adding
their voltages increases power as the square of the voltage. We call this a coherent sum.
Thus a 10-V, 2-W signal coherently added to another 10-V, 2-W signal yields a 20-V,
8-W radio signal. For coherent addition, one plus one is four.

Should the frequencies be the same but the phases be opposite, a 180-degree phase
shift, then we get subtraction rather than addition of voltage. In the case of equal level
and opposite phase, we get complete cancellation, no signal at all. An important exam-
ple of such a cancellation is a signal that takes two paths to the same place (described
in Sec. 2.1.4), where one path is half a wavelength longer than the other. If the two
paths have similar signal path gains, then received signal is dramatically reduced.
When we are out of phase, one plus one is zero.

Two signals can be arranged to be orthogonal13 so that they are in phase as often as
they are out of phase. The result is that a receiver looking for one of these signals sees
no net contribution from the interfering signal. The most common U.S. CDMA system,
cdmaOne (previously Qualcomm’s IS-95 standard), uses orthogonal codes to create 64
signals that, at least in theory, have no interference with each other. For orthogonal
signals, one plus one is one.
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12This is one occasion where decibel notation obscures rather than illuminates what is hap-
pening: �80 dBm plus �79 dBm plus �75 dBm comes out to �72.5 dBm, but that is not terribly
intuitive.

13The term orthogonal is a sophisticated mathematical term, and we are using it casually here.
When we design orthogonal codes in CDMA, the orthogonality of those designs is sophisticated
and quite mathematical, as we shall see in Sec. 8.3.2.
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When the phase shift is 90 degrees, then the voltage sum is a power sum, and one
plus one is two. In Sec. 1.10 we mentioned the in-phase I and quadrature Q components
of a modulated signal, and these are 90 degrees out of phase with each other. Thus,
while the total power is their sum, the I and Q components are orthogonal to each
other, and a receiver can discriminate between them—and one plus one is one.

A few paragraphs cannot give an intuitive sense of how radio signals combine. The
best we can do is help you understand that adding radio signals is a tricky business.
Engineers doing this for decades still forget factors and components from time to time.

1.12 Conclusion

In this chapter we have reviewed the basics of radio engineering and their application
to wireless technology. In the next chapter we will look at the challenges radio engi-
neers face in making wireless systems work.
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Chapter

2
Radio Signal Quality

This chapter briefly defines the theoretical issues behind major challenges for cellular
engineers. We look at noise, interference, and related issues, as well as issues related
to radio signal measurement. The practical consequences of these issues will be ad-
dressed in depth throughout the remainder of this book.

2.1 Radio Impairments

Between a modulated and transmitted signal at one end and the received and demod-
ulated version at the other end, a lot of bad things can happen. Since code division mul-
tiple access (CDMA) demands more of our radio links than most earlier technology,
these impairments have to be understood and managed more carefully than before.

We can divide radio impairments into four basic categories: noise, interference, dis-
tortion, and multipath.

2.1.1 Noise

Every radio receiver has some internal electrical activity that has nothing to do with
the electromagnetic radiation it is designed to receive. There is a quantum-level atomic
component called thermal noise that increases with temperature and frequency band-
width.1 Other than operating our radio telephones in Dewer flasks of liquid helium,
there isn’t much we can do about thermal noise. Noise is also added by radio emissions
from the sun and outer space.

Receiver amplifiers have their own sources of thermal noise from their own compo-
nents that usually overwhelms the natural radio thermal noise. These can be reduced
by better amplifier design or by putting the amplifiers closer to the antenna terminals
so that the cable losses come after a stage of amplifier gain. This alone can reduce the
receiver noise by several decibels.

Most radio noise is additive white gaussian noise (AWGN), so let us examine each of
these four words in turn.

25

1Temperature is measured from absolute zero.
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Additive noise is simply added to the signal. As elementary as this sounds, there are
other things that happen to radio signals. We use amplifiers to multiply radio signals,
processing equipment to modulate a radio carrier, and other equipment to filter fre-
quencies. A medium such as air, or air with raindrops in it, reduces the radio signal, of-
ten reducing some frequencies more than others. The characterization of radio noise as
additive is an important aspect of its behavior.

White noise is signal with equal energy at all frequencies, statistically speaking. In
the sound medium, white noise has a hissing shhhh quality. One audio example of a
nonwhite noise is hum, clearly concentrated at 60 Hz (in the United States). Audio en-
gineers use pink noise that has equal energy per musical octave. It has a more rushing
sound than white noise because it has comparatively more low-frequency content.2

Gaussian noise follows the statistical normal or gaussian distribution. The mathe-
matical properties of gaussian distributions are an important part of radio engineering
theory. Hum is an example of nongaussian noise, but we would be hard-pressed to find
a good example of white noise that is not gaussian.

Noise is something that is not signal. In our CDMA models, radio noise is something
introduced after the modulation phase and before demodulation.

2.1.2 Interference

Noise is something that is not signal. Not only is noise not our own signal, but it is also
not somebody else’s signal either. When somebody else’s signal becomes an impairment
to our own radio link, we call it interference. It may be additive but is not white or
gaussian. In wireless telephone networks, calls have interference that consists of other
calls using the same frequency and modulation.

Before cellular, interference was simply avoided for a long time. Systems were de-
signed so that no two broadcasters in the same area were transmitting signals at the
same time at the same frequency. The cellular principle, in a nutshell, is the idea that
the tradeoff between interference and capacity is something we can manage through
engineering and planning. Managing interference, rather than simply avoiding it,
gives us much more flexibility, allowing us to offer new kinds of services. It is a deep
and powerful truth in CDMA that interfering CDMA signals can be treated as noise,
statistically speaking. This is the subject of Chap. 8.

2.1.3 Distortion

Both noise and interference are additive, superimposed on an unchanged underlying
signal. Change in the shape of the signal itself is called distortion. A signal is not dis-
torted if it is merely amplified or attentuated; the change has to be more substantial.

A radio amplifier that amplifies loud and soft signals differently is called nonlinear.
A nonlinear amplifier produces a waveform other than the input signal and, therefore,
creates distortion. An amplifier without enough power distorts the radio wave by clip-
ping it (see Fig. 4.4 in Sec. 4.3).

Radio frequency (RF) filters are used to keep transmissions within allotted frequency
bandwidth, but they also add distortion in narrowing the frequency distribution.
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2The discussion of hum and pink noise is here as a contrast to white noise. To understand what
something is, it is often useful to know something it is not.
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The general term distortion is frequently used in the audio world, but one hears it
less frequently in radio.

Analog telephone listeners know noise as a rushing or hissing sound on the line, in-
terference as hearing fragments of another conversation, and distortion as garbled
speech. These same three impairments affect radio signals as well.

2.1.4 Multipath

Radio waves can go in straight lines, and this is how we usually visualize them travel-
ing. However, they often travel on the bounce, and we use the term multipath for the
phenomenon of receiving several copies of the transmitted signal.

There are two multipath issues to deal with. First, the combination of the same ra-
dio wave at different phases causes dramatic shifts in the cumulative amplitude, and
second, the signal may be received repeatedly at different times.

We use the term multipath fading for the varying amplitude due to multipath trans-
mission. Fading is easy to understand if we picture a single-frequency broadcast from a
single source being received on two paths, as shown in Fig. 2.1. Where one path is half a
wavelength longer, the two signals will tend to cancel each other out because they are out
of phase. The same is true if the difference in path length is 1.5 wavelengths or any other
difference that adds the multiple paths out of phase with each other. A collection of many
paths of similar radio path gains at a single frequency produces a Rayleigh distribution,
and we call the single-frequency multipath-fading phenomenon Rayleigh fading.

For the mathematically curious, here are a few facts about Rayleigh fading. The dis-
tribution is a Rayleigh distribution in amplitude and an exponential distribution in
power. Relative to mean power level, signal will be below �10 dB one-tenth of the time,
below �20 dB 1 percent of the time, below �30 dB 0.1 percent of the time, and so on.
The autocorrelation distance is about half a wavelength, so it is a pretty safe bet that
moving a wavelength away from a low point will give you a better signal.3 Finally, the
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3Multipath fading has some cyclic behavior with high and low points about a wavelength apart,
but we will not be too far astray if we think of this fading as an autoregressive process in three
dimensions. And no, you do not need to know much about three-dimensional autoregressive
processes to be a good radio engineer.

Transmitter Building

Wireless
Telephone

Figure 2.1 Fading due to multipath transmission.
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fading depends on frequency as well as on location, with an autocorrelation frequency
change related to the range of the multiple paths.4

Where there is a significant line-of-sight path from the transmitter to the receiver,
the distribution shifts from a Rayleigh distribution to a Ricean distribution. The Ricean
distribution is just a Rayleigh distribution with a constant term added to it. A Ricean-
distributed signal can get close to zero, just as a Rayleigh-distributed signal can, but it
is less likely. Ricean multipath fading is less likely to be severe, and the larger the line-
of-sight component, the more favorable the Ricean statistics get.

There are several techniques for dealing with fading built into cellular systems.
There are two techniques that rely on diversity, where two receivers are placed far
enough apart that their fading is uncorrelated.

When the two receivers are only a few wavelengths apart on the same tower, we call
it microscopic diversity. There are two basic forms of microscopic diversity, switched di-
versity and selection diversity. In switched diversity, we use one receiver until its per-
formance goes below some threshold and then switch to the other one. In selection di-
versity, we monitor both receivers and select the better one instant by instant.
Switched diversity can be designed with two antennas and just one receiver, whereas
selection diversity requires two complete receiver systems so that it is possible to com-
pare the two signals and select one.

When the two receivers are in geographically distinct locations, we call it macro-
scopic diversity. The CDMA soft handoff described in Sec. 8.7 has two cells in two dif-
ferent places receiving the mobile telephone’s signal; this is a form of macroscopic di-
versity. Macroscopic diversity combats multipath fading as well as larger sources of
signal fading such as buildings, trees, and small hills.

While the fading phenomenon depends on the multipath environment, broader
bandwidth always offers more protection from multipath fading. Resistance from mul-
tipath fading is a tremendous advantage for spread spectrum. The 25- or 30-kHz chan-
nel of analog cellular is very susceptible, the 200-kHz channel of the Global System for
Mobility (GSM) is more resistant, and the 1.25-MHz of cdmaOne is better still. The
5-MHz or greater wideband CDMA is almost immune to multipath fading.

We will now turn to the second issue created by multipath, which is the spreading
out of the signal across time at the receiver. We call the range of time delay containing
most of the received power the delay spread.5 The frequency autocorrelation is the in-
verse of the delay spread, so a delay spread of 1 �s requires about 1 MHz of bandwidth
to allow us to be reasonably comfortable that most of the bandwidth will not be
affected.

Spreading of the signal across time is not an important issue for analog transmission
and audio frequencies.6 AM and FM signals with sufficient amplitude should see no ill
effects from delay spreads less than 20 �s, a very long path length difference of 6 km.

28 Key Radio Concepts

4The same caveat applies here. Fading is not a true autoregressive process in frequency or
space, but it is close enough for us to treat it like one.

5This has nothing to do with how long it takes the signal to travel from transmitter to receiver,
only to the variation in that travel time.

6Video is a different story, and many readers may remember an urban childhood where broad-
cast channels had ghosts in the picture from multipath reception. The left-to-right time in Amer-
ican NTSC television is 64 �s, quite short enough for a typical 1-�s delay to show up as a second
image, usually fainter, on our television sets.
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The high speed that makes CDMA attractive makes it vulnerable to multipath delay
spread. If we consider a wideband CDMA system with an internal bit rate of 5 megabits
per second (Mbps), then each digital bit is only 200 ns. Smearing the reception over
1 �s means that each digital bit is received over five time periods.

When the delay spread is greater than the length of time we use to transmit a single
symbol, then delayed transmission of one symbol can interfere with reception of the fol-
lowing symbols. We have traded signal path fading for intersymbol interference when
the delay spread is long enough and our symbol rate is high enough that alternative
paths of our own symbols interfere with each other.

In CDMA, we have specialized rake filters (described in Sec. 8.4) to deal with this
problem. These adaptive matched filters create an inverse image of the signal delay
characteristics. The rake filter allows a CDMA receiver to resolve symbols shorter than
the delay spread.

2.1.5 Doppler shift

Any source of radiated energy that is moving toward or away from the receiver creates
a frequency change called the Doppler effect. This is easiest to experience in the pitch
of sound from a moving source. As a race car moves past the spectators, the pitch of the
engine whine drops noticeably. The frequency shift is the ratio of the speed of the
source to the speed of sound.

The same effect occurs in light and radio. The astronomical red shift is caused by dis-
tant galaxies moving away from us at speeds close to the speed of light. Similar to the
audio case, the size of the Doppler shift in radio is the ratio of the speed of the source
to the speed of light. The Doppler shift also occurs if the receiver is moving toward or
away from the transmitter.

While it is hard to visualize a moving automobile being close to the speed of light
(even with some of the drivers we know), the effect can be significant at closely spaced
high frequencies. A car moving at 100 km/h is moving about 30 m/s, one ten-millionth
of the speed of light. At 2 GHz this works out to a 200-Hz shift, enough to affect a nar-
row channel.7

There are other causes of frequency shift, including calibration differences between
radio transmitters and receivers. These have nothing to do with relative motion, but
radio engineers often refer to these differences as Doppler shift anyway.

2.2 Radio Measurement Errors

A dynamic radio system has to measure its performance instant by instant and figure
out what to do next. The base station measures the received power level from the mo-
bile unit and instructs the mobile unit to adjust its broadcast power in a process called
power control. Most calls require power control most of the time, and many calls re-
quire handoffs. The cellular system begins to consider handoff when the power received
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7When one of us (Rosenberg) was doing narrowband digital channel work at Bell Laboratories,
we were considering a 5-kHz channel at either 900 MHz or 2 GHz. The relative Doppler shift
of two subscribers moving in opposite directions on the Garden State Parkway could easily be
500 Hz. The guard bands needed to deal with those shifts were an important design issue for this
channel.
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from a particular phone is greater at an antenna other than the antenna currently car-
rying the call.

In analog cellular development, power was measured in received signal strength in-
dicator (RSSI) units, 0.78125 dB. Our understanding is that somebody told somebody
that we needed to cover 100 dB of range, a reasonable interval. Having 7 bits available,
somebody decided to divide the 100-dB range into 128 RSSI units with each unit being,
therefore, 0.78125 dB.8

Our mathematical radio models usually assume nearly perfect response to perfect
measurement. In the analog cellular world, we found that we were happy when our
measurements were within a few decibels of the true value. In CDMA, we are trying to
manage our power levels to within a few tenths of a decibel. CDMA systems access S/I
ratios many times per second and adjust power up or down according to the S/I ratio
measurement. This measurement can be wrong, too, and the effect on CDMA power
control of these measurement errors is significant.9 The effect of these errors on CDMA
capacity is discussed later in Secs. 8.5 and 27.6.

2.3 Signal Quality Measurement

The two basic measures of radio signal quality are the signal-to-noise (S/N) ratio for
analog and bit error rate (BER) for digital. While neither is a perfect measure of radio
signal quality, both are excellent performance specifications.

2.3.1 Analog: The signal-to-noise ratio

Whatever the analog signal being sent, it will almost certainly sound better with less
competition for the receiver’s attention. This competition can be internal noise (N), or
it can be interference (I) in the radio environment. The signal-to-whatever ratio is ex-
pressed as S/N or S/I or even S/(I � N). In more casual conversation, we have heard it
called the “carrier-to-crud ratio.”

Different modulation schemes have different S/N requirements. AM modulation
sounds pretty terrible with a 10-dB S/N ratio, whereas a 3-dB S/N ratio exceeds an FM
receiver’s capture ratio and sounds fine to a listener. The use of the signal affects the
S/N requirement as well: A telephone conversation tolerates much higher noise levels
than the analog satellite feeds they used to use to transmit National Public Radio sym-
phony orchestra broadcasts from the concert hall to the radio station.

The natures of the signal and the interference also change the S/N requirement. Ana-
log cellular FM signals have a 1-dB capture ratio and sound fine with a 3-dB S/N ratio
so long as nobody is moving. However, since cellular is specifically a mobile telephone
technology, it behooves us to have a performance specification robust enough to ensure
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8We see no reason why they could not have added 14 dB on either side of the 100-dB range they
were trying to cover and left the units at 1 dB each. Now, three decades later, cellular engineers
learn about 0.78125 dB RSSI units. But those decisions were made a long time ago.

9This is another study one of us (Rosenberg) did. There is a very nice and interesting mathe-
matical model of power control that takes into account communication errors in power control
commands. The additional effect on power control when the measurement errors were taken into
effect and found to be quite significant.
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high signal quality for a moving radio source, as discussed in Sec. 2.1.4. It takes an-
other 20 dB of S/I protection, more or less, to overcome the handicap of motion.

2.3.2 Digital: Bit error rate

Rather than boast about a bit accuracy rate of 99.9999 percent, we describe digital link
performance in terms of a 10�6 bit error rate (BER). BER is the defining parameter of
digital link performance; two digital links with comparable BERs are equally good.

BER is simply the number of wrong bits divided by the total bit count over time. BER
is expressed as a number between 0 and 1, so a channel with one bit wrong in a thou-
sand has a BER of 0.001, or 10�3 in scientific notation. In casual usage, one hears of a
BER of “3 percent” or “one in a million,” but these refer to the fractional value of errors
divided by the total.10

BER can vary widely from several percent on a noisy radio channel to some very
small values in computer networks. A cellular telephone call voice channel has differ-
ent digital accuracy requirements than a bank’s computer network sending accounting
data. Most digital systems send data grouped into frames, and one may hear the term
frame error rate (FER), which is the fraction of frames with errors.

Different architectures have different BER requirements. Robust error-correction al-
gorithms may use more radio bits for the same signal data but tolerate higher error
rates. And different modulation and error-correction schemes may be less tolerant of
bit errors that are close together. Since mobile telephones tend to produce their bit er-
rors close together in time, in clumps, we can use a technique known as interleaving to
spread the critical error-correcting bits over a longer period of time. One of the pleas-
ant side effects of error-correction systems is that they give a good estimate of the BER
because they know how many corrections they made. Error correction is discussed in
more detail in Sec. 17.2.

Another issue with highly processed digital signals is the time delay created by pro-
cessing. Callers may not notice a half-second delay from speaker to listener, but they al-
most certainly will notice 1.5 seconds of delay. It may take them a little while of “What?
What?” to figure out that a round-trip radio link to the moon is faster than their cellu-
lar telephone call. Wireless telephone users will notice the delay and will not like it.

There is always some significant delay in digital mobile systems due to signal pro-
cessing. This is why telephone companies always demonstrate long-distance calls when
they show new equipment at conventions. If the call were made within the same room,
the delay would be noticeable and irritating. If you wish to test this, simply stand next
to a friend and have a mobile-to-mobile conversation while you are watching one an-
other. You will notice a delay of about half a second. This is irritating when you can see
each other but acceptable when you cannot see the other person.

2.4 Conclusion

This chapter ends our theoretical discussion of radio engineering. We will now turn to
the equipment and systems that turn theory into reality for hundreds of millions of cel-
lular users worldwide.
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10This is not the same as the errors divided by the correct bits. On a very noisy channel, the
wrong-divided-by-right value will be a larger number than the BER.
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Chapter

3
The User Terminal

A user terminal may be defined as any device in a cellular system that receives forward
(downlink) transmissions from a base station and sends reverse (uplink) transmissions
to a base station. Of course, the vast majority of these devices are mobile telephones,
but with the possible growth in wireless local loop (WLL) and the advent of digital wire-
less, this will be changing soon. In this chapter we discuss mobile phones as com-
ponents of the cellular system and then go on to look at some other types of user
terminals.

3.1 Mobile and Portable Telephones

In the early days of Advanced Mobile Phone Service (AMPS), mobile telephones in ve-
hicles were distinct from portable telephones, which were light and convenient enough
to be carried by hand. Now the two technologies have merged, and a mobile telephone
in a car is simply a physical holder for the subscriber’s hand-held portable telephone
with an external power supply drawing on the car’s electrical system. These days, cel-
lular engineers refer to a user terminal that functions as a telephone as the mobile or
the mobile telephone, and we will do so here. Subscribers commonly refer to them as
cell phones. Subscribers, however, have adopted the term portable telephone for house-
hold cordless telephones that do not use cellular technology at all.

The mobile telephone is a significant component of the cellular system, and its tech-
nology is changing constantly. Mobile telephones are becoming smaller, cheaper, and
more common every year. Even though each phone is a low-cost item, the sheer num-
ber of phones means that the cost of user terminals is a major component of the cost of
cellular systems. The engineering design of the radio link is a crucial element that gov-
erns the capacity of any cellular system. Yet the size and power of the battery are the
key issues of the engineering design of the portable telephone itself.

3.1.1 Components and engineering

Figure 3.1 illustrates the components of a portable telephone. The external power
source charges the battery and usually receives its power from a household or car elec-
trical system. Customers are likely to own more than one battery charger for each cell
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phone. In addition, innovative technologies include hand-powered generators that
recharge cell phones.

The battery is a crucial component of mobile telephone design. Increased power in
batteries of smaller size and lower weight has been a critical component of the techno-
logical revolution in mobile electronics, including battery-powered laptops, personal
digital assistants (PDAs), and mobile telephones. The market for more compact, lighter
sources of power has driven a remarkable engineering effort for more than a decade.
For mobile telephones, the result has been a decrease in size and weight of about 25
percent per year. If this trend continued for another century, mobile telephones would
become subatomic in size. More realistically, we are reaching the point where the bat-
tery is no longer the primary limit in the size of the mobile telephone. For phones to
shrink any further, the keypad will have to be replaced with voice-activated dialing and
controls, and indeed, this is beginning to happen. The major drive in battery technol-
ogy probably will be used to deliver larger battery capacity at roughly the current
weight and size. This larger capacity will be used primarily to increase the recharge
interval of the cell phone rather than to increase radio power for greater system
coverage.

The battery powers all components of the mobile unit; however, only the transmitter
amplifier uses a great deal of power. This is why a typical mobile telephone can be ac-
tive and ready to receive calls for 72 hours on one battery charge but only lasts for 3
hours of actual call time. Improved battery life, therefore, depends primarily on devel-
oping better batteries and increasing the efficiency of transmission through the trans-
mitter, amplifier, and antenna.

The subscriber uses the keypad to direct the mobile telephone to perform its various
functions. Sophisticated microprocessors in the mobile telephones provide a choice of

34 Key Radio Concepts

Figure 3.1 Portable phone components.
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features. Mobile telephones use preorigination dialing; that is, the number is entered
first, and then the call is initiated when the SEND key is pressed.1 Preorigination dial-
ing was conceived when the market was vehicular. The driver could enter two or three
digits at a time, with breaks to look up and check traffic. Several other advantages
have been possible due to this design. Battery use is lower because the transmitter is
not activated during dialing. In addition, since keystroke management is local to the
telephone, the keypad can have a backspace or erase function and also can be used for
a number of other alphanumeric data entry activities, such as maintaining a speed-dial
list.

The microphone picks up the user’s voice and sends it through the modulator to the
radio transmitter during a call. The sound of the voice is also sent to the speaker so
that the subscriber can hear his or her own voice. This deliberate recreation of the
speaker’s voice on a telephone call is called sidetone.2 The microphone also can receive
voice commands, such as voice-activated speed dialing.

The modulator turns the electrical audio signal from the microphone into a radio sig-
nal, analog FM modulation for AMPS and digital modulation for Global System for Mo-
bility (GSM) or code division multiple access (CDMA), as we discussed in Sec. 1.10.

The transmitter amplifies the modulated signal and sends it to the antenna, where
it goes over the reverse radio link to the receiver in the base station. This amplifier is
the critical power component that limits call-duration battery life. It has to produce a
radio signal with enough effective radiated power (ERP) to meet the signal-to-noise
(S/N) demands of the base-station receiver and the air interface. While CDMA can de-
mand high peak power levels in areas of poor reception or during busy periods, most of
the time a CDMA channel is operating at a very low power level. This gives CDMA an
advantage over AMPS and GSM in terms of power consumption and battery recharge
interval.

One way to prolong battery life and to reduce radio interference as well is to shut
down the transmitter when the user is not speaking. Normal human speech has short
pauses between words and long pauses while the user is listening rather than speak-
ing.3 The air interfaces have protocols that allow for discontinuous transmission
(DTx).4

The receiver receives the modulated signal coming from the base station. It also has
an amplifier, but one that only needs enough power to produce an internal signal rather
than a transmitted radio wave. Even that amplifier uses some battery power, and the
receiver is always monitoring the paging channel while the mobile telephone is pow-
ered on. Thus GSM and CDMA proscribe a time schedule for paging so that the mobile
telephone can conserve more power using discontinuous reception (DRx).

The transmitter and receiver share enough technology and components that it makes
sense to form them into a single unit, a transceiver. AMPS and CDMA require the
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1We have seen the SEND and END keys marked YES and NO on some portable user terminals.
2Telephones do this because speakers get nervous when they cannot hear their own voices. The

round-trip delay of a telephone call, particularly a long-distance call, is long enough that it would
be disconcerting to have the speaker’s voice come back through the two-way link. The long-
distance telephone network has echo-cancelers specifically to eliminate these round-trip echoes.

3Fax and modem signals do not have these pauses, and they present their own capacity engi-
neering issues as a result.

4Tx is the radio engineering abbreviation for transmit.
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transceiver to transmit and receive at the same time, whereas the GSM air interface
maintains separate time slots for the forward and reverse signals. Since they do not
have to transmit and receive at the same time, GSM mobile telephones can share such
components as high-frequency oscillators. Not having to duplicate these components is
a cost advantage for the GSM mobile telephone relative to AMPS and CDMA.

The demodulator is similar to the modulator. At the lowest level, the forward modu-
lation is the same as the reverse modulation, but some of the other rules in the air in-
terface are not symmetric in the two directions, as we will discuss in Secs. 8.8 and 8.9.

The speaker turns the demodulated forward link signal into sound for the user to
hear. This requires an audio amplifier that consumes power, but it can operate at much
lower power levels than the radio transmitter amplifier. After all, the signal from the
audio speaker only has to travel about 1 cm to a user’s ear, whereas the signal from the
radio transmitter travels several kilometers to a base-station receiver.

3.1.2 Antennas and the air interface

Lastly, we come to the antenna, where electrical signals become radio waves. Unlike
antenna arrays at base stations, the antenna of a mobile telephone is severely limited
in size and directional control. In Chap. 4 we will go much further into the technical is-
sues of antenna design, but it is essential to include some crucial points here.

All antennas have a radiation pattern that describes the antenna’s gain in varying
directions, essentially the fraction of the radio power going in each direction, as de-
scribed in Sec. 1.8. The radiation pattern of an antenna is also its reception pattern
when it is used to receive radio signals. In terms of antenna function, radio waves be-
have the same way in either direction.5 Thus we refer to antenna radiation patterns for
both transmitting and receiving.

This reciprocity of transmitter and receiver applies to other radio terms as well. One
might expect that a beam antenna would transmit a beam, and it does. However, a
beam antenna also receives on the same narrow beam—a fact that is not obvious from
the term.6

In Chap. 4 we will discuss directional antennas, including phased arrays and smart
adaptive antennas, more extensively. The mobile telephone antenna, however, is
presently designed as an omnidirectional antenna, not just 360 degrees but a full 4�
sphere with no antenna gain (0 dB gain). This is essential because a subscriber may ro-
tate or tilt the mobile telephone and its antenna in any direction. If the mobile telephone
could have significant antenna gain, then the more efficient radio link would improve cov-
erage in poor reception areas and allow the battery to function longer without recharg-
ing. Also, if the mobile telephone could have some directional control of its radio signal
path, then interference levels would be reduced and system capacity could be increased.

There is one technology, available as a third-party add-on to many cell phones. It is
an antenna extender that fits over the back of the phone and is said to improve signal
quality. If this technology is indeed beneficial, it might be included in future cell phone
design.
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5This same two-way reciprocity of signal path characteristics is used in engineering sound sys-
tems as well as radio systems.

6When the authors think of a beam, we think of a Star Trek phaser, the transmission of a nar-
row beam.
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Looking into the future, we might ask if there are any other technologies that would
increase antenna gain and improve the quality of wireless telephone service. If a smart
array antenna could be built into a mobile telephone, then it could constantly direct the
signal in the direction of the base station, even as the phone is moved around. It may
seem far-fetched to imagine smart array antennas built into cell phones. However, the
notion of an adaptive matched filter, the CDMA rake filter described in Sec. 8.4, seemed
like science fiction rather than reality a few years ago. However, need drove the tech-
nology. Today, rake filters are standard in all CDMA telephones, and they manage de-
lay spread instant by instant. What we have seen consistently in cellular engineering
and other portable electronics is that demand drives engineering innovation, and
therefore, it is a mistake to say that technology not available today will be impossible
in 5 years.

3.1.3 Economics

What, then, are the driving forces in the technology for mobile telephones? And what
lies ahead?

One driving factor from the past will continue to operate indefinitely: cost reduction.
When we look at a mobile telephone system with its base-station towers, its elaborate
switching systems, and its complex transport network, it is hard to realize that the mo-
bile telephone is a major component of the cost of the cellular network. In fact, the mo-
bile telephones may be the most expensive part of a wireless telephone system. It de-
pends on usage patterns, of course, but a large system may have 10 switches, 1000
cells, and 1 million mobile telephones. If a switch costs $200,000, a base station costs
$80,000, and each mobile telephone costs $175, then the mobile telephones would make
up two-thirds of the equipment cost of the system.7 As a result, reducing production
cost for cellular telephones is very valuable to cellular providers, who often give away
the telephone or discount it heavily to get new subscribers.

The production cost of electronics is often more dependent on the scale of production
and the selection of appropriate and available parts than on the complexity of the de-
sign. Huge production quantities typically are required to make the use of application-
specific integrated circuits (ASICs) economically viable in consumer electronics. The
one-time cost of design and preparation for manufacture is huge, whereas the unit pro-
duction cost is typically very small. Designers agonize over tiny part cost differences
when those differences are multiplied by tens of millions of mobile telephones.

As we have said, battery power for a given size and weight has been a dominant dri-
ver of cell phone design until recently. It will continue to be a driver, but the trend of
the use of that battery improvement is already shifting. Cell phones have become small
and light enough to satisfy most users, and the keypad is now more a factor in limiting
size reduction than the battery. As a result, the competition is now moving toward in-
creasing battery life at the current size. Some phones can run 3 or 4 days of reasonably
heavy use without recharging, and it would not be surprising if phones that only need
to be recharged once a week become common in the next few years.
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7That same large system may have fewer subscribers who use their cellular telephones more
heavily. In that case, the mobile telephone fraction of the total cost would be much smaller than
two-thirds.
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One technology that may be used to increase battery life is rather remarkable.
Philips Electronics has developed a pager that operates on an asynchronous processor
chip, a chip without an internal clock. Nearly every commercially sold processor chip
since the dawn of computing has had a quartz-crystal timer setting the chip speed.
However, there is an alternate design: an asynchronous chip in which the clock func-
tion is replaced by a communications function that allows one part of the chip to tell
another part when a calculation is complete. Asynchronous chips require radically dif-
ferent design and are harder to test than synchronous chips. As clock speeds grow
faster, more and more time and energy are spent on the clock function, asynchronous
chips may break into the processor market, especially for cellular telephones. Here are
some of their advantages over standard synchronous chips:

■ They use less power.

■ They run faster.

■ They generate less heat.

■ They do not generate the radio frequency (RF) interference generated by quartz-crystal
timers.

■ Their encryption is harder to break because in synchronous chips the timer is a clue that
can be used by decoding devices.

The Philips pager with an asynchronous processor had twice the powered-on operat-
ing life of its competitors. Philips created the initiative to make, test, and produce
these chips so that it could continue to develop them for cellular telephones and other
markets. At the time of publication, no other manufacturer has asynchronous chips
in production, although IBM, Intel, and other companies have created them in their
laboratories.

There is also a role for continued size reduction, but it depends on customer accep-
tance of the technology. At present, wrist cell phones, worn like a watch, are a novelty.
However, if mobile telephones attached to the body become popular, we will see a fur-
ther drive toward miniaturization. The first steps in that miniaturization are already
occurring. Some users prefer an invisible headset with a phone attached to a small belt
clip. In addition, voice-activated dialing is now a common feature. If the keypad is re-
placed by voice-activated controls, then battery size once again becomes the key driver
in the move toward miniaturization. This demand would then drive battery technology
even more rapidly in the direction of increased power at smaller sizes.8

Call quality is clearly a driver in the adoption of cellular systems and a significant
reason why customers prefer CDMA to AMPS in the United States. In the development
of mobile telephones, the quality of the radio is a factor in the quality and capacity of
the network over the air interface. In current capacity planning, the relative benefit of
improving the quality of mobile telephones versus improving the quality of base sta-
tions depends on the ratio of mobile telephones to base stations. If a system has 1000
subscribers per base station, it is probably more cost-effective to implement system
performance improvements at the base stations because there are so many mobile
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8Older readers will recall Dick Tracy and his two-way wrist radio from the comics. This inno-
vation in cellular technology probably will be much more welcome in the market than the shoe
phone made popular in the television show “Get Smart.”
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telephones served by each base station. However, if a system has only 100 subscribers
per base station, it can be more cost-effective to improve the quality of the mobile units,
even if this might mean offering customers a free trade-in for a new unit.9

In AMPS and GSM, a poor radio results in poor call quality for that user, making it
easy for the customer to accept an upgrade to a new phone. However, in CDMA, each
mobile unit transmitter is a source of interference for all the other callers on the cell.
As a result, a poor radio or, for example, a radio with poor power control interferes with
other users on the same cell. In these situations, the problem does not affect the cell
phone owner; it affects other users. As a result, it may be more difficult to convince a
customer to trade up to a new phone.

Overall, however, better radios in CDMA mobile telephones mean more calls per sec-
tor, requiring fewer base stations in a given area to provide the same quality of service
to the same number of users. This is a factor in planning in that if phones are devel-
oped with better radios, it will be possible to slow the addition of base stations while
meeting capacity requirements for growing demand. However, it is not an instanta-
neous solution to any existing problem on the wireless network because cellular
providers cannot force customers to abandon their current phones immediately.

In fact, the need to support existing phones is often a major constraint in the devel-
opment of cellular networks. Two particular examples come to mind. As AMPS use
lessens, part of the AMPS frequency has been reallocated to support CDMA transmis-
sion. CDMA is much more effective in its use of bandwidth, so the preferred solution
would be to abandon analog systems and convert everyone to CDMA, but this is sim-
ply not feasible. Instead, as AMPS users replace their older mobile telephones,
providers are converting AMPS bandwidth to CDMA use and reducing the number of
available AMPS channels, as described in Chap. 33.6.

The second example involves the design of cdma2000 and how it will replace
cdmaOne in the United States. Although support for the higher capacity cdma2000 will
arrive within the next few years, the systems will continue to support cdmaOne mobile
units for perhaps a decade or more. This capability for legacy support was built into the
cdma2000 specification.

However, many individual elements that may seem trivial to engineers drive the cel-
lular market as well. In addition to personal preferences such as style and color, there
are health concerns related to radiation, perceptions of brand quality, and other factors.
These are nontrivial. Radiation shields that protect the brain from cell phone trans-
missions are already on the accessories market. It is fair to say that if a smart array
antenna is developed for cell phones, it is likely to undergo evaluation as a potential
health hazard and that no matter what the research findings, some customers will not
want to put these units next to their heads.

Other user terminal features create engineering challenges and may change not only
the cell phone but also other components of the wireless system. The voice messaging
feature requires memory storage capacity on the cellular network available to users.
Similar storage can be used to store user data, such as autodial lists and the sound
clips needed for voice recognition on the cellular system, rather than in the cell phone.
This could increase the demand for electronic memory on the cellular system and also
increase usage of the network’s signaling channels.
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9The subscriber-to-base-station ratio depends on the subscribers and how much they use their
mobile telephones. If people tend to spend a lot of time using their cell phones, then the system
will have a lower ratio of user terminals to base stations.
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3.2 Other User Terminals

As electronic technology becomes more pervasive, more and more different types of
user terminals will interact with the cellular network. In this section we will discuss
the possibility of cellular systems replacing land lines for the local loop to the cus-
tomer’s residence or place of business, various types of wireless data terminals, and
terminals without a human interface. In addition to describing current technology, we
also will risk a bit of prediction regarding what will come.

3.2.1 Wireless local loop (WLL)

The local loop, the landline link between each customer phone and the local branch ex-
change, is an expensive component of the public switched telephone network (PSTN).
Engineers sometimes call the local loop just a loop. In the United States, Europe, and
other developed areas, this infrastructure is in place and is unlikely to be changed any
time soon. Over the last 20 years, there have been discussions of replacing copper
twisted-pair cable with coaxial or fiberoptic cable to get higher transmission rates. The
reality has been that, instead, we have increased the data capacity of copper twisted
pair with technologies such as the Integrated Services Digital Network (ISDN) and dig-
ital subscriber line (DSL), so we could continue to use the existing infrastructure. Even
as cable has been installed for television, we have not begun to use it for telephone.

There is a simple reason for this. Even if a newer technology is better and less ex-
pensive, if the old technology works, the least expensive choice is to keep using what
we already have. As a result, in the first world, changes to local loop technology are
gradual and consist primarily of installing fiberoptic cable to business customers in
high-tech areas.

A few years ago an alternative local loop was proposed, particularly for developing
nations. The idea was to use the air interface from base stations to fixed antennas in-
stead of installing cable from a telephone central office to all the telephone subscribers
in a neighborhood. For these subscribers, the wireless telephone system would be their
primary home or business telephone system. This approach was called wireless local
loop (WLL). On the face of it, the idea had many advantages, and for the last 5 years,
it seemed to be on the verge of being adopted widely in the developing world. However,
this has not happened, and in our opinion, it becomes increasingly unlikely as time
goes on. To understand why, we need to look at a number of economic, social, and en-
gineering factors.

The socioeconomic background of WLL is crucial in understanding why it has not yet
been implemented. We tend to assume that the developing world will develop, and in
looking over decades, it probably will. However, backing any particular technology to
be deployed in the next decade or less is an extremely risky venture that depends on
the political stability of each nation and other complex social factors. Backers of the
Iridium satellite telephone network suffered heavy losses when a global customer base
failed to materialize, and similar things may happen to those who expect WLL to be the
primary technology for local communication in the developing world.

In these considerations, the People’s Republic of China is a major factor. In fact,
mainland China is often held out as the Holy Grail of global marketing for many prod-
ucts and technologies, including cellular. As the world’s most populous nation, and one
whose technological and economic development is managed by a central government, it
appears to be a huge potential technology market. If the Chinese government commit-
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ted to a single technology for developing telecommunications, it would mean hundreds
of millions of customers and many years of committed sales. Production and sales at a
volume that would satisfy demand in China would reduce the per-unit cost of WLL to
the point where it would be affordable in other developing nations as well.

Many companies have hoped for, and perhaps even expected, such a commitment.
Small WLL test systems have been developed and deployed in China. But no decision
has been made, and no contract has been signed. Finding reasons for the actions of the
Chinese government is a profession all its own. However, these factors should be con-
sidered: The government has a distinct ambivalence about Western economic and tech-
nological development and fears that it is a destabilizing factor. Political events, such
as the worldwide live broadcast of the protest in Tiananmen Square, tend to exacerbate
this hesitancy, especially with regard to enhanced communications. In addition, the
government strongly prefers internal economic development, and mainland China has
a growing capacity to manufacture electronics locally. This would be a reason for delay,
since the later the initiative begins, the more equipment will be manufactured within
the country, reducing the effect on mainland China’s trade balance. Lastly, it is simply
not possible to predict the behavior of any large bureaucracy as if its decisions were
coming from an individual. Many individuals are needed to move any one decision for-
ward, and as a result, a large bureaucracy is inherently conservative and slow.

Politics aside, technological issues and high customer expectations create challenges
for WLL as well. Foremost among them is call availability. In the developed world, we
view the mobile telephone as ancillary to the landline network and do not expect it to
be as available as a landline telephone. A cellular system might block 2 or 3 percent of
its busy-hour calls (and occasionally 5 or 10 percent) and still be providing excellent
service. However, for home or business service, we consider 1 percent blocking to be the
upper limit. In addition, higher call quality, with calls free of static and virtually no loss
of service during a call, is expected. Another difference in quality between mobile ser-
vice and WLL is that WLL really does have to provide good coverage throughout the
entire cell. For mobile service, 90-by-90 coverage (90 percent of the region having ac-
ceptable service 90 percent of the time) is considered sufficient. However, this quality
standard relies on the fact that customers will be mobile and that they will move
through one area to another and try the call again. With WLL, however, the customer
who lives in the area with poor coverage always has poor coverage.

The result of all these technical issues is that the higher signal quality requirement
of WLL will require higher base-station towers and more tweaking than a primary mo-
bile telephone system, so it may be more difficult to engineer and more costly per user.
However, it would still be likely to be less costly than landline local loop.

Two other engineering components differentiate WLL from mobile cellular technol-
ogy. The first is the WLL terminal equipment. This terminal equipment performs the
same function as the transceiver, amplifier, and antenna of a mobile telephone. How-
ever, since it is not mobile, it can be powered by the local electrical system or a solar or
other power generator. Instead of being an integral component of the cell phone, it ter-
minates in a household jack, just as wireline service does in the United States. Cus-
tomers can then attach any kind of phone or data terminal in the residence or work-
place. The terminal equipment certainly will have a directional antenna pointed at the
nearest base station, which will both improve call quality and reduce the interference
it otherwise would generate for other cells.

One additional technical problem is created by the directional antenna of the termi-
nal unit, as illustrated in Fig. 3.2. If a new base station is built closer to the customer,
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it is necessary to reorient the antenna toward the closest base station. This requires an
expensive visit by a technician to every WLL unit with a directional antenna. The anten-
nas would not have to be redirected immediately, but until it is done, the terminal unit
will be interfering with a base station closer than the base station that provides it with
service. In CDMA, more interference means fewer calls per cell, so the new configuration
will not reach optimal capacity until all WLL terminal unit antennas are redirected to the
nearest base station.10 Adaptive phased arrays, smart antennas that can be reoriented
electronically, might be used at WLL terminal stations. This might make it possible to re-
orient these antennas without visiting each location. However, this is an innovative idea,
and it may turn out not to be either technically feasible or cost-effective.

The second special technology used in WLL is the creation of a single terminal equip-
ment unit for multiple residences or offices. An apartment building, an office building,
or even a development of multiple houses with local wiring within the development
could all be served by a single multichannel terminal equipment unit. The air interface
would have the functional role that a PSTN trunk group has from a private branch ex-
change (PBX) at that location to the local exchange on a traditional landline network
as described in Sec. 11.1. It would provide access for all the calls from that location.
Just as is true of local landline trunks, the total capacity of the air interface might well
be less than the total number of users in the building or complex being served. Since
not everyone will be calling at once, it might be possible, for example, for a link that
can support 10 simultaneous calls to serve 20 residences. In the case of large customer
facilities, a directional antenna could be installed at the base station pointing toward
that one customer group. This terminal equipment unit is not a base station because it
is on the remote end of the air interface. Functionally, it is the opposite of a base sta-
tion because itreceives the forward signal and transmits the reverse signal. However,
in terms of components, a complex terminal equipment unit is very similar to a base
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Figure 3.2 Adding a cell with fixed, oriented antennas.

10By nearest, we mean the one with the highest radio path gain.
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station, and many of the design issues that apply to the base station discussed in Chap.
4 apply to these terminal equipment units as well.

Until recently, WLL seemed very promising. It seemed to be on the verge of explod-
ing through the developing world. Its only competitor was landline service. In many de-
veloping nations, it can take months or years to get landline service installed. In oth-
ers, copper is an expensive commodity, and wire is dug up and stolen shortly after it is
installed. Overall, the existing landline network often has low availability and poor
quality. WLL seemed ready to roll.

However, for various social, political, and economic reasons, WLL has not rolled yet.
And now it has its first serious competitor. Oddly enough, that competitor is the mobile
cellular phone system. And one of the key drivers is the comparatively low cost of cel-
lular mobile units verses WLL terminal units.

As we mentioned earlier, a major factor in the per-unit cost of electronic equipment
is the number of units being produced. Hundreds of millions of cell phones are in use
worldwide, and sales remain high. Also, production facilities are already in place,
whereas there is little or no mass production of WLL terminal units. As a result, the
cost of deploying cellular continues to drop.

But what about quality? Earlier we argued that WLL has to be more reliable than
cellular. However, that was based on the idea of meeting the quality standards of land-
line service in the first world. Realistically, cellular service is already better than the
landline service in many nations.

One interesting example is Israel. In the last few years, cell phones have exploded
across the country, outstripping the growth of the landline network. Most members of
the middle class and above seem to be getting cell phones. There are a number of rea-
sons for this. Although landline service is high quality, it does charge per minute even
for local calls and is a monopoly, with only one service provider in any given city. There
are at least two or three competing cellular companies, and as they compete, costs are
driven down until they are similar to or better than the costs of landline services. Also,
Israel is a very mobile society. There are many students and many young adults living
at home after military service but planning to move out as soon as they save enough
money. Having multiple generations share a single dwelling adds value to the privacy
of a cell phone that allows you to walk outside and call someone. And in a nation often
under siege, being able to call loved ones wherever they or you might be is a major in-
centive for having a mobile telephone.

Of course, Israel is much more prosperous than many developing nations. However,
it would not be at all surprising if other nations followed a similar path. In this sce-
nario, cellular providers would enter the market and compete. People would get cell
phones when they move or when they could afford them, and usage would grow. In
poorer villages, it could even happen that several families or even a whole village would
share a cell phone the way they now share satellite phones or televisions.

Having talked about Israel, let us return to China. As of early 2002, China has cho-
sen time division synchronized code division multiple access (TD-SCDMA) as the cel-
lular technology it will deploy. It also has become the world’s largest market for cellu-
lar telephones. Much of the equipment manufacturing is being done in China, and
TD-SCDMA requires the use of adaptive phased arrays at the base stations. Economies
of scale in manufacturing may bring down the cost of adaptive phased arrays so that
they are affordable at the WLL user terminal equipment unit as well. It is too early to
tell how much WLL China will develop, but they are clearly choosing a technology that
is likely to make it feasible.
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Given the growth of cellular, is there a future for WLL? In all probability, yes, be-
cause WLL has some other uses we have not mentioned. First of all, the infrastructure
that supports cellular also can support WLL. As a result, in developing nations, WLL
may be an ancillary service to cellular with better quality. Once the cellular networks
are growing, multiunit residences and businesses could add WLL terminal units. Sec-
ond, WLL has some specialized uses in the first world as well. WLL is an excellent way
to provide high-quality phone service to temporary locations and in emergencies. In the
construction industry, projects and costs can be managed much more effectively if there
is reliable telephone service to construction sites. It can be cost-effective to bring either
satellite or WLL phone service into a construction site that is in a remote area and not
served by landline service yet. Also, if disaster damages or overloads the local PSTN,
WLL can assist. After the collapse of the World Trade Center, WLL pay phones pro-
vided phone service in lower Manhattan for several months, as shown in Fig. 3.3.

3.2.2 Wireless data terminals

Wireless data terminals include simple devices such as pagers, as well as full-powered
laptop computers and PDAs with wireless Internet access built in. Although these
devices are the first that spring to mind, wireless terminals are extremely diverse in
function and in design. In this section we will discuss the units that have a human
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Figure 3.3 Wireless pay phone near World Trade Center, New York City.
(Yoav Levy.)
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interface, and in the next section we will discuss fully automated units with no human
interface.

Wireless data terminals can be divided into two major categories. Devices such as
pagers receive and send data over the Short Message Service (SMS), which transmits
packets of data up to 160 characters long. The SMS protocol, more fully covered in Chap. 19, 
uses free space on the signaling channel of cellular networks to transmit short packets
of user data. Cell phones, pagers, and other devices can use SMS. For example, when
any of us chooses the option to leave a callback number, we are using SMS, but not when
we leave a voice message. As a result, the person we are calling or paging can see the
callback number without dialing in to pick up messages. This works because the mes-
sage is transmitted over the control channel and not over a voice channel.

SMS traffic is currently about 1,000,000,000 (an American billion) messages per day
worldwide. However, this could increase significantly. Public institutions, such as ele-
mentary and secondary school systems, are starting to use SMS broadcasts to an-
nounce school closings for bad weather. As people come to expect to be notified of im-
portant events wherever they are, the cellular network will supplement and in some
cases perhaps replace broadcast radio and television as media of public notification and
communications. Once a service becomes common and inexpensive enough to be used
by public institutions, it is likely to expand rapidly as many sectors of society find uses
for it that were never predicted by the planners and developers.

The second category of wireless data terminals includes those devices which send
large quantities of data over the cellular network traffic channels. Among these are
PDAs and laptops for Internet access, as well as for access to proprietary or secure cor-
porate and government networks using dedicated lines, encryption, or virtual private
networks (VPNs). The demand for higher-speed data access is a major driver behind
the 3G/UMTS standards initiative, as discussed in Part 9.

As more people send data over wireless for more reasons, and as new technologies
develop, what can we expect to see? One possible growth area is in the use of the cell
phone itself, especially if Bluetooth technology takes off. Bluetooth is a wireless net-
work technology designed to allow digital devices to talk to one another up to a radius
of 10 m (30 ft) using very inexpensive digital transceivers. One potential implementa-
tion of this is the personal area network (PAN). To get a sense of how a PAN would
work, imagine walking down the street with a cell phone at your waist, a laptop in your
briefcase in sleep mode, and an electronic wallet in your back pocket. You are wearing
a headset and listening to MP3 music. If someone sends you an e-mail, it arrives over
your cell phone. Your cell phone wakes up your computer and deposits the e-mail onto
the hard drive. If the message is marked urgent, then it beeps your MP3 player and
tells you that you have important e-mail. Then a new song you ordered is released. The
song is downloaded over your cell phone to your MP3 player so that you can listen to
it, and your electronic wallet is debited for the cost of the order. In this way, Bluetooth
would allow all your electronic devices to talk to one another, to any other nearby Blue-
tooth device, and through your cell phone to any other electronic device on the Inter-
net. The Bluetooth consortium certainly would like it if every third-generation (3G)
telephone contained a Bluetooth chip, but it is too early to say if this will happen. How-
ever, with Ericsson, a major cell phone manufacturer, as a key member of the Bluetooth
consortium, it certainly seems possible.

It is fair to say that given the cost of data service, demand for high speed digital data
services will remain mostly in the private sector for some time. However, this demand
may not be concentrated in the Fortune 1000 and other major companies. There are
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three reasons wireless data may have a broader subscriber base. First of all, cellular
service providers and third-party providers relying on cellular networks are building
turnkey prepackaged services and wooing small and medium-sized businesses. Second,
it will benefit commercial vendors and service providers if their customers enter the
high-speed wireless world as consumers, not just as employees. Third, the largest firms
have the option of developing their own wireless infrastructure on a private band. At
high volume, this can be cost-effective compared with leasing time on the cellular net-
work. Doubtless some major companies will develop systems in-house and maintain
control of them, whereas others will choose to outsource and rely on cellular data ser-
vices. Some companies will create systems that rely on both, perhaps using their own
network in their home cities and leasing wireless service elsewhere so that they get op-
timal cost performance in each region. Eventually, government and not-for-profit agen-
cies will begin to use these services as well.

A variety of services will be provided. Beyond Internet access and access to organi-
zational networks, we also can foresee the possibility that wireless networks will com-
pete to provide a variety of specialized functions, especially if data capacity increases
and costs come down. One possibility is that wireless networks will provide a lower-cost
alternative to private radio networks. Some smaller police forces are already relying on
cell phones rather than radio systems, although, of course, encryption technology will
have to provide very strong security for such a service to grow in that field.

Many industries, such as gas and electric utility companies, taxicab services, and de-
livery services, already use private networks to carry wireless data. Demand is grow-
ing for increased data capacity as these customers are looking to provide real-time
mapping information and other data-intensive functions. It is possible that the cellular
networks will be able to compete to provide these services. In this arena, cellular has
an advantage over satellite transmission, which has a very slow bit rate from the re-
mote terminal back to the PSTN, as low as 8000 bits per second.11 The general trend
in our economy to outsource communications and information technology infrastruc-
ture will support more rapid growth in this market. In order to compete in a less reg-
ulated, more competitive market, companies want to own less and less equipment, and
wireless service providers could get extra income from existing infrastructure by pro-
viding these services.

Lastly, we should expect the unexpected. Both crises and innovations drive adoption
of new technology. The Candlestick Park earthquake in 1991 increased telecommuting
in northern California, and the World Trade Center tragedy of September 11, 2001,
which overwhelmed both the PSTN and the cellular network, triggered a boost in satel-
lite phone sales. On a more positive note, very few people foresaw how the development
of the World Wide Web standard would cause the Internet to grow so rapidly outside
the ivory tower to transform our economy. Doubtless similar innovations will create
completely unexpected uses for wireless data technology.

3.2.3 Terminals without a human interface

For people unfamiliar with the idea of automated devices communicating with each
other, the idea of wireless communications without people may seem strange and unre-
alistic. However, such communications have been around for decades and are growing

46 Key Radio Concepts

11Some data services, including satellite and cable modem, have different throughput in differ-
ent directions.
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rapidly. For decades, computer systems have been designed that automatically call in
to send or receive data, to report a malfunction, and even to be repaired or upgraded
remotely. This usually takes place over a landline or, these days, the Internet, but it cer-
tainly can occur over a wireless network as well. And the technology is already spread-
ing from computers to electronic and mechanical devices with computer controllers.

Key technologies that enable these services are the Global Positioning System (GPS)
technology (which allows any device to calculate its own location on or above the earth’s
surface within a few meters), the satellite communications network, and the cellular
network. Cars already have GPS-based mapping and driving direction services and
will have Internet access soon. Cellular networks could compete with satellite services
to provide this as GPS location reporting is incorporated into wireless telephone
networks.

Utility companies are looking into gas and electric meters that report their status,
eliminating the need for meter readers. Many campuses are going to smart-card vend-
ing machines for everything from soda machines to washers and dryers. Currently,
charges are managed on the smart cards. However, the addition of cellular communi-
cations could provide these devices, which are already computerized and in locations
that are costly to connect with a network, with the ability to report errors or even a
need for routine service such as restocking of products for sale. Similar devices de-
signed for households are already coming onto the market in Japan, which tends to be
the first adopter of highly computerized technology. There are refrigerators that order
groceries when you run low and microwaves that download recipes over the Internet.
Of course, these do not have to be on cellular networks. However, the cellular network
is already in place, and providers are seeking more customers, so it is reasonable that
they will compete to provide service to such devices.

What will come next? No one can be sure, but there are some incredible uses for wire-
less data already. In Japan, a cell phone strapped around a cow’s neck calls the cow
home from the pasture for milking in the evening. Many of us have heard of the LoJack
system that transmits a radio signal from a car if it is stolen, helping it to be recovered.
A similar product is now available for pets, and it may be implanted, rather than worn
on a collar, so that it cannot be detected. Such devices could transmit data over the cel-
lular network as well. We are already willing to protect our cars and pets with locator
technology. Will it be very long before we are willing to protect our children the same
way? For some, the notion of hiding or implanting radio devices on ourselves or our
children or requiring them for convicts on parole may seem anathema either because it
seems to automate us and turn people into commodities or because of its implications
related to freedom and privacy. However, increased concern for security as a result of
the World Trade Center attack on September 11, 2001, and other events is causing
many Americans to reevaluate their priorities. One of the authors (Kemp) attended a
meeting of state police technology experts where the importance of being able to iden-
tify individuals correctly in real time was at issue, and such devices were suggested as
likely innovations in the not-too-distant future.

3.3 Conclusion

The user terminal has grown a long way from the early mobile telephones installed in
cars, or perhaps it would be better to say that it has shrunken and morphed. As many
sizes, shapes, and uses as there are for wireless devices, there will be more in coming
years. However, there are numerous engineering challenges to be overcome, especially
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with the advent of the 3G world of Enhanced Data rate for GSM evolution (EDGE), uni-
versal mobile telephony system (UMTS), cdma2000, and wideband code division mul-
tiple access (WCDMA). The ability to deliver high-speed data will require more sophis-
ticated, more expensive radios with more exacting manufacturing tolerances. And
these expensive precision piecesof equipment will need to be provided at lower and
lower cost as they are included in existing equipment or given away at low cost or for
free as incentives for choosing cellular service.
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Chapter

4
The Base Station

The base station is the critical component of a cellular network technically, economi-
cally, and oddly enough, aesthetically as well. In system terms, we can define the base
station by its two interfaces: a noncellular pipe back to the mobile switching center
(MSC) and public switched telephone network (PSTN) and an air-interface link using
the system’s cellular standard [Advanced Mobile Phone Service (AMPS), Global System
for Mobility (GSM), code division multiple access (CDMA)] to the user terminals oper-
ating within the cell. On the air interface, the base station transmits the forward
(downlink) radio signal and receives the reverse (uplink). As an engineering compo-
nent, the base station is a unique technology that creates the cellular structure. Of
course, every component of the cellular system has a crucial function, but base stations,
due to their combination of telephony and radio components, are more specialized than,
for example, MSCs, which are largely telephone switches adapted to cells. The engi-
neering of the base station as a whole determines the reliability of the cell, and the en-
gineering and management of the air interface are the most critical components in op-
timizing cell capacity and quality.

Economically, base stations are expensive to build, and a cellular system needs a lot
of them. Also, due to their remote locations, they are often expensive to repair as well.
Aesthetically, they are considered a nuisance in most neighborhoods, and this con-
strains their height and location and adds considerably to their cost.

In this chapter we will look at the internal components of the base station in detail.
Those components are listed in Fig. 4.1.1

4.1 The Antennas

Starting at the top, a wireless base station has a set of radio antennas. Typically, there
are three antennas per sector, one to transmit the forward signal and two to receive the
reverse signal. The two receiving antennas provide microscopic spatial diversity to
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1Where there are differences among AMPS, GSM, and CDMA, the CDMA components are il-
lustrated. For example, some AMPS systems have multiple amplifiers sharing a combiner rather
than one amplifier. These distinctions are discussed in the text.
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combat the Rayleigh fading described in Sec. 2.1.4. At wireless frequencies, half a me-
ter of spacing is enough.

In the case of the user terminal, both cost and size are major considerations. The
base-station antenna is high atop a tower, and its cost is spread out over hundreds of
users so that we can afford the luxury of putting the right piece of hardware up there.

In Sec. 1.8 we discussed how an antenna could have gain by concentrating its focus
over a small angle, the radiation pattern of the antenna.2

The horizontal radiation patterns of the base-station antennas match the sector plan
of the cell. We can have an omnidirectional 360-degree pattern, a three-sector 120-
degree pattern, or a six-sector 60-degree pattern. For conventional reuse [frequency di-
vision multiple access (FDMA) and time division multiple access (TDMA)] the three-
and six-sector plans make sense because the six important interferers are evenly
spaced around the serving cell. In CDMA, however, the important interferers are in the
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Figure 4.1 Base-station components.

2If the antenna is used for receiving rather than transmitting, then the term reception pattern
might be more appropriate, but we still call it the radiation pattern of the antenna. See Sec. 3.1.2
for a detailed explanation.
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same cell, so it is possible to design other sector plans to optimize capacity, as discussed
in Sec. 31.1.3

Due to the reciprocity of antenna transmission and reception patterns, the entire set
of transmitting and receiving antennas is generally tweaked as a unit. The vertical ra-
diation pattern of the base-station antennas determines the coverage range of the base
station. We can extend the cell’s radius by using high-gain antennas, which have nar-
row vertical range. The user terminals near and under the base-station antenna are
out of the high-gain zone, but they are very close to the base station, so they still get
more than adequate radio coverage.

The vertical radiation pattern can be used to shrink the coverage range as well. If we
tilt a sector’s antennas downward, then their maximum gain is closer to the base sta-
tion. As a user terminal moves past the antenna gain peak, its radio path gets weaker
both from increased distance and from reduced antenna gain. In this way we can use a
high-gain, vertically thin-beam antenna to attenuate the signal path beyond a certain
distance. It is not terribly hard to tilt antennas downward. This means that a large-
radius coverage cell can be converted into a smaller-radius cell in a growth environ-
ment by reaiming the antennas already there, which is a lot easier and cheaper than
replacing them.

The wireless telephony engineer can use the base-station antennas to do spot engi-
neering. If a particular tunnel needs coverage, then the appropriate antenna can be se-
lected and installed to reach subscribers there. Or service can be improved by aiming
a base-station antenna down into a valley. If the spot engineering problem is too much
for an antenna to fix, then we can employ microcells and repeaters (discussed in
Sec. 4.6).

4.1.1 Smart antennas and phased arrays

Often radiation patterns are created by using multiple antennas in a phased array. By
broadcasting the same signal with the appropriate radio wave phase angle delays from
several closely spaced antennas, a signal beam can be created with a very specific ra-
diation pattern. The same can be done by using time-delay filters on the receiver.
Smart antenna technology electronically manipulates the phased array so that it can
even be used on a call-by-call basis to focus each radio beam very narrowly.

Consider the array of six antennas shown in Fig. 4.2. If we want to send a radio wave
toward the right side of the page, as is shown in the figure, then we can transmit the
radio wave with a 0-degree phase shift at the left two antennas, a 45-degree phase shift
at the middle two antennas, and a 90-degree phase shift at the right two antennas. The
combination of these six radio sources coherently adds all six antenna outputs in a nar-
rowly focused radio beam to the right.

If we want to send a radio wave up and to the right, as is also shown in the figure,
then we can transmit the radio wave with a 0-degree phase shift at the lower left two
antennas, a 45-degree phase shift at the middle two antennas, and a 90-degree phase
shift at the two upper right antennas. These six sources coherently add up to a nar-
rowly focused radio beam to the upper right.
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3The primary source of interference in CDMA is traffic in the same sector, but after that, traffic
in the other sectors in the same cell tend to contribute more interference than traffic in other cells.
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A phased array can transmit narrow beams in any direction with the correct choice
of phase shifting. From the reciprocity of transmitting and receiving, we can deduce
that the same phase shifts can be used in the receiver to select a narrow angle. When
that narrow angle is dynamically adjusted by continuously optimizing the received sig-
nal, we call the configuration an adaptive phased array. Adaptive phased arrays are
particularly useful for receiving a signal from a source that is moving.

4.2 The Tower and Cable

The big question for any base-station deployment is how high to build the tower. High
towers have wider coverage, but they are more expensive, and they receive the most re-
sistance from neighbors. It is far easier to get zoning approval to put up low towers or
to colocate antennas on existing towers. Any kind of radio tower can be used for colo-
cation. There are also a variety of techniques for making towers less obtrusive, includ-
ing locating them on the tops of buildings and disguising them as trees or parking lot
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Figure 4.2 Phased array or smart antenna.
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lighting poles. Antennas are placed on platforms at any height from the base to the top
of the tower so that if an antenna needs to be lowered later, the tower is not cut shorter.

The initial cell layout of a new system is usually a grid of large coverage cells. We call
them coverage cells because their mission is to create a seamless region of wireless tele-
phone service. These towers need to be high to reach as far as possible. Coverage cells
both meet initial customer needs and also provide a relatively low-cost method of meet-
ing the Federal Communication Commission (FCC) regulatory requirements that a cel-
lular provider must provide coverage to a certain percentage of the area and a certain
percentage of the population covered by the provider’s license.

Later on, when we have more customers, we add smaller growth cells and convert the
original cells into smaller growth cells as well. Having the antennas lower helps the
base station serve nearby subscribers in its own cell and not interfere with more dis-
tant subscribers in other cells. This means that the platforms on the original high tow-
ers may need to be lowered.

Each antenna has its own cable connecting the equipment on the ground to the an-
tenna high up on the tower. Each cable has to have low enough electrical impedance
not to have too much signal loss and has to be well enough shielded that it does not be-
come an antenna itself and defeat the carefully engineered radiation pattern of a sec-
torized cell. If the tower is 50 m high (165 ft), then this means 50 m of radio frequency
(RF) cable for each antenna. The transmit antenna cables have to be able to handle the
voltages and currents of the transmitter.

Any receiving cable tens of meters long has a few decibels of loss. When a CDMA base
station is serving a large-radius coverage cell, the tower is high, so the cable is long,
and the noise level of the receiver is a significant factor when compared with the weak
signals coming from distant user terminals. When this happens, we can put a low noise
amplifier (LNA) at the top of the tower and connect it directly to the antenna. This
boosts the received signal, creating a higher signal-to-noise (S/N) ratio at the receiver
at the bottom of the base-station tower.

4.3 The Power Amplifier

Power amplifiers take low-level modulated radio signal and amplify it to sufficient
power for an antenna to transmit it. There are many books on power amplifier design,
both for audio frequencies and for radio frequencies, and we are only going to touch on
the highlights that affect wireless telephony.

An amplifier has to deliver enough power over time. Consider the task of transmit-
ting eight continuous radio signals of 6 W each. Normal intuition tells us that the to-
tal power output would be 48 W, eight times 6 W, and this is usually the case. A radio
power amplifier called on to transmit these eight signals has to be able to deliver a con-
tinuous average power of 48 W without overheating. Sustained average power is a ba-
sic and important component of amplifier specification.

The amplifier also has to deliver the required amplitude, not just the average volt-
age, but also the peak voltage. Let’s consider a simple case of two uncorrelated 1-W
signals transmitted from the one antenna and powered by one amplifier. The total
average power is 2 W. Into a typical antenna load, a 1-W signal might have a peak of
10 V. Once in a while, the two 10-V peaks of the two signals line up so that the am-
plifier is called upon to deliver 20 V. This is shown in Fig. 4.3. While a 20-V amplifier
could handle a 4-W signal into the same antenna load, it takes a 20-V amplifier to
send two 1-W signals. In this case we say that the amplifier requires a peak power
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of 4 W and an average power of 2 W. We also say that we have a peak-to-average ratio
of two.4

As the number of signals k increases, the average power requirement increases in
proportion to k, but the peak power requirement increases in proportion to k2. Ten 1-W
signals require an average power of 10 W and a peak power of 100 W.

Building a 100-W amplifier just to send 10 W seems like overkill. Another solution is
to build 10 smaller amplifiers and use a radio combiner to add the signals together.
There is significant loss in a combiner, about 6 dB, so three-quarters of the amplifier’s
output goes to heat the combiner. Still, ten 4-W amplifiers may be easier to come by
than one 100-W monster.

There is another argument in favor of the combiner solution. FM, BPSK, QPSK, and
m-ary modulation schemes maintain the same wave amplitude over time; we call these
constant-envelope modulations. Building a constant-envelope amplifier is far simpler
than building an amplifier that follows varying amplitude. To vary amplitude over
time, the amplifier has to provide a proportional or linear amplification of its input sig-
nal, whereas a constant-envelope amplifier simply can swing from its minimum to its
maximum voltage following the input phase instant by instant. Constant-envelope am-
plifiers are not only simpler; they also are more efficient electrically. Losing 6 dB in the
combiner mitigates some of this efficiency, but the design efficiency is still a compelling
argument in favor of using constant-envelope amplifiers with combiners instead of us-
ing linear amplifiers.

On the other hand, as linear amplifier technology has improved, we have moved away
from the combiner solution. The combiner works best when the signals are narrow bands
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Figure 4.3 Peak versus average power.

4Since these radio waves typically look like sine waves, there is an extra factor of 2 in the peak-
to-average ratio calculation. We are deliberately ignoring the sine wave factor of 2 to make the point
that combining signals creates its own peak-to-average ratio problems in power amplifier design.
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of specified frequencies and does not work so well for broadband solutions such as
CDMA or even TDMA.

There is another way to deal with the peak-to-average power requirement as the
number of channels gets larger. The fraction of the time the instantaneous power is
much larger than the average power is very small. No matter how many simultaneous
channels we are trying to send, a peak-to-average value of 10:1 delivers a clean wave-
form 99.85 percent of the time.5 Being willing to live with 0.15 percent clipping makes
the design and cost of linear amplifiers more reasonable. Figure 4.4 illustrates the dis-
tortion caused by clipping.

We talk of the average power but not the average voltage. In almost any radio or au-
dio system, the voltage swings high and low about equally, and the average voltage is
zero. However, even the average absolute value of the voltage is not a meaningful mea-
sure of anything useful. Because voltage changes as the square root of power, we want
the voltage that reflects the average power. This measure is the square root of its
average squared value, which we shorten to root mean square (RMS). We speak of peak
and average power, and we speak of peak and RMS voltage.6
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5For the mathematically curious, we got this value by assuming that the sum of a large num-
ber of radio channels is a normal distribution in voltage and calculated that �10� standard devi-
ations are exceeded 0.078 percent of the time on the high side and undercut 0.078 percent of the
time on the low side.

6In the world of audio equipment, it is common to see a specification for amplifier power in RMS
watts, which is technical sounding but wrong. What they are measuring is the average power in
watts that could be derived from RMS voltage.
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Figure 4.4 Minimal clipping causes minimal distortion.
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4.4 The Radio Receiver

The radio receiver is typically a separate piece of equipment for each voice channel in
the cellular system. These are called voice radios or modems in digital radio. Often the
term modem includes the individual voice channel equipment that supports the radio
transmit function as well. These radio modems that modulate and demodulate the sig-
nal from the telephone link to the air interface should not be confused with the com-
puter modems we use at home to modulate digital signals onto the analog landlines of
the local loop of the PSTN.

FDMA and TDMA receivers have filters to find the specific frequency of their chan-
nels, and TDMA systems have demodulators and processing equipment to find their
time slots. As we will discuss in Sec. 8.2, CDMA receivers are more complicated because
each receiver demodulates the entire signal to find its own specific code.

In most cellular systems, the receiver equipment is connected to two antennas, and
switched diversity is used to combat Rayleigh fading. Even in wideband CDMA sys-
tems, where fading is a minor problem, having two receivers combats multipath delay
spread by using a rake filter to combine the two signals. We have more to say about
rake filters in Sec. 8.4.

4.5 The Power Supply and Environmental Controls

Each piece of equipment in a base station uses electrical power. It is important to add
up all the power consumption figures and build an ample power supply. If the current
demand of the base-station equipment exceeds the power-supply capability, the voltage
can drop, and the radio equipment can perform poorly or can fail altogether.

The base station must be protected from the weather by a small building or large cab-
inet, and it also may need climate control to operate in cold or warm conditions. Air con-
ditioning in a hot climate is important because the base station will cease to provide
service if it overheats.

The wireless subscribers expect their telephones to work, even when the power
mains do not work. Even in the United States there are areas with frequent power out-
ages. The wireless service provider has to decide how much backup power to build into
a base station. In the early AMPS days, we had racks of huge batteries that would run
a base station for many hours in the event of a power failure.

4.6 Microcells, Picocells, and Repeaters

We often expand coverage of a cell by using a higher base station tower, but sometimes
there is a particular region that is hard to reach. Other times there is a particular com-
munity of interest, a lot of wireless telephone demand in a small space. We can deal
with these issues locally using microcells, picocells, and repeaters.

A microcell is a cell smaller than 500 m in radius. This is a full base station connected
to the wireless telephone system just as any other cell. Because of its small coverage
area, a microcell can use smaller and simpler radio equipment. Microcells are sold to
wireless service providers as a package, a single piece of equipment, sometimes with a
built-in microwave link for its connection to the MSC.
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When the service area is very small, perhaps a single building, then we use even
smaller units called picocells.7

When the community of wireless subscribers is not large enough to justify a micro-
cell but hard to reach with the usual base-station towers, we use repeater technology
to extend coverage. The obvious examples are buildings, subways, and tunnels, but
even a deep valley can be a coverage problem.8

As the name suggests, a repeater receives the signal from a sector of a base station
and retransmits the signal into a hard-to-reach area such as a tunnel. Repeaters do re-
quire an external power source, and they have two sets of receiving and transmitting
antennas. However, they do not have any direct link to the MSC or PSTN, the way base
stations, microcells, and picocells do. They rely on their air interface to a base station
to carry the signal back to the PSTN. The repeater can be a major source of multipath
interference because it is another broadcast copy of the serving signal. In conventional
reuse systems (but not in CDMA), the repeater can shift the frequency so that it com-
municates with the base station on one set of frequencies but communicates with user
terminals on a different set. In CDMA systems, where the repeater is communicating
with the base station on the same frequency used for communication with user termi-
nals, the connection to the serving base station must be well isolated from the repeater
serving antenna.

4.7 The Base-Station Controller (BSC)

The brain of the base station is the base-station controller (BSC) that directs the oper-
ation of the entire base station. Each sector of the cell has its own antenna faces and
its own radio equipment, and they all come together at the BSC. As we will discuss in
Chap. 7 GSM systems can have a single BSC control several cells.

The BSC coordinates pages and mobile originations, sets up and tears down wireless
telephone calls, selects radio resources for each call, and manages the handoff process.
When a handoff stays within the domain of one BSC, the BSC can perform the switch-
ing for the handoff.

The BSC also connects the base stations to the MSC through pipes that carry the dig-
itally encoded voice and data from the subscriber calls.9 The connection from BSC to
MSC is called backhaul, and the network of base stations served by a single MSC has
a backhaul network connecting the base stations to their MSC. We describe the back-
haul network design in Chap. 35.
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7Somewhere along the way they skipped nanocells.
8Before repeater technology was in use, the original AMPS installation in Pittsburgh, Pennsyl-

vania, seamlessly covered a very hilly area and two difficult tunnels, Fort Pitt and Squirrel Hill.
This was a major feat of engineering that took a lot of work to accomplish. Repeaters could have
made this job a lot easier.

9In the old days, we had a set of dedicated trunks, described in Chap. 13. Today, the interfaces
aggregate calls and packetize data so that the term trunk, and its association with a single line
for a call, is no longer the right concept.
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4.8 Component Reliability

Reliable base stations are key to service availability and quality. In this section we will
look at both the mathematical modeling and the practical engineering and manage-
ment issues related to designing, installing, and maintaining reliable base stations.

4.8.1 A simple reliability model

Base-station equipment can fail. Power supplies can go out, controllers can stop work-
ing, and amplifiers can burn out. Any one of these three failures will take a significant
area out of service. Therefore, let us take a look at reliability as an issue of base-
station design.

Let us use a simple model of a base station as three separate components, power
supply, controller, and amplifier, components A, B, and C. The base station is working
only when components A, B, and C are all working. Like an electric circuit, we call this
a series system in reliability theory, as shown in Fig. 4.5. When the components them-
selves are reliable, we can simplify the mathematics and approximate the outage time
for the series system as the sum of the outage times for the components. If components
A, B, and C are each working 99 percent of the time, then we might say that com-
ponents A, B, and C are 99 percent reliable and that the entire system is 97 percent
reliable.

We can evaluate the reliability of each component by considering it to be in one of
two states, WORKING or FAILED, as shown in Fig. 4.6. (These states are similar to the
call states in Chap. 16.) We presume that the component has a failure rate � and,
once broken, some rate of repair �. These are average rates rather than a specified
schedule.

Consider a component that breaks down an average of once per month. Some months
might have no failures, whereas other months might have several failures, but the fail-
ures over time average one per month. We would say that � is one failure per month or
about 0.032 failures per day. If the average time for repair is 1 day, then we would say
� is 1.0 repairs per day. Any given repair might take an hour or a week, but the aver-
age is 1 day.

In an equilibrium condition (over a long period of time), the probability flow from
WORKING to FAILED will equal the probability flow from FAILED to WORKING, and the prob-
abilities add up to 1. This gives us Eq. (4.1):

�p0 � �p1

p0 � p1 � 1
(4.1)

where p0 � probability of being in FAILED state
where p1 � probability of being in WORKING state
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Figure 4.5 Three components in a series system.
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We can solve these equations and see that this component will spend �/(� � �) of its
time in the WORKING state and the other �/(� � �) of its time in the FAILED state. Our
example component will average 96.8 percent of its time WORKING and 3.2 percent of its
time FAILED. If this is component A, then adding in the failure times for components B
and C can only make it worse.

If this were our equipment, then we probably would decide that 3.2 percent is an un-
acceptable out-of-service time for a base station. There are two direct ways to improve
the service level: Decrease � by making the equipment more reliable or increase � by
having faster repair service. This may be difficult because more reliable equipment
may be several times more expensive, and base stations are generally in remote loca-
tions that may be hard for a repair truck to reach quickly.

There is another approach. We can improve the reliability of a system by adding
spare equipment. Now we have two each of components A, B, and C. So long as at least
one component of each pair is working, the system is working. We call this a parallel
system. The use of parallel subsystems for improved base-station reliability, is shown
in Fig. 4.7.

We can model a two-element parallel system with three states, BOTH-WORKING, ONE-
WORKING, and BOTH-FAILED, as shown in Fig. 4.8. We assume that each of the two com-
ponents has the same � failure rate as before and the same � repair rate as before. The
reason we have 2� instead of � as the rate from BOTH-WORKING to ONE-WORKING is that
there are two components, either one of which could fail. We also assume that the re-
pair in the FAILED state will fix both components. We can set up three equilibrium equa-
tions by insisting that the probability flows are equal in and out of the FAILED state and
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the ONE-WORKING state and that the three probabilities add up to 1, as shown in Eq.
(4.2)10:

�p0 � �p1

(� � �) p1 � (2�)p2 (4.2)

p0 � p1 � p2 � 1

where p0 � probability of being in FAILED state
where p1 � probability of being in ONE-WORKING state
where p2 � probability of being in BOTH-WORKING state

The solution for the probability of being in the FAILED state is

p0 � �
� �

�

�
� �

2�

2
�

�

�
�

This redundancy drops the outage time for our example component from 3.2 to 0.2 per-
cent, a major improvement in reliability for a factor of 2 in equipment cost.

This example has both components of the parallel system able to fail in the BOTH-
WORKING state. We call this a hot spare because both components are actually running.
An alternative design has a primary unit running and a secondary unit that stays off un-
til it is needed. When the primary unit fails, the secondary unit is powered up and goes
into service until the primary unit is repaired. We call this a cold spare because the sec-
ondary unit is not running. In the cold-spare scenario, we presume that the secondary
unit does not fail while turned off, the 2� term in the reliability equation becomes just �,
and the outage time is about half that in the hot-spare case. This outage-time calculation
does not count the time it takes to turn on and to warm up the secondary unit.

4.8.2 Real-world reliability issues

The analysis in the preceding subsection is the tip of the reliability science iceberg.
The model makes a number of assumptions, some of which we will list here. In this key
concepts section we will not go into a detailed mathematical analysis of these issues.
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Figure 4.8 Three-state component reliability diagram.

10The three equations for the three states are redundant; that is, any two are sufficient to de-
fine the problem. Thus we picked the easiest two equations to use in solving the system.
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Rather, we will identify the most important real-world issues that the model did not
address.

The model assumes that we can detect the redundant component failure even when
there is no outage and that the repair in the ONE-WORKING case gets the same speed and
enthusiasm as the repair of both components in the FAILED case. This requires moni-
toring systems and standard operating procedures for repair.

The mathematical model we used assumed that failures were independent of one an-
other. However, when a single cause, such as a power surge or a flood, may disable mul-
tiple components, a different model is required.

Our models did not take all the components into account; for example, we did not ad-
dress antenna failure or tower collapse. For relatively stable components, it is often
best simply to engineer them well and to consider their failures as emergencies outside
routine reliability studies. However, in supporting a large network, it is important both
to reduce the likelihood of and to be ready for rare crises. We can reduce the likelihood
of rare failures by adhering to a well-designed maintenance schedule. In fact, proper
management and maintenance are crucial factors that generally do not fit into our neat
equations.11

4.9 Conclusion

In the last two chapters we have discussed the systems on the two sides of the air in-
terface: the user terminal and the base station that connects the cellular link to the
PSTN. In the next chapter we will discuss the basics of wireless telephony. That dis-
cussion will lay the groundwork for descriptions of AMPS, GSM, and CDMA.
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11Maintenance and management may not sound like capacity issues until somebody sends the
bill to the wrong place, the electric company cuts off the service, and the batteries run out several
hours later.
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Chapter

5
Basic Wireless Telephony

Interference used to be a bad thing in radio, a disease to be minimized rather than a
phenomenon to be managed. The fundamental idea of managing, rather than avoiding,
interference gave birth to the cellular phone networks that have sprouted up in the last
two decades, growing to about 130,000,000 cell phones in the United States and
1,000,000,000 worldwide in the year 2002.

A key component in managing radio interference is the cell, a small transmission
area where all mobile phones are served from one small radio tower. Having many
small cells allows for reuse of frequencies and results in greater call capacity than a
single radio service area with the same number of channels.

The model of a cellular transmission structure with managed interference is the ba-
sis of all cellular systems, including the original analog systems, Europe’s time division
multiple access (TDMA)–based Global System for Mobility (GSM) and the latest code
division multiple access (CDMA) technologies used for Personal Communication Ser-
vices (PCS) and universal mobile telephony system (UMTS).

5.1 The Wireless Signal Path

We follow the links in the chain of a wireless telephone call from the portable (or ve-
hicular) telephone through the radio path and the wireless telephone system to wher-
ever the call is connected. We will start with the full story from a user terminal to a
regular landline telephone.

Figure 5.1 shows us the chain from wireless to landline telephone through the radio
link, the base station, the base station to mobile switching center (MSC) pipe, the MSC,
another pipe, the public switched telephone network (PSTN), and the local loop. After
describing this chain in detail, we will consider the differences when the call is from
one wireless telephone to another.

5.1.1 Wireless to landline

The user terminal is a complete two-way radio, as described back in Chap. 3. The user
terminal can detect the presence of a wireless telephone environment through its pag-
ing and access channels. It synchronizes itself to the system and makes itself known to
the system by registering itself. This tells the system that there is a user terminal in a
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specific area and provides its telephone number in case anybody is calling it. We will
have a lot more to say about the wireless telephone number and incoming calls in Sec.
12.5.5.

Call initiation in wireless telephone systems is done through preorigination dialing.
A subscriber enters the entire telephone number to be called and presses a special key
usually marked SEND.1 Preorigination dialing was conceived when the market for wire-
less was vehicular. The driver could enter two or three digits at a time with breaks
to look up and check traffic. When the entire telephone number had been entered, the
driver could press SEND to start the radio signaling that initiates a telephone call.

Once the telephone initiates or receives a call, it establishes a duplex radio channel
supporting two-way voice communications with signaling. Whether this uses a pair of
radio frequencies [frame division multiple access (FDMA), Advanced Mobile Phone Ser-
vice (AMPS)], time slots in a larger channel (TDMA, GSM), or spread-spectrum com-
ponents (CDMA) is not important here. The important thing is that the user terminal
and the system are in continuous two-way, full-duplex voice-link communication. As
each party talks, his or her voice is modulated, transmitted, received, demodulated,
and reproduced in sound at the other end. Both speakers can talk at the same time,
with both voices being reproduced at each other’s telephones just like a regular land-
line-to-landline call, and there is some mechanism built in to carry signaling informa-
tion. We call the duplex channel for voice plus the signaling for one call a connection.

The other end of the air interface from the user terminal is an antenna configuration
atop a base station. In the AMPS trial system in Chicago in 1982, even the mobile tele-
phones had two antennas for diversity. This was dropped in the commercial system
for three reasons: First, the mobile telephone was already expensive enough without
having an extra piece of wire. Second, most mobile customers were concerned with hav-
ing their landline contacts have good sound even if their own sound had static from
time to time. And third, a customer bringing an expensive car into a shop for cellular
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Figure 5.1 The wireless-to-landline telephone path.

1We have seen the SEND and END keys marked YES and NO on some portable user terminals.
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telephone installation is annoyed enough at having one hole drilled in the roof without
the extra indignity of having a second hole.2

The base station receives and demodulates the call as described in Chap. 4. The call
is then routed onto a pipe connecting the base-station controller (BSC) to an MSC.3

These pipes are almost always digital links carried over wires, fiber optic cable, mi-
crowave link, or whatever medium the wireless telephone carrier wants to use.

The MSC routes calls and reroutes them during handoffs. The MSC is a telephone
switch that can direct calls instant by instant, although some BSCs can switch hand-
offs from sector to sector on the same cell.4

The MSC has yet more trunks going to the PSTN, where the call is routed through a
series of switches and transport to a local exchange office. The local exchange office
routes the calls onto the local loop to the called party’s telephone.5 Depending on the
wireless switch architecture, there also may be trunks from the MSC directly to long-
distance carriers. If load requires, it is also possible to add trunks to other specific des-
tinations, including nearby MSCs, 911 emergency call centers, and possibly Internet
service providers.

5.1.2 Landline to wireless

A call to a user terminal follows the same chain as a call from user terminal to land-
line in reverse, but it has the extra burden of finding the user terminal. The user ter-
minal can be found because, whenever it is turned on, it registers with the local base
station. If the user terminal is somewhere other than its home system, then this infor-
mation is sent to the home system, a process called roaming discussed in Sec. 12.5.5. If
the user terminal is turned off or out of communication range, the system detects this
and, on PCS networks, routes the call to the customer’s system-based voice mail.

Once the system knows where the user terminal is located, at least to the nearest
cell, it sends a paging message to tell the user terminal that it has a call. The user ter-
minal then initiates communication with the system the same way it does when the
mobile subscriber is making the call.

There is another reason for the user terminal to detect and recognize the system.
Forming a CDMA radio link takes time for the receiver to become synchronized with
the transmitter. From a cold start with no prior timing information, the synchroniza-
tion process can take half a minute, but from a warm start where the receiver already
has some information about the CDMA timing sequence, the same synchronization
process only takes about 1 second. A user pressing the SEND key expects to wait a sec-
ond or two, but a 30-second wait to connect a phone call is out of the question. Instead,
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2The early cellular telephone service was still a high-priced luxury item. Our AMPS trial cus-
tomers in Chicago drove mostly Cadillacs, Lincolns, BMWs, and Porches.

3The MSC was called a mobile telephone switching office (MTSO) in the early cellular days.
4We are sure that somewhere out there are base stations that also do telephone switching. For

our purposes, we would consider those to be both base station and MSC colocated. Also, in GSM
the BSC administers several base stations, and it can execute a handoff (called a handover in Eu-
rope) between two of its own cells.

5In the Bell System days, this was often referred to as plain old telephone service (POTS), and
the local switch was called a class 5 switch.
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we do the cold-start synchronization when the user terminal is first turned on so that
the individual call can do a warm start quickly.

5.1.3 Wireless to wireless

When a wireless customer calls a landline telephone, the call chain is from user termi-
nal to base station to MSC to the PSTN to the landline telephone. If one wireless cus-
tomer calls another wireless customer in another wireless network, then the call is
routed through the PSTN from one wireless system to the other, two MSCs, two base
stations, and two radio links. The chain is from user terminal to base station to MSC
to PSTN to another MSC to another base station to another user terminal.

When the call is within one wireless network, on the other hand, the system designer
may elect not to send it to the PSTN at all. Rather, it may be simpler to complete the
call within the MSC or within the network of MSCs to send it directly to the other base
station. The call then goes from user terminal to base station to MSCs to another base
station to another user terminal. The two base stations are usually different, but they
may be the same. Since BSCs have no call switching capability, the call is going to an
MSC even if both user terminals are in the same cell coverage area. In the original
AMPS systems, there were loopback trunks specifically designed to look like PSTN
trunks while not going anywhere, and these loopback trunks were used for mobile-to-
mobile calls.

Telephone network design is often about signaling, the communication among net-
work components about calls. Any system that bypasses the PSTN has to make sure
that these signaling issues are taken care of, both making the connection and billing
the users appropriately for the call.

There is a specific reason for avoiding routing through the PSTN on mobile-to-mobile
calls whenever possible. Wireless providers pay a lease fee to PSTN service providers
for use of the PSTN. Mobile-to-mobile calls that do not go over the PSTN cost less for
the wireless provider. Wireless providers can use this either to increase their net rev-
enue or to offer special rate plans to attract customers.

5.2 Radio Architecture

We have looked at the basic concepts of the design of the cellular system. Now we will
examine a cellular system from the vantage point of radio transmission and reception.

5.2.1 Cells and base stations

Cells are regions of radio coverage defined by having the same base station; base sta-
tions and cells go together in a one-to-one correspondence. Whatever antennas are on
top and radio resources are under the roof and however many sectors the cell may be
divided into, we think of the cell as a basic entity. There is a solid financial reason for
this: Base stations are also the economic units of wireless telephone systems. With the
added costs of building, tower, antennas, electrical power, telephone transport, and zon-
ing issues for a radio tower, adding a new base station is a very expensive way to in-
crease cellular capacity. If reengineering base stations can increase capacity without
new construction, the service provider saves a lot of money. In addition, many cus-
tomers want cellular service but do not want radio towers in their neighborhoods. A
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zoning permit increases the cost of a base station and also delays its construction. Dur-
ing the delay, customers in that area are doubly irritated: As cellular customers, they
are experiencing poor service, and as residents, they are experiencing a vendor trying
to reduce the quality of their neighborhood. The same people who clamor for cellular
telephone service are not at all anxious for their neighborhoods to have a skyward spire
prickly with radio antennas at the top.

Having more capacity in one base station is more economical than having multiple
base stations because it aggregates transmission and reception for more users into one
building. In addition, a base station also aggregates telephone trunking from the base
station to the rest of the wireless system. This is a serious economy because getting any
kind of digital link from one place to another is usually a much bigger problem than
adding more capacity once a link is already in place. The paging and access channels
are also aggregated at the cell level. While radio frames, antennas, cables, and trunks
cost money, their costs are usually relatively small compared with the costs of the
building, tower, power supply, telephone access, and zoning issues required for each
base station.

5.2.2 Sectors and antenna faces

Cells are usually divided into sectors. As discussed in Sec. 4.1, omnidirectional, three-
sector, and six-sector cells are the sector plans that make sense for conventional reuse
systems (FDMA and TDMA). Other sector plans can make sense in CDMA systems,
where the primary sources of interference are other calls in the same cell.

The cell sector is formed by having an antenna face at the base stations. Three an-
tenna faces give some cellular towers their distinctive triangular platforms. The face
contains directional antennas, both transmitting and receiving, to define the exclusive
sector coverage. It is easy to use the terms sector and antenna face interchangeably, but
the sector is the geographic region of coverage and the face is the antenna configura-
tion defining the sector.

Each antenna face is connected to a collection of radio equipment. The configuration
and cost of this equipment can influence base station design. If the traffic engineering
algorithms described in Chap. 23 tell us that 17 radios serve the demand and if 16 ra-
dios fit on a radio frame, for example, then we might want to think about a small
quality-of-service decrease to save the cost of an entire radio frame.

5.2.3 Server groups and extra cell radii

When we discuss cellular growth principles in Sec. 27.7, we deal with varying reuse dis-
tances in one channel set, as shown in Fig. 27.18. This is done by defining more than
one cell radius, which we call a server group. When we draw the extra hexagonal lines
in Fig. 27.18, the cellular engineer defines large-cell and small-cell server groups and
then calculates the radio power level thresholds for handoffs between inner and outer
cells.

The extra, smaller cell radius is called an overlaid cell, a smaller cell colocated with
the larger cell. Each cell radius is a server group. When this is done to a sectorized cell,
the intersection of a face and a server group is called a logical face. The cell shown in
Fig. 5.2 has three faces, two server groups, and six logical faces.

By using server groups and logical faces, the cellular engineer can choose some radio
channels for small-cell reuse and leave others for large-cell reuse. Also, since each
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radio can have its own independent radio threshold values, one radio frame can have
radio channels from multiple server groups.

Multiple server groups create multiple headaches for neighbor list generation. Sup-
pose that we have a cellular system laid out like Fig. 27.17. For each of the 33 cells in
this picture, imagine calculating all the reasonable cells for a handoff. Now imagine
taking the 57 logical faces in Fig. 27.18 and doing the same job. Remember that other
logical faces on the same cell are handoff candidates as well.

Now take these same two pictures and imagine all the cells are three-sector cells so
that most of these cells have 5 or 6 logical faces. A large cell may have two neighbors
completely covering one of its large-cell sector areas so that the total would be 5 instead
of 6 logical faces. Six-sector cells with two server groups can have 12 logical faces.

As you can see, the combination of faces, server groups, and logical faces can make
life very difficult for a cellular engineer. This is only a 33-cell system, whereas big sys-
tems have hundreds of cells, and we have not considered radio propagation irregulari-
ties. Sometimes a cell’s actual coverage has a pseudopod extending far enough so that
the handoff neighbor list has some odd-looking entries.
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Figure 5.2 Overlaid cell with six logical faces.
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The good news for the CDMA cellular planner is that CDMA has no need of multiple
cell radii, server groups, or logical faces.

5.2.4 Individual radio channels

Each sector is served by a collection of radios for individual subscriber voice and data
links. These radios may be separate units, individual transceivers in a row on a radio
frame, or separate logical entities in one physical box. (The distinction between physi-
cal and logical models is described in Sec. 14.4.) These radios are the system’s termi-
nation point for the air interface. In addition to the individual voice and data links for
subscriber service, there are radio links for signaling, including paging and access
channels.

5.3 Conclusion

Now that we have introduced the basics of the wireless signal path and the radio ar-
chitecture of base stations, cells, and sectors, we can look at AMPS (FDMA), GSM
(TDMA), and CDMA systems in greater depth in the following chapters.
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Chapter

6
Analog Wireless Telephony (AMPS)

Although many people think that Advanced Mobile Phone Service (AMPS) was the first
mobile telephone system, it has a predecessor. Before AMPS, Improved Mobile Tele-
phone Service (IMTS) was available, but it wasn’t cellular. Each city was served by just
one radio tower. AMPS was the first cellular service in the United States and a revo-
lutionary technology in its day.

No matter how big and clumsy the old AMPS car phones look now, and no matter how
primitive the analog FM technology appears to today’s engineers, the fundamental
principles of AMPS are the same as those of the latest Global System for Mobility
(GSM) and code division multiple access (CDMA) technologies.

6.1 The Early Days of Cellular

In 1966, two members of the technical staff at Bell Telephone Laboratories, Richard
Frenkiel and Philip Porter, realized that service capacity could grow enormously by
reuse of voice radio channels.1 A service area could be divided into cells, and interfer-
ence could be managed by making sure that same-channel users were sufficiently far
apart. The more aggressively we reuse channels, the more call capacity we get with the
same cells within available bandwidth. On the other hand, the more aggressively we
reuse channels, the more interference calls will experience. We must manage that in-
terference to optimize the number of calls while ensuring satisfactory call quality.

The potential of this new technology got the Federal Communications Commission
(FCC) of the U.S. government to authorize 60 MHz in the 900-MHz (upper UHF) band
for cellular telephones, with 20 MHz given to wireline companies (the Bell System tele-
phone companies in those days), 20 MHz assigned to nonwireline companies (other
than telephone companies), and 20 MHz held in reserve for future use.

71

1Let us add a bit of history from the Bell System Technical Journal (January 1979): “The cellu-
lar concept and the realization that small cells with spectrum re-use could increase traffic capac-
ity substantially seem to have materialized from nowhere, although both were verbalized in 1947
by D. H. Ring of Bell Laboratories in unpublished work.” At Bell Telephone Laboratories, the
spark that lit the cellular fire was the 1966 memorandum by Frenkiel and Porter.

Source: CDMA CAPACITY AND QUALITY OPTIMIZATION
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In 1982, Bell Telephone Laboratories prepared a cellular business case for AT&T and
Western Electric. Cost and revenue projections were based on a forecast of a million cel-
lular telephones by the end of the century, the biggest believable number we could
think of at the time.

The cellular principle is capacity growth in fixed radio spectrum through frequency
reuse and managed interference. Regions of radio coverage, cells, can be made smaller
and smaller as needed to accommodate higher density of mobile telephone demand.

By the end of 1983, there was commercial cellular service in Japan, Scandinavia, and
the United States. As the capacity to serve mobile telephone customers increased, so
the market grew as well. The new cellular telephone technology grew quickly from a
novelty to a way of life; there were hundreds of millions of cellular telephones world-
wide by the late 1990s. This growth beyond all early forecasts has made capacity man-
agement a key issue in the growth and financial success of cellular service providers.

6.2 The Cellular Principle

Prior to the deployment of cellular technology, mobile telephones for an entire city were
served by a single tower with a single set of radio channels. The entire New York City
area was served by just 14 radio channels and could only support 14 simultaneous mo-
bile telephone calls. Adding one channel to the spectrum allocation added just one more
telephone call for the entire city. Cellular offered the opportunity for unlimited service,
as we saw it then, to as many as a million mobile telephones by the end of the twenti-
eth century.

Advanced Mobile Phone Service (AMPS) was prepared for this rate of growth. With
a hundred towers of 45 channels each, a large cellular system could handle thousands
of calls. Because we could split cells repeatedly, there was no obvious limit to growth.
We could double the number of base stations to double the system capacity and, if de-
mand warranted, double it all again. Using four-to-one cell splitting, 8-mile cells could
become 4-mile cells, 2-mile cells, and even 1-mile cells to build a network that would
satisfy the market demand for cellular telephones. A library of sophisticated computer
engineering tools would calculate channel assignments, handoff radio thresholds,
neighbor lists, and a host of other complex parameters.

The primary market for cellular telephony was going to be the mobile worker and the
business commuter because this was a vehicular telephone technology. There were
portable telephone prototypes about the size of a single-lens reflex camera, but they
were expensive and had a short battery life. Portable cellular telephones were a cute
novelty, and that was all. The future of cellular was a car phone future.

In just a few years we knew that the market was larger and more based on hand-
held phones than our wildest visions. However, even back in 1983, when cellular tele-
phone service was just starting, we knew that we had to use radio spectrum more effi-
ciently than AMPS, and we were working on a narrowband frequency division multiple
access (FDMA) digital channel, a 6-kHz channel for voice.2 Analog AMPS did give way
to digital systems, but these were time division multiple access (TDMA) and now
CDMA rather than narrowband FDMA. The European GSM standard brought us a dig-
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2We also explored higher-order digital constellations for voice privacy and cellular modems
(data) within the AMPS channel.
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ital channel more efficient than AMPS, and in the United States, CDMA systems
brought a whole new approach to channel reuse with greater efficiency.

When a cellular telephone is activated, it is located within the system through radio
signal strength measurements and assigned a particular channel for call setup. If the
phone moves to another cell, the movement is detected by the change in relative signal
strength coming from the phone, and the phone is handed off to a different cell in the
middle of a call. The switching of calls while they are in progress was an innovation to
telephony engineering required by the cellular network.

The important interference to control was cochannel interference from another cell
other calls using the same frequency in other parts of the service area. Reuse patterns
put the other transmitter far enough away from the serving cell to keep the interfer-
ence level under control. Both AMPS (FDMA) and GSM (TDMA) use this method of
managing cochannel interference. CDMA brings a whole new approach to managing in-
terference and, with it, a very different set of issues and solutions.

The cellular environment today is portable telephones at traffic densities far beyond
our 1983 forecasts using digital radio technology far beyond what we had then. The cel-
lular environment tomorrow will add wireless local loop and high data rates. The cel-
lular reality of 2002 and our visions of the cellular world of 2012 are nevertheless faith-
ful to the cellular principles of 20 years ago.

6.3 Managed Interference

Since the dawn of radio technology, radio engineers have fought the signal-to-noise bat-
tle. More powerful transmitters, lower-noise receivers, and higher-gain antennas have
been the focus of broadcast radio and television as well as dispatch services.

The concept of managed interference was the big breakthrough of cellular. We still
have all the noise issues to contend with, but the history of cellular radio has been con-
tinuing refinement of the tradeoff between quality and quantity of calls. New technol-
ogy has pushed the quality-quantity frontier further and further, but the cellular engi-
neer’s job remains the management of that tradeoff.

This is not a sellout. Many of the products we used to know and love have become
more available and less expensive at the cost of lower quality. Things that used to be
made of high-quality sheet metal are now stamped out of cheap plastic. Less expensive
ingredients are substituted to bring a price-competitive product to market. That some
wireless vendors have taken the low road in their service offerings is not an indictment
of the cellular technology that made these choices possible.

The IMTS that cellular replaced was a terribly inadequate service. Only 14 simulta-
neous calls could be supported in the entire New York City area, the signal quality was
lousy, and everybody in the world could listen in. Not only could everybody listen to
your call, but also those who wanted to make a call did listen so that they could pounce
on the call button to get a channel before the other waiting subscribers.

The failure of IMTS was not a technical failure, but rather a technology overwhelmed
by demand for mobile telephone service. There is something amusing about seeing de-
mand overwhelm our cellular technology that has capacity thousands of times greater
than IMTS.

The cellular carrier has direct control of the cost-versus-quality tradeoff. Use a fre-
quency a little more often, and the call quality is a little lower—and the cost is also a
little lower. As we will discuss in Sec. 25.4, a radio channel used every seventh cell pro-
vides higher call quality than the same radio channel used every fourth cell. However,
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using the channel every fourth cell allows each cell to service seven-fourths (1.75) times
as many simultaneous calls.

The cellular engineer can exercise this tradeoff on a small scale as well as system-
wide. In a high-density region that needs a few extra channels, it may be worth a few
noisy calls to serve many more subscribers.

There is no high end of mobile telephone call quality. Optimization is more about
making more calls good than about making some calls great. Making a good call better
is an insignificant improvement, whereas making bad calls good is of major impor-
tance. An AMPS call at a 10-dB signal-to-interference (S/I) ratio is awful, 15 dB is okay,
20 dB is good, and 25 dB is great. Going from 25 to 40 dB S/I is an almost impercepti-
ble improvement. The important cellular engineering issues are at the low end of the
SI range.

6.4 The AMPS FM Channel

The AMPS channel is a 30-kHz FM radio channel. The full AMPS channel is a two-way
channel with 45 MHz between the two directions. The higher frequency, around 875
MHz, goes from the base station to the mobile telephone, the forward or downlink di-
rection. The lower frequency, around 830 MHz, goes the other way, the reverse or up-
link direction.

The audio bandwidth supported on the AMPS channel goes from 300 to 3300 Hz, the
standard analog telephone bandwidth. The voice signal on an FM channel modulates
the frequency up and down from the center of the band. The AMPS channel allows a
maximum frequency deviation of 12 kHz, and the level is set so that the nominal talker
averages 2 kHz from the center of the band.3

The voice transmission quality is improved by a two-to-one compandor system. The
voice signal is compressed by two to one (in decibels) before it is sent out over the ra-
dio airwaves. The receiver expands the voice signal by the same two to one to restore
the original voice signal. This effectively doubles the loud-to-soft dynamic range in the
conversation.

The Dolby systems used in compact cassette recording and playback are similar to
the AMPS compandor: They compress the high frequencies during record and expand
them again in playback to suppress audible hiss. The AMPS compandor is used across
the entire voice band rather than just high frequencies by compressing and expanding
the entire AMPS audio bandwidth. When the voice signal gets 10 dB louder, for exam-
ple, the compressed signal sent over the radio is only 5 dB higher. The receiver expands
the 5-dB increase back to 10 dB so that the listener hears the voice as it was spoken.
The effect of this compression and expansion is to reduce the perceived background
noise dramatically. Speech coding algorithms do the same kind of processing in digital
telephony.

The two FM carriers in the two directions form one full-duplex AMPS voice channel.
The channel is continuously on in both directions. While some portable telephones can
pause their transmission (sleep) for short time intervals to save battery life, the chan-
nel is not available for anybody else to use during the call.

An AMPS mobile telephone has two radios, one for transmitting and one for receiv-
ing. This means that during the call, there is no way for the mobile telephone to main-

74 Key Radio Concepts

3The average is the root mean square (RMS) described in Sec. 4.3.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.

Analog Wireless Telephony (AMPS)



tain a link on the control channel. Rather than add a third radio, the AMPS designers
made this two-way link do the full job of maintaining a cellular telephone call. In ad-
dition to maintaining the audio voice, the channel handles link supervision, messages
for cellular overhead, and subscriber call-processing messages. Call setup is done on
separate paging and access channels, which are not used during a call.

6.4.1 Supervisory audio tone (SAT)

How does a telephone system make sure that it is still communicating? As telephone
users, we have the same issue: Silent periods longer than a few seconds make us ner-
vous. Both ends of the telephone call have to know when the call has ended. Also, the
FM channel has brief outages due to the Rayleigh fading described in Sec. 2.1.4. We do
not want to hear somebody else’s conversation during those brief outages.

Maintaining and confirming continuity on a link is called supervision. In AMPS, we
do this with a supervisory audio tone (SAT) that modulates the FM carrier along with
the voice. The SAT is set out of the telephone audio band, at 5970, 6000, or 6030 Hz.
This tone is sent by the base station and returned by the mobile telephone, as described
later in Sec. 25.1, and it is filtered out so that the customer never hears it.

Should the SAT tone be absent or the wrong frequency of SAT be detected, the re-
ceiver mutes the audio so that the listener does not hear radio static or, worse, another
telephone call.

6.4.2 Blank and burst

Once an AMPS call is on a voice link, the base station and mobile telephone communi-
cate through a series of blank and burst messages. These messages are 100 ms (one-
tenth of a second) of direct-binary frequency shift keying (FSK) data; a 1 is an increase
of 8 kHz in the carrier, and 0 is a decrease of 8 kHz. The initial sequence of a blank and
burst message is recognized by the audio receiver, and it mutes the audio so that the
subscriber does not hear a “bzzzt” sound when these messages are sent.

Blank and burst messages are used for cellular overhead signaling such as handoff
and power-control messages. The alert message to ring the mobile telephone is also a
blank and burst message as AMPS establishes a voice link before the telephone rings.

Subscriber call processing during a call typically starts with a flash for call waiting
or three-way calling. Three-way calling also sends its dialed digits via blank and burst.
The blank and burst messages are designed to be robust because typically they are
used in poor radio conditions, especially for handoffs. Some cellular systems use sub-
band digital signaling, frequencies below 300 Hz, for their own digital messages, but
this is not part of the AMPS standard.

6.4.3 Narrowband AMPS

Introduced by Motorola in 1991, narrowband AMPS (N-AMPS) replaces the 30-kHz FM
channel with three 10-kHz FM channels. Compared with AMPS, the sound quality is
diminished by the narrower channel.

However, N-AMPS has several advantages.

■ Greater capacity. A three-for-one channel split actually increases capacity more than three
times because of traffic engineering issues discussed in Chap. 21.
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■ Compatibility. N-AMPS can use the same control channels, and dual-mode mobile tele-
phones can be used to operate under both standards.

■ Improved supervision. The SAT tone is replaced by a 200-bit-per-second signaling stream.

■ Improved call monitoring. Using a feature called mobile reported interference (MRI), the
base station can interrogate the mobile for the forward channel signal strength and the
bit error rate (BER) of the signaling stream.

■ Short message service (SMS) and paging. Messages up to 14 characters long can be sent
on the forward channel in a messaging or paging mode.

■ Voice-mail notification. The system has the ability to activate a message-waiting light on
the mobile telephone to tell a subscriber that voice mail is waiting.

6.5 AMPS Call Setup

AMPS calls are set up by the mobile telephone. The mobile subscriber may initiate a
call by pressing the SEND button, or the mobile telephone may detect a page for an in-
coming call. However, it is the mobile telephone that selects the cell based on its radio
measurements. As we will see in the next section, it is the cellular system that handles
handoffs.

A mobile telephone has to register with the system. It may be in its home area or it
may be roaming, but it must register and establish its identity before it can make or
receive calls. Once identified, the mobile telephone stays tuned to the paging stream in
case there is an incoming call.

In the case of an incoming call, the system makes two attempts to page the mobile
telephone. If those pages fail, then the call attempt fails.

A call starts when the subscriber presses the SEND key or a page comes in for an in-
coming call. The mobile telephone searches all 21 access channels to find the strongest
signal. If all the access channels are set to the same transmit power level, then this
should be the cell with the highest path gain (least path loss), but Rayleigh fading and
measurement error have a hand in the cell-selection process. Given that the mobile
telephone has been monitoring the paging channel successfully, it is highly unlikely not
to find a suitable access channel, but it could fail to find one at this point.

A mobile page response or call initiation is called a seizure message. The forward ac-
cess channel bit stream has a busy/idle bit to tell the mobile when it is safe to transmit
its seizure message. Two mobiles could see the same idle bit and transmit at the same
time, causing a message collision. When this happens, the mobile telephone is required
to wait a random amount of time before trying again. The mobile telephone makes 10
seizure attempts, and the call fails if it does not get through.

The cell may not be able to serve the call. The cell goes through all its logical faces
(Sec. 5.2.3) and selects the best one where the mobile has adequate path gain based on
signal strength measurement. The mobile telephone seizure message is sent with a
power level directed by the system limited by its own maximum power level.

If no logical faces are available, then the mobile telephone is directed to retry a list
of alternate cells. In the case of a smaller-growth cell where all the access threshold lev-
els are set high, there may be regions where the mobile telephone chooses the cell and
there is no adequate server. Such calls also are directed to retry alternative cells. There
are directed retry counters to make sure that the mobile does not get into an endless
directed retry loop.

76 Key Radio Concepts

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.

Analog Wireless Telephony (AMPS)



Once the seizure message reaches a suitable cell, the cell sends a message with voice
channel and initial mobile transmit power level.

If the mobile telephone does not acquire SAT within a few seconds, then the call is
lost. If the base station receiver does not receive the SAT returned from the mobile tele-
phone, then the call is lost.

Once the call has passed through all these stages, a two-way stable voice link is es-
tablished, and the subscriber is ready to be involved. In the case of a mobile origina-
tion, the microphone and speaker are turned on, and the subscriber hears ringing, a
busy signal, or whatever the telephone network sends. In the case of an incoming call,
the base station sends an alert message via blank and burst, and the cellular telephone
rings.

6.6 AMPS Call Maintenance

Once the call is set up with a voice link, the mobile telephone monitors SAT. So long as
the mobile receives SAT of the correct frequency, it sends the same SAT back to the
base station. Otherwise, the mobile telephone mutes the audio signal and waits. If too
much time goes by without SAT, the mobile telephone drops the call.

The base station monitors the returned SAT. As in the mobile telephone case, mo-
mentary loss of the correct SAT cause audio muting, and sustained absence causes a
lost call. During the call, the base station directs power levels and handoffs as needed.

6.6.1 AMPS power control

On call setup and every 5 seconds, the base station measures the signal strength of
each AMPS call. Based on the mobile telephone transmit power, the system can infer
the radio signal path gain of the call.

AMPS mobile telephones have eight power levels called voice mobile attenuation
codes (VMACs). These range from full power (VMAC set to 0) to minimum power
(VMAC set to 7), as shown in Table 6.1. Class 1 mobile telephones go up all the way to
VMAC � 0, class 2 mobile telephones go up to VMAC � 1, and class 3 mobile tele-
phones only go to VMAC � 2.

Once the base station determines the radio path, then it can set its own transmit
power and tell the mobile telephone what power level to use. This power level is sent
using a blank and burst message.

The technique of deducing the received power at the mobile telephone from the mo-
bile telephone transmit power and the received power at the base station may sound
trivial, but it was not obvious at the time. In fact, it was considered subtle enough for
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TABLE 6.1 Voice Mobile Attenuation Codes

VMAC � 0 633.0 W 36 dBm
VMAC � 1 631.6 W 32 dBm
VMAC � 2 630 mW 28 dBm
VMAC � 3 250 mW 24 dBm
VMAC � 4 100 mW 20 dBm
VMAC � 5 140 mW 16 dBm
VMAC � 6 016 mW 12 dBm
VMAC � 7 006 mW 8 dBm
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a U.S. patent to be issued for it. In Sec. 25.6 we discuss the strategy issues of power
control on the AMPS channel.

6.6.2 AMPS handoff

When the signal goes below some level, called the primary threshold in the AMPS lan-
guage, the base station decides to look for a handoff. There are three kinds of AMPS
handoffs: to another server group on the same face, to another face on the same cell,
and to another cell. Server groups are different cell sizes served by the same base sta-
tion, as described in Sec. 5.2.3.

Once the call has been below primary threshold for a few measurements, all the an-
tenna faces at the serving base station and some nearby neighbor base stations mea-
sure the signal strength of the reverse channel. If there is a logical face where the call
is above primary threshold, the base station tries to put the call onto the strongest face
(best radio path) and the innermost server group that can handle the call.

If the mobile telephone reverse signal is not above primary threshold on the primary
neighbor list, then there is a secondary threshold and a larger secondary neighbor list.
If the signal is below secondary threshold, then this wider survey of measurements is
taken, and a more intense search is done for a suitable handoff.

When other cells measure the signal strength of a call, they can be instructed only to
return a measurement when the signal at the requested frequency has the correct SAT.
We want to avoid doing a handoff based on measuring the wrong call.

This is the basic outline of handoff search we designed at AT&T. Different cellular
equipment vendors use different selection rules. And different cellular service pro-
viders set their system parameters differently.

Notice, please, that the mobile telephone has played no part in the handoff search
process. While some of this may be attributed to a “we know best” attitude on the part
of base station designers, there is also a more practical issue. The mobile telephone has
a two-way radio completely tied up with the duplex transmission of the full-time FM
signal. Maybe a third radio circuit could have been designed into the mobile telephone,
or maybe it could have been designed to break the audio link for one-tenth of a second
(the duration of a blank and burst message) to measure other channels. Whatever
could have been done, however, the AMPS system design has the community of base
stations making all the power-control and handoff decisions.

If there is nowhere to hand the call off and the call is below some yet-lower in-
terference protection threshold (as we called it at AT&T), then the call is dropped.
This threshold is not designed to protect subscribers against their own bad calls,
since we have SAT to do that. The idea of the interference-protection threshold is to
protect the rest of the system against a mobile telephone that has wandered so far
away from its serving cell that it presents an unacceptable interference hazard to
other cells.

After all the local measurements, the neighbor cell measurements, the determination
that a handoff is appropriate, and the selection of a new radio is made, the base station
finally directs the mobile telephone to change frequency. The new base station starts
transmitting, the current base station sends a handoff message, and the new base sta-
tion looks for SAT. The system tries its handoff message up to three times.

Handoffs can get lost in a variety of ways. The mobile telephone may change to a
channel and find no signal, SAT can be lost, or the signal level of the new connection
may be below the new cell’s interference-protection threshold.
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If the handoff does succeed, the base station starts making measurements and run-
ning its power control algorithm.

In this sequential paragraph form, the handoff process seems cut and dried. The
steps of the handoff process fit neatly into the mental picture of a car driving smoothly
out of one hexagon into a neighboring hexagon. The AMPS designers knew full well
that the handoff procedure had to be robust enough to handle some oddball cases.

Even so, there are cases of strange handoff behavior. The measurements and thresh-
old can do strange things. In the early Chicago days, we had a street corner in
Elmhurst, Illinois, where we would sit at the red light and watch the channel indica-
tor on our test unit cycle through three cells as A handed off to B, B handed off to C,
and C handed off back to A.

There is an important disparity in the AMPS system design. In hindsight, it is easy
to say somebody should have thought of this, but it certainly was not obvious at the
time. The initial call setup is done by the mobile telephone, and the handoffs are done
by the base station. This means there is a transfer of radio control from mobile tele-
phone to base station just as the call is getting underway. There is a higher frequency
of handoffs in the first 15 seconds of AMPS calls than after that.4

6.7 Conclusion

The AMPS system pioneered cellular technology in support of mobile telephony and de-
fined many of the engineering issues and solutions still in use today. As we shall see in
the next two chapters, many issues remained the same even as cellular engineering
made the huge leap from analog to digital.
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4Maybe back in 1978 somebody did think of it and decided it was okay. When we noticed the ef-
fect in our 1985 simulation work, we were concerned about the effect on system capacity of so
many extra handoffs.
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Chapter

7
TDMA Wireless Telephony (GSM)

With effective cellular engineering already developed in Advanced Mobile Phone Ser-
vice (AMPS), the designers of the Global System for Mobility (GSM) could focus on the
next major step in the evolution of cellular. That step was the application of digital
technology to voice telephony. The technology they chose was time division multiple ac-
cess (TDMA), where each digitized voice signal is sent in a particular, periodic time slot
measured in milliseconds.

GSM was developed as a pan-European standard with the hope that it would become
a world standard. GSM is actually not a single standard but rather a set of standards
specifying many differing interfaces. This allows different manufacturers in different
nations to develop components of the GSM system. When the components are brought
together on a single network, they are likely to work well together, although, of course,
they should be tested thoroughly. The Europeans used an international standard to ful-
fill the same function that corporate consortiums often fulfill in the United States.

7.1 GSM Architecture

GSM is laid out somewhat differently from AMPS. Where AMPS has a controller in
each base station, GSM concentrates the cell controller function in a single base station
controller (BSC) for several cells. GSM refers to the controller-less base station as a
base transceiver station (BTS). The entire network of base stations for one BSC is called
a base station system (BSS). One mobile switching center (MSC) can control several
BSCs. We can think of the BSC as another level in the GSM hierarchy.

The BSC is an important level in GSM because it can do its own handovers. (AMPS
calls them handoffs, but GSM calls them handovers.) This means that the GSM BSC
has to have some switching powers independent of the MSC.

7.2 The TDMA Channel Concept

In analog frequency division multiple access (FDMA), the concept of the radio channel
is clear. A channel is a frequency range allocated to carrying a modulated signal from a
transmitter to a receiver. The continuous time of the voice signal is represented by con-
tinuous time in the modulated radio carrier. This is the same for broadcast FM radio
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and AMPS cellular, except that AMPS cellular adds the idea of a duplex channel—two
separate frequencies used for bidirectional conversation.

In GSM, the channel is more complicated than in AMPS in two important ways.
First, it is a digital channel, where the voice signal is coded into a sequence of binary
digits and the digits are sent over the radio link. Second, eight digital voice streams are
combined into a single radio carrier. Each voice channel gets one of eight time slots. In
TDMA, we maintain the distinction between the carrier, which includes the entire dig-
ital radio link, and the channel, which only includes one time slot of a carrier.1

Therefore, a voice channel, which in FDMA referred to a separate radio carrier with
its own frequency range, in TDMA refers to a time slot within a multichannel carrier
with a larger frequency range. The two directions are still two different frequencies,
but their time slots are staggered so that the user terminal never has to transmit and
receive at the same time.

The digital medium also changes the way control signals are managed in GSM. When
a call is not in progress, in both AMPS and GSM control signals are sent on their own
channel, a separate frequency in AMPS and a separate time slot in GSM. During an
AMPS call, signals are carried on the voice channel by in-band blank and burst inter-
ruptions that interrupt the voice channel briefly and by out-of-band supervisory audio
tones (SATs). During a GSM call, the signaling data are sent on the same digital chan-
nel as the digitally encoded voice bits, and the digital carrier has extra frames for sig-
naling data.

7.3 The GSM TDMA Channel

The GSM radio carrier is a 200-kHz digital channel that carries eight conversations
along with some signaling. This is a tougher channel than AMPS because it can
tolerate more co-channel interference than AMPS. This difference will be discussed in
Chap. 25.

The GSM radio carrier is a 200-kHz digital channel using gaussian minimum phase
shift keying (GMSK) modulation, a variant of quadraphase phase shift keying (QPSK).
This 200-kHz carrier is also called the traffic channel (TCH). The rate of the carrier is
270 kbps. The data stream is divided into 4.615-ms frames, and each frame is divided
into eight time slots of 148 bits each. Some of these frames are for signaling and syn-
chronization, so each of the eight voice channels has a raw data rate of 22.8 kbps.

The GSM voice channel uses error correction (as described in Sec. 17.2) to get higher
accuracy at a lower bit rate. The resulting bit stream available for speech coding (as de-
scribed in Chap. 18) is 13 kbps. The speech coder uses a mu-law coding and a speech-
compression method called regular pulse excitation—long-term prediction (RPE-LTP).

The original European version of GSM has 50 MHz of spectrum in the 900-MHz
band, just like AMPS. And the forward link was 45 MHz higher in frequency than the
reverse link, just like AMPS. This means that the classic GSM configuration supports
62 radio carriers, or 496 time-slotted channels for voice or signaling compared with
416 for AMPS. Other versions of GSM use the same channel architecture at higher
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1Our usage here is technically correct, but it is not the industry standard. GSM engineers call
a particular frequency band a channel, whereas we are calling it a carrier. In GSM language, a
single radio channel is time-divided to carry multiple voice channels. We chose to use the term
carrier so that we would not have two different meanings for the term channel.
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frequencies where more spectrum is available, so these systems can have more GSM
carriers and channels, and there is more frequency separation between the forward
and reverse directions.

The GSM channel has 30 �s between its time slots, which works out to 4.5 km for the
round trip at the speed of light. If a mobile telephone is further from the base station
than 4.5 km, then GSM allows for it to be resynchronized using a feature called dy-
namic time alignment up to 237 �s, about 40 km. Any range further than this requires
the call to use extended dynamic time alignment, which takes two time slots for the call
instead of just one. There is not much GSM traffic operating further than 40 km (25
miles) from the cell tower.

Pauses in speech can be matched by pauses in transmission using DTx. DTx is the
radio buzzword for discontinuous transmission. (Tx is the abbreviation for transmit.)
The speech coder uses voice-activity detection (VAD) to determine when to transmit
and when to keep quiet. The GSM receiver turns silent frames into comfort noise so
that the listener does not hear the clipped muting so common in less sophisticated
voice-activated systems such as those often found on inexpensive tape recorders.

Rayleigh fading is less severe in a 200-kHz GSM carrier than it is in a single 30-kHz
AMPS channel because Rayleigh fades are concentrated in a particular place at a par-
ticular frequency. Even with its broader carrier bandwidth, there is still some fading in
a GSM radio path. To combat this remaining Rayleigh fading, GSM can employ a form
of frequency diversity by using slow frequency hopping. The combination of frequency
hopping and bit interleaving spreads the errors over enough time slots and reduces the
number of consecutive bit errors. Strings of five or more errors in a row cause the GSM
error-correction facility to lose its ability to correct errors.

There is a half-rate GSM in which a voice link uses only 1 time slot out of 16 instead
of 1 in 8. Half-rate GSM may be twice as efficient, but it is not a commercial success.
It does not sound nearly as good as full-rate GSM, and the processing equipment for its
6500-bps speech coding is larger and more expensive than the 13-kbps coding used in
full-rate GSM.

In GSM, the transmit and receive time slots are deliberately staggered so that each
voice channel transmits on one time slot and receives on a different time slot. This al-
lows a tremendous cost saving in mobile telephone design, since the time separation of
transmit and receive modes means that only one radio circuit is needed. Not only can
a GSM phone use a single radio circuit for transmit and receive, the phone still has
six other time slots available to make measurements of other GSM channels in the
handover determination.2

7.4 GSM Signaling

Each GSM cell has two signaling channels. There is a broadcast-control channel
(BCCH) that the mobile telephone tunes to when it is not on a call. The cell broadcast-
control channel (CBCH) is another signaling stream that sends 80-character short
messages and shares the same time slot as the BCCH.
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2The base station does not have extra slots available, since the BTS is serving multiple user ter-
minals simultaneously, so it has to be able to transmit and receive all eight time slots for each
eight-channel GSM carrier.
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The other cell-wide signaling channel is the paging and access-grant channel
(PAGCH). Its reverse link is the random-access channel (RACH), where the mobile tele-
phone requests access to the system.

There are two signaling modes on the traffic channel (TCH). The slow associated con-
trol channel (SACCH) uses parts of the TCH not associated with speech coding, and the
fast associated control channel (FACCH) uses parts of the TCH normally used for
speech. For this reason, the SACCH is called out-of-band signaling, and the FACCH is
called in-band. Both of them are part of the same digital stream, but the FACCH takes
bits from the voice channel stream and relies on the error-correction component of the
GSM speech coder to fix it.

7.4.1 GSM call setup

In GSM call setup, we think of the base station system (BSS), all the base stations
served by a single BSC, as a single entity. An important difference between AMPS and
GSM is that GSM has much more comprehensive specification of interfaces other than
the air interface. Any AMPS mobile telephone should work on any AMPS system, but
the interfaces between base stations and switches are often proprietary, requiring that
both components be made by the same manufacturer. In contrast, any GSM BSC
should work with any GSM BTS and any GSM MSC, at least in theory. (We would still
recommend testing equipment for compatibility before investing a lot of money based
on the GSM compatibility claim.)

When the mobile telephone initiates a call, it uses the RACH to get the BSS to as-
sign it a stand-alone dedicated control channel (SDCCH), which is sent over the access-
grant channel (AGCH). The SDCCH is used until a voice traffic channel is assigned.

Once the mobile telephone is set with the BSS, a service request message is sent to
the MSC, which informs its home location register (HLR) or its visitor location register
(VLR) that the mobile telephone is requesting service. Through the BSS, the MSC re-
quests and receives the international mobile equipment identity (IMEI), and it checks
the IMEI for validity.

Now the mobile telephone sends its setup request along with its dialed digits, and
the MSC uses the HLR or VLR parameters to handle the call. The BSS and mobile tele-
phone establish a voice channel, they both switch to that channel, and the BSS informs
the MSC of the change.

Finally, the public switched telephone network (PSTN) is involved in completing the
call. Unlike AMPS, the mobile telephone is specifically informed, via signaling mes-
sages, when the landline telephone is ringing (network alerting) and when the tele-
phone is picked up (connect).

When a call comes in from the PSTN, the MSC confirms the mobile telephone iden-
tity with the HLR and VLR and has the BSS page the mobile telephone on the paging
channel (PCH). The mobile telephone responds on the RACH, and the signaling se-
quence from here is similar to the mobile telephone–initiated call, although there are
some differences.

Once the voice link connection is made, the mobile telephone rings (alerts), sends a
network alerting message and then sends a connect message when the subscriber an-
swers the phone.

There is a similar exchange of messages when a call ends, all carefully prescribed in
the GSM specifications.

GSM allows for a mobile telephone to power off its nonessential circuitry, putting it
in sleep mode during periods where no paging messages will be sent. This feature, dis-
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continuous reception (DRx), is supported by having the paging channel divide pages up
into paging subchannel groups by the last digits of the mobile telephone number or the
international mobile service identity (IMSI).

7.4.2 GSM power control

GSM defines five power classes of user terminal. There are eight power classes in the
full specification, but only five seem to apply to mobile telephones. These are shown in
Table 7.1. These power levels are the burst power for the one active time slot so the av-
erage transmit power is one-eighth of these values.

GSM power control is managed by the base station, the same as in AMPS. There are
15 power levels separated by 2 dB for a total range of 28 dB, the same as in AMPS.
Each class of GSM mobile telephone can go down 15 steps from its own maximum
power, the full range of 28 dB. The 2-dB changes can come every 60 ms, every 13 bursts
at full rate. The GSM base station transmitters can bring their power all the way down
to 13 dBm, 20 mW.

7.4.3 GSM handover

GSM handovers occur when a call has poor signal quality or low signal path gain. They
also occur for mobile telephones that are too far away from their serving base stations
and for calls where the system determines that the call can be served somewhere else
at a lower power level.

After using one time slot to transmit and one to receive, the GSM mobile telephone
makes use of the other six time slots to make power measurements of other cells. This
information is sent on the SACCH to the serving BSC, where the handover determi-
nation is made. We call this a mobile assisted handover procedure.

There are four types of GSM handovers depending on how far up the chain the
handover has to go.

■ Type 1, intra-BTS handover. The call is changing from one face to another face in the same
cell. The call keeps the same MSC, BSC, and BTS.

■ Type 2, intra-BSS, inter-BTS handover. The call is changing from one cell to another
cell covered by the same controller. The call keeps the same MSC and BSC but has a
new BTS.
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TABLE 7.1 Eight GSM Power Classes

Power Mobile telephone Base transceiver
class maximum power, maximum power,

1 20.0 W 320 W
2 28.0 W 160 W
3 25.0 W 280 W
4 22.0 W 240 W
5 20.8 W 220 W
6 Not applicable 210 W
7 Not applicable 225 W
8 Not applicable 222.5 W
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■ Type 3, intra-MSC, inter-BSS handover. The call is changing from one controller to an-
other within the same switch. The call keeps the same MSC but has a new BSC and BTS.

■ Type 4, inter-MSC, inter-BSS handover. The call has a new MSC, BSC, and BTS.

When the mobile telephone is instructed to change to a new GSM carrier and time
slot, it tries to synchronize to the new cell. A presynchronized change is called a seam-
less handover. In a seamless handover, the mobile telephone sends time-aligned bursts
immediately, and there is no pause in the audio signal. This tends to happen when the
cell sizes differ by less than 1 km.

7.4.4 GSM short message service

A paging capability is built into the GSM standard for short message service (SMS),
which is described in Chap. 19. The messages can be up to 160 characters in length and
are sent and received by a GSM mobile telephone that is not on a normal voice tele-
phone call.

In the forward direction, the SMS messages are sent on the CBCH, the control chan-
nel, and they can be stored by the system if the mobile telephone is not receiving pages.
Just as in the case of a page for a telephone call, the mobile telephone with the correct
number picks up the message, and all the other mobile telephones ignore it. In the re-
verse direction, GSM SMS uses the SDCCH signaling channel.

On the GSM air interface, one can think of SMS as a call that stops at the very first
signaling message. At current demand levels, SMS traffic has not been a capacity prob-
lem for GSM.

On the terrestrial interface, SMS is carried on the Signaling System No. 7 (SS7) net-
work described in Chap. 14, where it competes with call signaling and can be a serious
capacity issue. The SMS community may find a way to transport its messages over
Transmission Control Protocol/Internet Protocol (TCP/IP) links, a cheaper and more
plentiful pathway.

7.5 Conclusion

The GSM set of standards has proven highly successful in Europe, as well as in other
nations around the world. The standardization of the entire system, rather than just
the air interface, can be seen as part of the larger process of the socioeconomic unifica-
tion of the European Union. However, GSM is roughly equivalent in the digital services
it provides and in capacity with the North American cdmaOne standard, which we will
turn to next. After that, we will explore the issue of the competition to support more
digital traffic and become a world standard that is now developing between the latest
version of GSM and the new cdma2000 and W-CDMA standards.
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Chapter

8
The CDMA Principle

With the basics of cellular worked out in Advanced Mobile Phone Service (AMPS) and
the basics of digital radio telephony developed in the Global System for Mobility (GSM),
cellular engineers turned to the task of using a new, complex technology that had po-
tential to provide even better performance than time division multiple access (TDMA).
That technology was code division multiple access (CDMA), an implementation of
spread spectrum. In CDMA, multiple signals are sent from the same tower on the same
frequency at the same time. Signals are distinguished not by time or frequency but by
a code attached to each signal. At the receiving end, the signal is distinguished from all
other signals by its code and is extracted from them.

This simple-sounding principle actually requires some very sophisticated mathemat-
ics, as well as sophisticated engineering, particularly in the realm of power control. In
this chapter we will explore these details of the CDMA principle and look at its imple-
mentation in the cdmaOne standard (formerly called IS-95 and developed by Qual-
comm) as it is deployed across North America and elsewhere.

8.1 Spread Spectrum

In contrast to conventional reuse, the spread-spectrum channel is no more efficient for
one serving antenna but is enormously more resistant to interference. The effect of this
is a more efficient system.

The origin of spread spectrum is military, where resistance to deliberate interference,
or jamming, was the major consideration, with radio spectrum efficiency a nice side
effect.

Picture a communication link in a hostile environment. If we send a signal with a
traditional analog or digital modulation scheme, then a hostile party can broadcast a
signal on the same carrier frequency, and our own receiver loses the message. Now sup-
pose that we hop from one frequency to another in a prearranged pattern. The actress
Heddy Lamar suggested this, and the patent for frequency hopping bears her name. So
long as the hostile party does not know the frequency pattern, it would take an enor-
mous amount of power over a broad band of frequencies to jam the signal.

More sophisticated spread-spectrum systems use a large frequency band continu-
ously and typically at low power levels. Not only does this make it hard to interfere
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with the signal, but it also makes it hard even to detect the signal. The safest way to
protect something is to have the hostile party not even know it exists. Ten watts of ra-
dio power in 10 kHz is easy prey, easily detected and easily jammed. The same 10 W
spread over 10 MHz is 1000 times less efficient in bandwidth usage but is a lot safer.
Assuming that the enemy detects such a spread-out signal, the spread-spectrum sys-
tem can be nearly 1000 times more resistant to interference.

The same technology that protects military users in battle against hostile interfer-
ence can protect civilian users in shopping malls against friendly interference. The
spread-spectrum system can protect its users against other users of the same channel,
thus making capacity gains over conventional modulation.

There are two major differences in capacity planning for conventional reuse [fre-
quency division multiple access (FDMA) and TDMA] and spread spectrum (CDMA).

First, the conventional reuse channel set is fixed and determined by the number of
radios installed at each base station. Call quality is determined by channel reuse in
other cells and not by how many calls are using the same-cell channels. In spread spec-
trum, capacity is determined not by allocation of channels but by radio conditions in
the carrier used by all the calls.

Second, the primary interferers to a conventional reuse call are in other cells using
the same radio carrier. In spread spectrum, the same-cell, same-carrier calls are the
primary interferers, with other-cell users being of secondary importance. Each call has
to have a certain share, a percentage, of the total power of the carrier at its receiver. If
the call has a sufficiently high percentage of the received power, then it will be able to
distinguish the signal from the other calls in the same frequency band.

This notion of a required fraction of the signal is an important and strange feature of
spread spectrum. Making the pizza pie bigger does not serve more people if every diner
insists on eating one-eighth of it. Similarly, if each call requires 3 percent of the total
signal, then the thirty-fourth caller is going to have a tough time of it. Under noisy con-
ditions, that same 3 percent limit may only support 15 or 20 calls, and the base station
has to know when to turn away more calls before all calls run out of signal quality.

8.2 Processing Gain

The basis of CDMA is its processing gain, sometimes called spreading gain. This is the
multiple-access part of CDMA. To see what processing gain is all about, consider a
2-bit digital channel with as much noise as signal. In our radio jargon, consider a
binary phase shift keying (BPSK) channel plus additive white gaussian noise (AWGN)
with a 0-dB signal-to-noise (S/N) ratio. The transmitter sends a �1.0 or �1.0 for each
bit, and the noise adds a random bell-shaped normal distribution with a standard de-
viation of 1.0, as shown in Fig. 8.1. The solid bell-shaped curve on the right side is the
distribution of received signal plus noise when the transmitter sends a �1 bit, and the
dotted bell-shaped curve on the left side is the distribution for a �1 bit. The receiver
considers any received signal on the right side of the center line to be a �1 and any re-
ceived signal on the left side to be a �1. The receiver receives a bit error when the solid
curve is on the left of the center line or when the dotted curve is on the right.

According to our college statistics course, a normal distribution is more than 1 stan-
dard deviation high 16 percent of the time, more than 1 standard deviation low 16 per-
cent of the time, and in the fat middle part of the curve the other 68 percent of the time.
This gives us a bit error rate (BER) of 16 percent.
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If we do not want to live with a 16 percent BER, then we could boost the signal power
by 7 dB (a factor of 5) so that we have an S/N ratio of 7 dB. A factor of 5 in power is a
factor of �5� (2.236) in amplitude (voltage). This gives us the picture in Fig. 8.2, ��5�
or ��5� for each bit with the same noise contribution. The peak of each curve is now
further from the 0-V centerline. As before, we have a bit error when the solid curve is
on the left of the centerline or when the dotted curve is on the right. The same college
statistics course tells us that a normal distribution is more than 2.236 standard devia-
tions high 1.3 percent of the time, more than 2.236 standard deviations low 1.3 percent
of the time, and in the fat middle part of the curve the other 97.4 percent of the time.
This gives us a BER of 1.3 percent.

There is an alternative to using more power. We could send each bit five times instead
of only once and have the receiver add up all five signals. This gives us better BER per-
formance, and we use the term processing gain to describe the increase in performance
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Figure 8.2 BPSK with a 7-dB S/N rato.
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from repeated sending of the same bit. The magic of processing gain is that this five-
fold repeating gives us the same statistical advantage as a fivefold power increase.

In both cases we have increased the energy per bit five times while keeping the noise
constant. It is the ratio of bit energy to noise that is important here. We denote this ra-
tio by Eb/N0, and we will have more to say on Eb/N0 in Sec. 27.1. The important con-
cept for processing gain is that the Eb/N0 increase by increasing power and the Eb/N0

increase by sending multiple samples of each bit yield the same BER improvement;
they are exactly the same, statistically speaking. In this example, the processing gain
is 7 dB, a factor of 5, enough to change the BER from 16 to 1.3 percent.

We call the sub-bit samples chips, and we refer to the chip transmission rate or the chip-
ping rate. The cdmaOne standard created by Qualcomm sends 1,228,800 chips per second
to deliver 19,200 bits per second, a processing gain of 64 (64 chips per bit), or 18 dB.

For discussions about digital radio, it is customary to refer to bits as �1 and �1
rather than 1 and 0. It makes it much easier to talk about multiplying bit values, as
shown in Eq. (8.1):

�1 � �1 � �1

�1 � �1 � �1
(8.1)

�1 � �1 � �1

�1 � �1 � �1

If a digital radio engineer, in casual conversation, refers to �1 bits as zeroes, then it
will not be the first time. There is a bit of schizophrenia about �1 and 0 depending on
which notation makes the most sense in context. This arithmetic is being done with
high-speed transistor gates that have two voltages for the two bit values and that have
no idea what formulas we wrote on paper to describe them.

Simply sending the same bit over and over again improves the robustness of a digi-
tal channel, but if all we wanted was a more robust digital channel for a single user,
forward error correction would do a better job. Instead, we take the sequence of redun-
dant chips and multiply them by a sequence of random-looking �1 and �1 values. We
call this multiplying sequence a pseudorandom sequence or a pseudonoise (PN) code in
the next section.

Suppose that we have a digital signal with few enough bits and a radio channel with
wide enough bandwidth that we can maintain acceptable Eb/N0 with more interference
than signal, perhaps a lot more interference than signal.

We can take a data stream of x bits per second and send it on a digital radio channel
at x bits per second, or we can spread it k times with a PN code and send each bit with
k chips on a digital radio channel at kx chips per second. Assuming that the transmit
power is the same in both cases, the processing-gain principle tells us that the x-bit-kx-
chip-per-second modulation will have the same Eb/N0 as the plain old, ordinary x-bit-
per-second modulation.

Why would we want to do this?
Because we can now send another call on the same channel, a call with a different

PN code with no particular relationship to the first PN code. These two calls look like
noise to each other. The spread kx-chip channel allows other calls with other PN codes
to form noiselike interference, whereas the ordinary x-bit-per-second channel does not.
This spread-spectrum technology is called direct sequence spread spectrum (DSSS).

This is the core of CDMA. Multiple calls can occupy the same channel at the same
time divided not by frequency, not by time, but by their PN codes.
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8.3 Pseudonoise (PN) Codes

Let us take a closer look at the PN-code concept in CDMA. Each bit a is transmitted in
n chips c1 through cn. We derive each chip value by multiplying bit a by the PN code pk

so that the transmitted chip sequence is ck � apk, for k � 1 . . . n. The receiver adds 
up the n chips with the same PN code pk as multipliers in Eq. (8.2) to get the received
bit arec.

arec � �
n

k�1
pk ck (8.2)

We can substitute ck � apk into Eq. (8.2) to get Eq. (8.3):

arec � �
n

k�1
(pk)2 a (8.3)

Whether pk is �1 or �1, the value (pk)2 is always �1. In the absence of noise or inter-
ference, this gives an exact answer arec � na, which will be positive when a is positive
and negative when a is negative.

At the same time a is being spread with pk, the transmitter1 is processing b with qk

so that the total chip value is ck � apk � bqk. The receiver for a uses Eq. (8.2) to get the
received bit arec in Eq. (8.4):

arec � �
n

k�1
pkck

arec � �
n

k�1
pk (apk � bqk)

(8.4)

arec � �
n

k�1
(pk)2a � �

n

k�1
(pkqk)b

arec � na � �
n

k�1
(pkqk)b

The receiver for b uses a similar calculation to get the received bit brec in Eq. (8.5):

brec � �
n

k�1
qkck

brec � �
n

k�1
qk (apk � bqk)

(8.5)

brec � �
n

k�1
(pkqk)a � �

n

k�1
(pk)2b

brec � nb � �
n

k�1
(pkqk)a
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1This could be either the same transmitter or another transmitter adjusted so that both signals
reach the receiver at the same power level.
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The secret of CDMA is that pk and qk agree and disagree about the same amount, so
the interfering cross term

�
n

k�1
(pkqk) (8.6)

is small compared to n.
The PN code of CDMA has to send the signal message with minimal interference

with other PN codes. This can be done by generating a sequence of digits that does
not repeat itself for a long time or by using codes tailored not to interfere with each
other.

8.3.1 Pseudorandom sequences

Truly random sequences (without the pseudo- prefix) have three desirable statistical
properties for CDMA over the long haul:

1. Half the bits are 0 and half are 1.

2. The numbers of same bits in a row, the run lengths, are just one in a row half the
time, two in a row one-quarter of the time, three in a row one-eighth of the time, n
in a row 1/2n of the time.

3. Two sequences have half their bits equal and half not equal.

Generated sequences that follow these three rules are pseudorandom sequences (or
codes). It is far easier to have the transmitter and receiver agree on a generating func-
tion than to have them agree beforehand on a truly random sequence long enough for
a telephone call.2

A maximal length linear shift register sequence satisfies these three properties and is
easy to generate. We generate a sequence of zero-one bits an from

an � c1an�1 � a2an�2 � ��� � cran�r � �
r

i�1
ciai�r (8.7)

The ci are connections, and they are 1 when an is connected to an�i and 0 when there
is no connection.

Multiplication is done the usual way:

0 � 0 � 0

0 � 1 � 0
(8.8)

1 � 0 � 0

1 � 1 � 1

92 Key Radio Concepts
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whereas addition is done modulo 2:

0 � 0 � 0

0 � 1 � 1
(8.9)

1 � 0 � 1

1 � 1 � 0

Mathematically speaking, these operations form an algebraic field with almost all the
nice properties of the real numbers we use in regular algebra.

An example of a linear shift register sequence of four stages is to connect each bit to its
four predecessors, a1 � a2 � a3 � a4 � 1. This means that an � an�1 � an�2 � an�3 �
an�4. Consider a starting seed of 0 0 0 1, and we get

0 0 0 1 1 0 0 0 1 1 0 0 0 1 1 0 0 0 1 � � � (8.10)

This linear shift register sequence repeats every 5 bits.
Another example of a linear shift register sequence of four stages is to connect each

bit to its first and fourth predecessors, c1 � c4 � 1 and c2 � c3 � 0, so an � an�1 � an�4

without the middle two terms. With the same starting seed of 0 0 0 1, we get

0 0 0 1 1 1 1 0 1 0 1 1 0 0 1 0 0 0 1 � � � (8.11)

Note that this linear shift register sequence repeats every 15 bits. This is the maximal
sequence length for a four-stage sequence because there are 15 four-bit sequences
available. The sixteenth four-bit sequence, 0 0 0 0, produces its own very dull sequence
of all zeroes. This second example is therefore a maximal length linear four-stage shift
register sequence, and its length is 24 �1.

In general, a linear shift register sequence with r stages repeats every 2r �1 bits, and
a maximal length sequence repeats no more often than that. For every r, there is at
least one of maximum length, although it may be difficult to find.

A maximal length linear shift register sequence almost satisfies the three conditions
at the beginning of this section.

1. There are 2r�1 ones and 2r�1 �1 zeroes in the 2r �1 bit sequence. The fifty-fifty dis-
tribution of ones and zeroes is off by one part in 2r. This is one part in a million for
r � 20, a tiny deviation.

2. Run lengths of ones up to r in a row and run lengths of zeroes up to (r � 1) in a row are
in correct proportion, and there are no same-digit sequences longer than r. Thus the run
lengths up to r are statistically overrepresented by one part in 2r, again a tiny deviation.

3. Some mathematical algebra can be used to show that the difference between two off-
set sequences generated from the same r coefficients is another maximal length lin-
ear r-stage shift register sequence. Therefore, the difference between two offset se-
quences has half equal and half not equal within one part in 2r.3

Using offset maximal length linear shift register sequences as PN codes in CDMA,
an interfering signal looks like a noise contribution attenuated by the processing gain.
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3The difference is the same as the sum using the two-element algebraic field in Eq. (8.9).
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8.3.2 Orthogonal codes

Under the right circumstances, we can attenuate same-sector signals by more than the
processing gain. We do this by selecting bit sequences specifically designed to cancel
each other out. These are called orthogonal sequences or orthogonal codes.

Consider two signals A and B being sent on the same channel with two chips per bit.
Let ak and bk be the A bits and B bits for time period k. If the two chips are ck1 � ak �
bk and ck2 � ak � bk, then the receiver can compute the sum ck1 � ck2 for the A bits and
the difference ck1 � ck2 for the B-bits.4 In each of these calculations, the cancellation of
the other signal is not merely statistical; it is absolute. These two 2-bit codes agree ex-
actly half the time and disagree exactly half the time.

The theme matrix of Hadamard-Walsh orthogonal codes is H2 in Eq. (8.12):

�1 �1
H2 � (8.12)

�1 �1

Note that if we take any two rows of H2 and add their pairwise products, then we get
zero.5

The sum of pairwise products

a�� � b�� � �
k�0

akbk

is called the inner product of vectors a�� and b��. The inner product is also called the dot
product. When two nonzero vectors a�� and b�� have an inner product of zero, they are said
to be orthogonal.

We can take another step and build H4 from four copies of H2 in Eq. (8.13):

H2 �H2
H4 � (8.13)

H2 �H2

The four copies of H2 in H4 are the exact same structure as the four copies of �1 in H2.
Filling in the �1 and �1 elements of H2 yields four orthogonal rows of H4 in Eq. (8.14):

�1 �1 �1 �1

�1 �1 �1 �1

H4 � (8.14)

�1 �1 �1 �1

�1 �1 �1 �1
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4This calculation gets 2ak and 2bk. Since our receiver is using anything positive for �1 and any-
thing negative for �1, the extra factor of 2 does not matter.

5Not a lot of choice here, but bigger matrices have the same property.
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Any two of the four rows of H4 are orthogonal, so the entire H4 matrix is called an
orthogonal matrix.

The next step builds H8 from four copies of H4 in Eq. (8.15):

H4 �H4
H8 � (8.15)

H4 �H4

The resulting eight orthogonal codes of H8 (without the boxes) are shown in Eq. (8.16):

(8.16)

As in the previous two cases, H8 is an orthogonal matrix with any two of its eight rows
having exactly four matches and four mismatches. Changing the sign of any combina-
tion of rows does not affect their orthogonal property.

Consider a transmitter sending eight CDMA signals using these eight rows as PN
codes. Whatever the bits are, �1 or �1, the receiver sees no net contribution from any
of the other seven codes. There is no room for a ninth signal in this scheme, but eight
synchronized signals using H8 get a free ride with no interference among them.

We can mix orthogonal codes in powers of 2. We can use any row of Eq. (8.14) as an or-
thogonal spreading code at the expense of two rows of Eq. (8.16). For example, the first
row of Eq. (8.14) used with a processing gain of 4 takes the first and fifth rows of Eq. (8.16),
each of which otherwise could have been used with a spreading gain of 8. The first row of
Eq. (8.16) sends �1 � 1 or �1 �1, and the fifth row sends �1 � 1 or �1 � 1. This
technique is called orthogonal variable spreading factor (OVSF), and it is used in third-
generation (3G) CDMA to mix varying data rates in the same orthogonal PN-code space.

There is another use for the H8 codes. These eight codes are maximally different.
Consider 3 bits being sent on a noisy channel. The 3 bits can be used to select one of
these eight 8-bit codes, and the receiver can translate the code back into the 3 bits. This
is a processing gain of 8/3. The likelihood of selecting the wrong 3-bit combination is
minimized by choosing codes so far apart in their eight-dimensional space.

This eight-to-three scheme, this maximal distance in eight-dimensional space
scheme, is a noncoherent modulation scheme. To the demodulator, there is no differ-
ence between

�1 �1 �1 �1 �1 �1 �1 �1 and �1 �1 �1 �1 �1 �1 �1 �1

The eight-to-three processing gain strategy is less wonderful than eight noninterfer-
ing channels, but it does not require synchronized chips. The forward link is naturally

�1 �1
�1 �1
�1 �1
�1 �1
�1 �1
�1 �1
�1 �1
�1 �1

�1 �1
�1 �1
�1 �1
�1 �1
�1 �1
�1 �1
�1 �1
�1 �1

�1 �1
�1 �1
�1 �1
�1 �1
�1 �1
�1 �1
�1 �1
�1 �1

�1 �1
�1 �1
�1 �1
�1 �1
�1 �1
�1 �1
�1 �1
�1 �1
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synchronized with a common transmitter sending all the signals and can support eight
simultaneous orthogonal codes in H8.6 The reverse link is naturally unsynchronized,
and it would be very difficult to stagger the user terminal transmit times for simulta-
neous arrival of the chips at the base station receiver. Thus the eight-to-three strategy
may make more sense.

The logic described for H8 extends naturally to H64, where we have 64 orthogonal
codes. This gives is 64 noninterfering channels forward and 64-to-6 processing gain in
the reverse direction in cdmaOne systems.

8.4 Multipath and the Rake Filter

Life is simple when there is a single, direct path from transmitter to receiver. Every-
thing that is not signal is noise. Radio is more complicated when there are multiple
paths arriving at the receiver at multiple times, as shown in Fig. 8.3.

We can divide multipath into three rough categories, measured by the length of time
between the arrival of the first signal and the last signal, which we call the delay
spread. The delay spread can be roughly nanoseconds, microseconds, or milliseconds.
In digital radio, these three work out to fading, chip confusion, and echo. It is not the
actual delay that is the issue; rather, it is the difference in delay, which we call delay
spread, that concerns us. The term delay spread is used both for the distribution of de-
lay and for the time duration containing most of the distribution.

In the wireless telephone environment, echo is almost never a problem because ra-
dio paths rarely have such long delays. Echo is a major concern for communication
links of 1000 km (600 miles) or longer. We’ll let the long-haul microwave and satellite
engineers worry about echo.
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Figure 8.3 Multiple radio paths.

6In Sec. 8.8 we point out that this synchronization makes it economical to send a strong pilot
signal that the receiver can use for coherent demodulation.
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The nanosecond differences in path length are on the order of meters, a few wave-
lengths of microwave radio. The effect of multiple paths this close together is Rayleigh
fading, local dead spots about a wavelength in size. Thus there will be a bad call place,
about human hand size, usually right where you want to make a call. Spread spectrum
gives us significant protection against Rayleigh fading because the dead spots are dif-
ferent at different frequencies, and we are broadcasting our signal across a wide fre-
quency band. When delay spread is in nanoseconds, our signal is unaffected by chip
confusion. Even the highest chipping rates used in third-generation (3G) CDMA are no
faster than 5 Mchips per second, and a 5 Mchip per second rate is 200 ns per chip, or
60 m. The cdmaOne CDMA standard uses chips five times this long.

It is the chip-sized delay differences that concern us in CDMA. Except for the
Rayleigh fading, double images a microsecond apart are not a major issue in analog ra-
dio, but chip-sized delay spread in CDMA means that a receiver picks up two different
chips at the exact same time.

Consider the delay spread graph shown in Fig. 8.4.7 This is a plot of the radio power
received as a function of time delay after it is transmitted. If we sent a single, instan-
taneous pulse of energy, then this would be the energy over time at the receiver. In Fig.
8.5 we show the same delay spread in the timeline of CDMA chips. If our CDMA re-
ceiver locks onto the signal at the moment of maximum power, then there is significant
interference coming from the same signal at different times.

For a simplified example, suppose that the transmitter is sending a sequence of chips
A, B, C, D, . . . . Consider three paths of equal strength, 2, 4, and 5 chip periods in
length, as shown in Fig. 8.6. For example, when the E chip is transmitted, it arrives
three separate times. The first time the E chip arrives at the same time as the second
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Figure 8.4 Delay spread graph.

7We would like to say, “Consider the typical delay spread graph,” but radio paths vary so much
that there really isn’t a typical radio environment.
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path of C and the third path of B, so each received chip is really the sum of three chips
sent at three different times, B � C � E. The second time the E chip arrives, the three-
chip total received is D � E � G. And the third time the E chip arrives, the three-chip
total is E � F � H.

A single receiver synchronizes with one of the three paths and sees two-thirds noise
no matter which of the three paths it chooses. Suppose that it picks the shortest path
and looks for B, C, and D from B � C � E, C � D � F, and D � E � G. The other two
paths are time-shifted so that the receiver treats them as uncorrelated noise; they may
as well be other CDMA telephone calls. This comes across as a factor of 3 loss of S/N or
Eb/N0, a 5-dB loss.

The best solution is to add the three received signals in reverse order of their delay.
We call this reverse-order summation a rake filter or, in more engineering-oriented dis-
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Figure 8.6 Transmit and received signals with three radio paths.
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cussion, an adaptive matched filter. Each of the representations of the signal in
the rake filter is called a finger of the rake. It is a nice mathematical result that the
time reverse of the delay spread is, in fact, the optimal receiver for the multipath radio
channel.

In Fig. 8.7 we show a three-finger rake receiver recombining the three paths in
Fig. 8.6. Consider the E chip leaving the transmitter. The three E-chip arrivals at the
receiver are B � C � E, D � E � G, and E � F � H. The rake receiver combines
these three triple-chip sums to get (B � C � E) � (D � E �G) � (E � F � H), equal
weight for equal signal paths in this example. This works out to 3E � B � C � D � G �
F � H.

The sum of the three received chips generates the desired chip with triple amplitude
and six time sidelobe cross-terms. Triple amplitude is a ninefold power increase, so the
total result of multipath and rake filter is nine signal units and six time-shifted units.8

This is a 40 percent loss of S/N or Eb/N0, a 2-dB loss. In this example, the rake filter re-
covers 3 dB of the damage caused by multipath.

In our example we knew that the delay was spread over three chips. How does an
adaptive matched filter figure out the delay spread so that it can time-reverse it? The
receiver measures the signal over many chips and does a mathematical maximization
of signal strength. In the forward direction, the adaptive matched filter of the user ter-
minal uses the known characteristics of the pilot signal. When the results from the
adaptive filter match the pilot signal as closely as possible, they are also matching the
data signal as closely as possible. In the reverse direction, however, there is no pilot.
There is, however, an expected PN code in the signal. The adaptive matched filter at
the base station receiver attempts to combine the signals from different time delays to
reassemble the PN code. The maximum signal level of the PN code is the optimal re-
ceiver for the entire signal.

This is an interesting tradeoff in CDMA design. The data rate in chips per second and
the frequency bandwidth in hertz are typically very close. For example, a 1.25-MHz
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Figure 8.7 Rake filter reconstructing the signal.

8Triple amplitude is nine times the power because power is proportional to the square of
amplitude.
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channel carries 1.2288 Mbps. If almost all the delay spread energy fits within one chip,
then the rake filter and its time sidelobes have no damage to make up. However, if the
delay spread energy is concentrated in a time that short, then the channel is narrow-
band in terms of its resistance to multipath Rayleigh fading. The result is that if delay
spread is in the nanoseconds range, the signal suffers from Rayleigh fading but not
from delay-spread interference. However, if the delay spread is in microsecond range,
then Rayleigh fading is not a problem, but delay-spread interference is.

We have heard CDMA advocates tell us that one great advantage of CDMA is that
“multipath is our friend.” The idea seems to be that the adaptive matched filter creates
a sort of processing gain of its own to discriminate between signal and interference. In
actuality, the best possible rake filters achieve results almost as good as not having
multipath at all.9 As in the case of AMPS and GSM, more paths mean more power to
combat receiver noise, but the advantage ends here for FDMA, TDMA, and CDMA. We
see no particular advantage of having multipath present nor any particular advantage
CDMA has in dealing with it.

We call the forward direction a one-to-many broadcast environment. In the one-to-
many environment, the rake filter can reduce the damage of multipath, but each in-
terferer is amplified by the same coherent addition plus time sidelobes as the signal.

The reverse direction is the opposite, a many-to-one environment. This gives us an
advantage in the resolution of multipath because the interferers do not have the same
delay spread as the signal.

The example of three equal paths in the reverse direction gives the same results for
the signal path as in the forward direction. The receiver gets one triple-amplitude sig-
nal, nine power units, and six time sidelobes.

It is the interferers that have changed in this picture. In this example, the interferer
also has three equal paths from the transmitter to the receiver, but those paths have
spacing different from the signal paths. Thus, when the signal rake filter triples the
interferer, each of its three paths appears three times for a total of nine occurrences
of one power unit each. These nine power units of interference are a perfect match for
the nine power units of the triple-amplitude signal. The time sidelobes of the signal
are the only cost, just two-thirds of a single channel, no matter how many interferers
there are.

The reverse multipath many-to-one picture is brighter than the forward one-to-many
picture. With perfectly uncorrelated multipath and a perfect rake filter, the interfer-
ence cost of each interferer is no worse than it is in the single-path case. The only de-
structive effects of multipath are the time sidelobes of the signal.

8.5 CDMA Power Control

All the analysis up to here has been based on setting CDMA power levels to be equal
for each call, each PN code, with absolute certainty. Some calls are much closer to the
serving antenna than others and have much higher radio path gains. We call this the
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9The absence or presence of radio multipath is not a system design parameter but an attribute
of nature to be dealt with. And once nature is unkind enough to create multipath, the rake filter
is the best way to deal with it. We are objecting to the mythology that CDMA somehow turns this
obstacle into a kind of virtue that makes the system better. The best we can hope for is to keep
multipath from making the system worse.
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near-far problem, that signal paths vary considerably, as much as 80 dB if one sub-
scriber is 100 times closer to the base station than another. We use power control in
CDMA to adjust transmitters so that the received power levels are balanced.

In AMPS and GSM, we are happy with power levels matching within a few decibels.
This is nowhere near good enough for CDMA. A CDMA channel running at 85 percent
of its full call capacity will overwhelm a call received at just 1 dB below optimal
power.10 Because CDMA requires each user to have a proscribed fraction of the signal
pie, safety margins are not going to solve problems of inaccurate power control. Adding
a 1.5-dB safety margin to the power-control algorithm only serves to reduce system ca-
pacity by 30 percent.11 CDMA relies heavily on the power-control algorithm doing an
effective job of managing power levels.

When the mobile telephone starts a call, it sets its transmit power based on mea-
surements it makes of the forward channels. This initial choice of transmit power is
done without base station participation, so we call it open-loop power control. Once the
call radio link is established, within the two-way data stream is a flow of power-control
messages going in both directions, power-up and power-down messages. This feedback-
driven process is called closed-loop power control.

Sitting here, godlike, with full knowledge, we can solve the CDMA equations in Sec.
26.1 and determine optimal power levels. The live system has to try power levels, make
measurements, and send corrections. This is a two-way street because the user termi-
nal has to make its own measurements and send its own power instructions. In AMPS,
the base station measures the received power of the mobile telephone, computes the ra-
dio path gain, and instructs its own radio and the mobile telephone what power levels
to use. This kind of inference is not good enough for CDMA.

In CDMA, we determine the need for power-level adjustment by looking at the sig-
nal quality, as measured by the error rate. How do we measure signal quality in
CDMA? The forward error-correction systems provide bit error rate (BER) estimates.
The error correction figures out which bits are wrong and corrects them. It also can tell
the power-control system how often it had to do this. If this number is higher than an
optimal level, then the power-control system tells the transmitter to turn up the power.
And conversely, when this is lower than the optimal level, it tells the transmitter to
turn down the power. The radio link is therefore in a constant state of small corrections
in its quest to maintain optimal power.

It may seem odd that we reduce power in order to increase the number of errors to
an ideal level. However, in CDMA, a low error rate is an indicator that this signal is
using more than its allotted percentage of the entire signal power. This call is clear, but
at a cost of greater interference for all the other calls on the cell. Reducing the power
on this one call will bring all the calls on the one cell closer to equal in received power.

Sometimes the raw bit stream has too many errors to resolve, but this happens when
the signal is really lousy. When it does happen, there is no dispute that a power-up mes-
sage is called for.

Another approach is to measure the Eb/N0 directly rather than using the BER. For
each bit, we take the total amplitude of all its chips—just add them all up. Then we do
the PN-code arithmetic and recompute the total amplitude of all the chips. The first
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10One decibel down is 80 percent.
111.5 dB is 1.4 and �1.5 dB is 0.71, a 30 percent reduction.
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sum is the estimate of signal plus interference, and the second sum estimates signal af-
ter processing gain. If the second divided by the first is low, then we increase trans-
mitter power. When the ratio is high, we decrease power.

Both these techniques rely on statistical averaging for their success. Under normal
conditions, they point in the right direction just over half the time. It might take a hun-
dred measurements and messages to get power levels reliably within 1.0 dB of optimal.
Whereas AMPS sends power-control messages every 5 seconds, cdmaOne sends almost
1000 power-control messages each second. Even at this high rate, a moving user ter-
minal in a fading environment poses a power-control challenge.

Power control in CDMA uses all three methods. Open-loop power control is used to
set initial power in the reverse direction, and closed-loop power control is used to main-
tain optimal levels. Closed-loop power control has an inner loop that measures the
Eb/N0 directly and sends power-change messages in 1-dB steps. There is an outer loop
that measures the frame error rate (FER) and adjusts the target Eb/N0 for the inner
loop.12

There is an interesting tradeoff in power control. The energy efficiency of power con-
trol has a significant effect on total signal capacity. The power-control messages have
to travel between the system and user terminal somehow, and this takes more power
and costs CDMA capacity. We can send nearly perfect power-control messages by de-
voting a lot of power to power control. Or we can economize on power-control power,
have a lot of power-control errors, and live with a system out of power balance. These
are not the measurement errors in the last paragraph but rather the message errors in
the power-control messages themselves. Again, large numbers average out the errors,
but the power-control process becomes slower when the error rate is high.

If the measurement part is perfect—that is, if the receiver always makes the right
power change determination—then a high rate of power-control messages is supposed
to be more energy efficient. We could send a small number of large-change messages
with enough energy per power-control bit to ensure a highly accurate power-control
process. Or we could send a large number of small-change messages with less energy
per bit. The power-control process would be less accurate bit by bit, but the larger num-
ber of attempts more than makes up the difference.

It is tempting to visualize a system with a thousand power-control messages per sec-
ond maintaining exact power level and tracking the small boosts and fades of a tele-
phone moving at 60 mi/h (100 km/h). The power control in CDMA does keep control of
power, but this kind of accuracy is not part of the picture. There are significant capac-
ity losses due to power-control errors in CDMA. If we found that power control were not
a problem, then we would reduce the power allotment for power control and increase
the capacity of the system in this way.

8.6 Varying Data Rates

The cdmaOne channel has voice activity detection (VAD) and can use lower data rates
when there is less activity. The speech coder uses a full 9600 bits per second when re-
quired but can back off to 4800, 2400, or even 1200 bits per second when there is less
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12All the 3G CDMA systems use this dual-loop fast power-control structure in both forward and
reverse directions. cdmaOne uses it in the reverse direction and relies on its orthogonal codes and
a slower power-control scheme in the forward direction.
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voice activity. This is coordinated between the base station and the user terminal.
Lower data rates require less radio power, which reduces overall interference levels
and extends battery life.

In the forward direction, transmission of fewer bits per second is done by repeating the
same bits over and over again at lower power, essentially increasing the processing gain
by another factor of 2, 4, or 8. In the reverse direction, transmission of fewer bits per sec-
ond allows the user terminal transmit only a fraction of the time. The base station does
not expect transmission the other half, three-quarters, or seven-eighths of the time.

Why does cdmaOne user lower power in the forward direction and intermittent
transmission in the reverse direction? In the absence of any other issues, we would pre-
fer to have equal power over time with more spreading gain. The CDMA channel can
carry more traffic that way. This is the primary factor in the forward direction, so we
have the transmitter send repeating bits.

However, power control is more critical in the reverse direction because of the near-
far problem, and the base station can make better radio measurements when the user
is transmitting at a consistent power level rather than reducing its power level every
time the VAD unit notices that the speaker has paused. The base station receiver mea-
sures each frame and makes a power-control determination, up or down, and this de-
termination is much harder to calculate if the user terminal transmit power levels are
changing because of voice activity. The reverse power-control measurement issue over-
rides the preference for smooth power levels over time. As a result, in the reverse di-
rection, the best option is to have the user terminal either transmit at its full-bit-rate
power level or not transmit at all. In this way, overall transmit power is reduced from
the user terminal without interfering with power-control measurements.

8.7 Soft and Softer Handoff

CDMA uses a different kind of handoff, a soft handoff, where a user terminal is served
by two base station antennas at the same time. The need for extremely accurate power
control in CDMA requires a more sophisticated coordination among serving base sta-
tions than the break-and-make handoffs used in conventional reuse cellular systems.

As we will see in Sec. 26.1, it is important that a CDMA call be served by the right
cell sector, the one with the highest path gain. When CDMA calls are served by the
wrong cell sector, even momentarily, the overall capacity of the system is reduced dra-
matically. Radio signal paths vary enough from place to place that a mobile telephone
near a cell boundary might change its choice of the right cell dozens of times per
minute. Rather than execute dozens of handoffs (a ping-pong handoff situation) when
radio signal paths are close, CDMA shares the call with both cell sectors.

Unlike AMPS and GSM, cdmaOne CDMA systems let the mobile telephone deter-
mine when a handoff should occur. When the mobile telephone detects a pilot from a
new antenna face B, it informs its primary server A, and a link is established between
A and B. The new antenna face begins transmitting, so A and B are both sending the
same data. The base stations and mobile telephone coordinate their PN codes to make
this work.

Let us take a moment and examine how a two-to-one link can work. Consider two base
station antennas A and B serving a single mobile telephone. In the forward direction we
have two separate copies of the same message coming from A and B. The mobile
telephone resolves the two signals using the rake filter that it uses to resolve multiple
radio paths, as described above in Sec. 8.4. When the mobile telephone evaluates the
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signal quality for power control, it sends power-up and power-down messages that both
A and B obey.

In the reverse direction, we have two receivers picking up the same message and co-
ordinating their signals. When the two receivers are two sectors at the same base sta-
tion, the rake filter is used to combine them optimally. When the two receivers A and
B are at different base stations, one of them remains the primary base station, while
the others are called secondary base stations.

The signals from A and B are the same except, perhaps, for power control. When A
and B send conflicting power-control messages, this means that the signal is good
enough for one cell and not good enough for the other cell. The idea of soft handoff is to
maintain just enough signal strength to keep one base station happy, so the mobile tele-
phone powers down when it gets conflicting power-control messages.

When one of the two signals is no longer helping the call, that signal is dropped. If
the signal being dropped is the primary base station, then a secondary base station be-
comes the primary base station for the call.

This concept of a shared radio channel is possible because CDMA uses the same ra-
dio carrier in the same frequency range for all cell sectors.

When A and B are two separate base stations, we have a soft handoff until one of
them is dropped. When A and B are two sectors of the same cell, we have a softer hand-
off, as shown in Fig. 8.8.
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The CDMA channel allows more than two signals in the soft and softer handoff
process. cdmaOne supports up to six simultaneous signals.13 Thus we have three-way
soft handoffs, four-way soft handoffs, and various kinds of soft-softer handoffs.

Not all CDMA handoffs are soft handoffs. Sometimes the pilots of the two cells are
too different for the mobile telephone to synchronize them. Some vendors permit soft
handoffs from one MSC to another, but the ANSI-41 handoff standards in Sec. 15.1 do
not require it. cdmaOne supports having multiple CDMA carrier frequencies to make
the best use of more than 1.25 MHz of radio bandwidth. Handoffs under any of these
conditions can be the old-fashioned AMPS-or-GSM-style handoffs that we call hard
handoffs in CDMA. Handoff support requires signal coordination within the cellular
network, as described in Sec. 11.4.

8.8 The Forward (Downlink) Direction

The forward link from base station to user terminal has one base station sending a
common radio signal to many user terminals, a one-to-many radio environment. This
offers the opportunity to share broadcast resources and to synchronize signals.

Having a one-to-many environment allows for a strong pilot signal for each receiver to
use for coherent modulation and rake filter alignment. Carrier phase and multipath
change rapidly for mobile and portable telephones and slowly for fixed wireless local loop.

The synchronization of all the signals allows orthogonal codes to be used to minimize
interference. So long as the delay spread is not much longer than the chip duration, the
same-sector interference can be reduced significantly.

On the negative side of the forward link, the common path for signal and interfer-
ence means that the rake filter does as good a job coherently amplifying interferers as
it does coherently amplifying the signal. The optimal receiver is matched to the delay
spread of the signal. If the delay spread of the interferer is the same as the signal, then
it is going to give each interferer the same advantage.

8.9 The Reverse (Uplink) Direction

The reverse direction of CDMA from user terminal to base station has many user ter-
minals sending signals to a single receiving antenna at the base station, a many-to-one
radio environment. While synchronization is nearly impossible, each receiver rake fil-
ter can take advantage of the different radio paths to distinguish its own signal from
the other calls.

A reverse pilot has no economy of scale, so cdmaOne does not use one at all, and it
uses a noncoherent modulation scheme. The lack of synchronization makes the virtual
cancellation of interference using orthogonal codes not practical. However, the same or-
thogonal codes can be used as a noncoherent maximal-distance spreader.

On the positive side, each path has its own multipath characteristics, its own delay-
spread graph. A rake receiver optimized for one path is not going to give interferers the
same advantage. This relative advantage is only enough to combat the negative effects
of multipath, but this is better than the forward direction.
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nents for six simultaneous signals from four base stations.
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There is another advantage from the lack of synchronization in the reverse direction.
The statistical advantage of processing gain is that nonorthogonal interfering PN codes
look like noise. In the synchronized case, where the chips line up perfectly, the inter-
fering PN code contributes some virtual noise level. Consider the case where the inter-
ferer is offset exactly half a chip. When two consecutive interfering chips are the same,
the contribution is no less than the synchronized case, but when consecutive interfer-
ing chips are different, the contribution goes to zero. A perfectly staggered interferer
loses half its impact, 3 dB, from this statistical effect.

Let us assume that this effect is linear in the phase offset so that a quarter-chip off-
set gives us half the benefit of a half-chip offset. Then the average interference atten-
uation of chip offset is one-quarter of the interference, 1.2 dB, as shown in Fig. 8.9.

If there is a 1.2-dB opportunity with nonsynchronized chips, then why not do it in the
forward direction as well? Because the advantage of a common pilot and orthogonal
codes far outweighs this 1.2-dB advantage.

8.10 Conclusion

The CDMA technology applies extremely sophisticated mathematics to electronic
chipsets to obtain the advantages of spread-spectrum technologies. The engineers who
worked to develop the original AMPS reasonably could be astounded by the sophisti-
cated rake filters in CDMA user terminals, the encoding algorithms in Qualcomm
chipsets, the complexity and precision of closed-loop power control, and the cooperative
management of soft and softer handoffs.
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Today’s CDMA may seem to be the culmination of the integration of telephony, radio
engineering, and digital technology. In some ways it is. In other ways, all that has been
done merely lays the groundwork for what is to come. In the next two chapters we will
take a closer look at how cdmaOne is currently deployed. After that, we will look at the
new 3G/UMTS standards and their effort to increase vastly the data-carrying capacity
of cellular systems.
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Part

2
Standards for Cellular Systems

This short part of the book, “Standards for Cellular Systems,”
addresses the crucial topic of standards. In radio and telephony,
standards define interfaces, allowing different manufacturers to
produce equipment and components that will work together on a
single system.

In Chapter 9, “General Cellular Standards,” we provide a
background about the function and nature of standards and how
standards change technology. We also describe all the standards that
are specific to cellular telephony or have had a major effect on its
development.

Standards are not purely technical; they define customer features
as well as bit rates. We explore some of the deeper concepts
underlying the standards that define cellular telephony, including
the notions of vertical services and personal services. We conclude
Chapter 9 with a discussion of the first three generations of cellular
telephony, covering the evolution of the standards of today’s systems.

In Chapter 10, “Worldwide CDMA Standards,” we turn to today’s
worldwide code division multiple access (CDMA) standards for
second-generation (2G) and third-generation (3G) systems. 3G may be
exciting, but 2G is important. 2G systems still support about 900
million cellular users in 2002, so we provide in-depth technical details
of cdmaOne, previously called IS-95. Moving to 3G, we describe the
three CDMA systems that have been approved as 3G standards and
are beginning to be deployed. cdma2000 adds voice capacity and high-
speed user data support when overlaid on cdmaOne systems.
Wideband CDMA (W-CDMA) will be used to upgrade European Global
System for Mobility (GSM) time division multiple access (TDMA)
networks and will compete with cdma2000 worldwide. And the newest
member of the 3G CDMA family, time division synchronized CDMA
(TD-SCDMA), due to be deployed in China, incorporates the most
advanced develpments in several areas of cellular telephony and radio
to create flexible high-capacity systems. We provide in-depth technical
specifications for all these standards.
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Standards are powerful engineering tools created through a
process of human communication that is often politicized.
Understanding the strengths and weaknesses of the standards
underlying the systems we design and the equipment we install helps
us do a better job of creating solutions that design around the weak
spots and resolving problems on the systems we support.
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Chapter

9
General Cellular Standards

The whole notion of standards is rarely explained and can be quite confusing. This
chapter offers the what, why, and how of standards. It also explains why standards run
into trouble and sometimes fail to solve problems or even end up creating new prob-
lems. Engineers (those who write standards and those who work with them), execu-
tives, and customers all have different opinions about standards, sometimes very
strong ones. However, once we move past the opinions and understand standards prop-
erly, they can be a valuable tool for specifying and developing high-quality systems and
optimizing capacity. When we know the weak points and strong points of a standard,
we know where to pay the most attention in planning new systems, and we know where
to look when we need to solve problems.

9.1 The Role of Standards

Without standards, communication would be inherently unreliable. Prior to the stan-
dardization of English spelling, it was very difficult for a reader to be certain what word
an author meant. We have very few signatures belonging to William Shakespeare, but
we know he spelled his name three different ways. Worse, we are not sure what he
wanted Hamlet to say at certain key moments. Was Hamlet talking about “this too, too
solid flesh,” as most scholars think, or was it sullied flesh or perhaps sallied (attacked)
flesh? If Ben Johnson’s dictionary had come out before Hamlet, we might be certain.
But reading Shakespeare might be a lot less fun, too.

When we want to lay out instructions for how things should be done, we create a
standard. Standards are rules, and people have odd reactions to rules. People who want
to make sure that things work tend to like standards. People who like to have fun, do
things their own way, or do things the best way they can do not like standards. The
world of wireless engineers contains a lot of people with each of these attitudes.

In practice, however, standards are essential for radio and telephony. The reason for
this is that standards specify what the two components on either side of an interface
must do to communicate with one another. In defining what each component will send,
we define what each component must be able to receive. If we then define the states of
each component, the other relevant inputs, and the appropriate response of each com-
ponent, we have defined how each device operates to fulfill its role in the system.
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9.1.1 Types of standards

Standards are not laws. It is possible to develop systems without standards or with
purely proprietary standards and succeed in business. One of the world’s most ubiqui-
tous and successful cases of standardization, the system of red, yellow, and green traf-
fic lights, was never set as a standard. It was deployed, it worked, and it was accepted.
However, given the cost of developing new technology, certification of a standard—and
certification of a particular equipment model as meeting that standard—has a tremen-
dous amount of power in the marketplace.

For practical purposes, we can put standards into six different categories. Here they
are, with the most official ones first:

■ International standards are approved by an official body recognized by multiple govern-
ments and many companies. For the cellular industry, the most important international
standards organization is the International Telecommunications Union (ITU).

■ National standards are approved by a quasi-governmental body such as the American Na-
tional Standards Institute (ANSI) in the United States. Adherence to these standards also
may be regulated by an official government body, such as the U.S. Federal Communica-
tions Commission (FCC).

■ Industry standards are managed by industry groups, such as the Institute of Electrical
and Electronics Engineers (IEEE). These bodies often develop standards and propose
them to the more official standards organizations. Some industry groups are more tech-
nical, developing standards to solve problems, and others are more political or more
business-oriented, promoting particular technologies as they develop standards for them.

■ Proprietary standards are developed and maintained by a company who may license use
of the standard to other companies so that they can develop compatible systems.

■ Open standards arise when an organization makes its proprietary standard available for
general use at no charge. UNIX is an open standard.

■ De facto standards are accepted ways of doing things that are prevalent in society. The
color of traffic lights that we discussed earlier is an example.

Of course, a single standard may operate at many of these levels and is likely to
change status over time. For code division multiple access (CDMA), many of the stan-
dards were proposed by Qualcomm, which holds patents on many chip designs that
implement CDMA standards. However, Qualcomm did not keep the CDMA standard
proprietary. Only the patents on the chips are proprietary. ANSI, with the assistance
of IEEE and other organizations, took the CDMA standard for cellular telephony
through multiple revisions as Interim Standard 95 (IS-95) and then approved the
standard for North American cdmaOne. The ITU defined the third generation (3G) of
mobile telephony standards and requested proposals for standards to meet its re-
quirements. The CDMA Development Group (CDG), an industry group more on the
political and promotional side of things than IEEE is, proposed cdma2000, a standard
based on cdmaOne but meeting the requirements of ITU’s 3G. There is much more
than this to the story of CDMA for 3G, and we will discuss it again later in this
chapter.

Even when we know what the official status of a standard is, there may be confusion
about what is being standardized. This is discussed in the next subsection.
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9.1.2 Standards and interfaces

Standards can be confusing. One of the best ways to get clear about them is to ask the
question, What interface is being standardized? We can think of an interface as the de-
fined communication between two systems. Expanding on this idea, we can picture an
interface as a gap between two systems that is being crossed and the standard as the
agreed-on way to get information across the gap. At a detail level, each single standard
specifies one interface. However, we often use the term standard to mean a set of stan-
dards. For example, we talk about the Global System for Mobility (GSM) standard. Ac-
tually, the set of standards in GSM defines many interfaces: the radio-air interface
from base station to cell phone; the interface between the base station and the mobile
switching center (MSC), the standards for power control, and others.

In contrast, the CDMA standards used in cellular telephony specify only the air in-
terface. They define how voice signals, user data, and control signals will operate be-
tween the base station and the user terminal. The backhaul network from base station
to MSC is managed by independent standards, such as ANSI-41.

For complicated systems, it is valuable to break a single interface standard down
even further in several ways.

The best way to subdivide a standard sometimes depends on the nature of the tech-
nology. For example, in CDMA, we have subcomponents, including voice coding, the for-
ward link, the reverse link, and power control, for each of the links. A section of any
given CDMA standard (cdmaOne, cdma2000, W-CDMA, or TD-SCDMA) will be devoted
to each of these subcomponents.

This makes standards flexible and easy to improve. For example, a change to the re-
verse link would not necessarily affect the forward link. As standards evolve, new ser-
vices can be supported through the standardizing of new components. In the 3G initia-
tive, the addition of standards that support high-speed data transmission is a major
area of growth and change.

Another way of dividing a standard is to divide it into layers. The most common
method of layering telecommunications and networking systems is the Open System
Interconnect (OSI) model. The OSI model is, in a sense, a standard for creating stan-
dards. It allows the possibility of having parts of an interface specification independent
from one another. For example, the Internet uses the Transmission Control Protocol
(TCP) over the Internet Protocol (IP). Voice over IP (VoIP) systems transmit voice over
the same Internet Protocol but do not use TCP.

9.1.3 The difference between standards and
specifications

A standard is not, and should not be, a complete specification. There are two important
differences between standards and specifications. First of all, a standard defines an in-
terface, whereas a specification defines a component (also called as a device). Second,
standards contain less detail than specifications.

Any component can be viewed as being surrounded by standards, each of which de-
fines its interface to one other system component. The entire set of standards for a com-
ponent’s interface defines all the interfaces it must support to function well within the
system. As a result, a component functions well within the system when it meets the
standards for every interface. In such a case, the interface standards for all interfaces
of a component define the functional standard for the entire component.
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The challenge design engineers face is to understand the standard, to ensure that
their understanding is correct, and then creatively to specify and to design equipment
that meets or exceeds the standard in the best way. Problems arise when different en-
gineers interpret standards differently. Then components created by different compa-
nies do not work together.

A full specification is far more detailed than a standard. Even for a given interface,
standards answer some questions and define the remaining ones. One view of this is
that a good standard defines what each component will do at an interface, but the ques-
tion of how the component will do it is left to the design specification.

In addition, some devices do not have all interfaces defined by standards. A cellular
telephone is a good example. The air interface is defined, but the human interface is
not. Each vendor is free to design keypads, screen visuals, voice recognition, and bells
and whistles for the user without following any particular standard.

As written here, it seems that there is a linear progression from standard to specifi-
cation to design to production to deployment. This picture is far from reality. Some-
times a system is in production and being sold long before the formal standard is es-
tablished, as was the case with IS-95, which later became cdmaOne. Even when the
standard comes first, the process is iterative rather than linear. Standards themselves
undergo revision. Specifications have both logical and physical levels, as discussed in
Sec. 14.4. Specifications are verified to standards and, when prototypes are developed,
they are tested for conformance to standards. The processes of testing by a manufac-
turer, standards organizations, and independent testing laboratories is too complex to
go into in this book. However, it is important to note simply that any device may fail to
pass a test and need rework.

Also, unfortunately, mistakes can be made at any step in this process, resulting in
equipment that does not work or that works with lower capacity and quality than the
standard seemed to imply it could.

9.1.4 The benefits of standards

When standards work well, components made by multiple vendors can be designed for
each side of the interface, and all will work together on the same system. This enhances
both competition and innovation. When a standard is made public, any company can
produce equipment and seek to have it certified by the standards institution. With
more companies trying to make similar equipment, prices are driven down. Also, if a
company conceives of and develops equipment with new features, it will work on the
system as long as it meets the standard at all interfaces. As a result, we have cellular
phone wrist watches. They work on the network by meeting the air interface standard,
and they work for the user who likes them because they are unique in an area of de-
sign that is not standardized, their shape.

Standards committees have been known to solve technical problems, particularly by
bringing together experts with different specialties to create innovative solutions. Also,
the job of specifying an entire system is huge. The work of standards committees, which
often takes years, can be a first step, paving the way for accelerated resolution of tech-
nical issues within each company and thus for accelerated deployment.

9.1.5 Standards and politics

Standards also have a political side, much of which is not often seen as beneficial. In ac-
tuality, even this political dimension has neutral, problematic, and beneficial aspects.
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A neutral aspect of the politics of standards important to our understanding of the
world of CDMA is the way in which standards typically develop differently in North
America and in Europe. In North America, standards are often proposed by one or more
companies and then developed by a cooperative effort of businesses. Standards often
first appear either in proposals from companies to relatively unbiased industry groups,
such as the IEEE, or from industry consortia with an unabashed agenda, such as the
CDG. From these organizations, standards often move up the hierarchy of officialdom
to quasi-governmental or international organizations such as ANSI and ITU.

In Europe, standards are developed to simplify industrial and economic development
throughout the European Union. Consortia have an international flavor. In fact, some
might argue that creating, arbitrating, and managing standards is the European
Union’s biggest job. In any case, the ITU is the body based in Europe that is most rel-
evant to cellular telephony. The ITU has two groups relevant to our work, the tele-
phony group (ITU-T) and the radio group (ITU-R). Both groups create and certify stan-
dards relevant to cellular networks. Because the ITU is worldwide rather than
European, standards often move from ANSI to ITU.

Another dimension of the neutral politics of standards for wireless telecommunica-
tions is the relationship between standards and government regulations. The largest
governmental issue related to wireless is the allocation of specific frequencies. Available
bandwidth is considered a limited natural resource and is managed by governments.
They allocate particular frequencies in particular geographic regions for particular pur-
poses, and the space fills up pretty quickly. This makes manufacturing of equipment for
international sales difficult because the equipment must work in different frequencies
for different countries. Fortunately, most countries follow either the U.S. pattern of
spectrum allocation or the European pattern of spectrum allocation. The choice of fre-
quencies of operation has been a major issue in the development of ITU’s 3G standard.
Initially it was hoped that governments might reallocate bandwidth or allocate unused
bandwidth, allowing a single set of frequencies to be used for all terrestrial wireless
communications worldwide. This did not happen, and the European and American
bandwidths for their 2G systems (GSM and PCS) got carried over into 3G. In addition,
Japan has allocated frequencies on its own unique program and needs to coordinate 3G
deployment with its existing 2G Personal Digital Cellular (PDC) system.

When the 3G standards committee of the ITU failed to bring the world into one har-
monious standard, it approved five different standards, saying that each of them met
the requirements for certification as 3G. Each standard, of course, was proposed and
developed by an industry group or consortium. Since ITU’s decision, each of them has
been developing and promoting its own standard in competition with the others, with
billions of dollars at stake. This has led to significant clouding of technical issues as
each group sometimes attacks the others and sometimes obscures real issues in com-
plex verbiage to reduce its vulnerability to attack. We will discuss this unfortunate sit-
uation further in Sec. 9.2.3.

However, sometimes even the political side of standards clearly leads to good results.
If we may illustrate with an example from the personal computer (PC) industry, con-
sider the industry standard architecture (ISA) standard. When IBM developed the IBM
PC in the early 1980s, it broke ground by publicizing the standard instead of keeping
it proprietary and requiring expensive licenses. IBM did this because it was not sure
that PCs would succeed. IBM thought that making the standard open would encourage
innovation, and it did. Many small vendors invented PC hardware and software and
launched the PC revolution.
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However, this is not the end of the story. A few years later, IBM was upset about hav-
ing to share such a rich pie with companies such as Compaq. (Perhaps IBM did not re-
alize that when you open one side of a standard, you open the other side as well. IBM
expected adapter cards, but not clones.) IBM tried to close off the PC clone market by
coming out with a new, better PS/2 standard, which it kept proprietary.

The PC industry reacted first by getting together and declaring the original PC/AT
standard the ISA. They could now produce and test equipment for compatibility and
keep on selling even though IBM had left the fold it created. IBM went on to compete
with the PS/2 interface by creating the extended ISA (EISA) standard. IBM’s success
kept innovation going, and prices dropping, in the face of a monopolistic effort to re-
strict technology.

The final chapter of this story is relevant to the cellular industry. The EISA standard
outperformed the PS/2 standard, but it was less reliable. EISA told vendors what to
build but not how to build it, and some of them got it wrong. It was all too easy to buy
an EISA PC-compatible computer and an EISA card only to find that they did not work
together.

A competitor named Intel joined the fray. Intel introduced the peripheral component
interconnect (PCI) standard and provided computer chips for PCI controllers on the
motherboard and PCI adapter cards. Cards from different manufacturers talked to
motherboards from several other manufacturers, but at the actual interface, an Intel
chip was talking to another Intel chip. The result was a highly reliable standard that
still allowed for innovation. It was a bit more expensive, and you can guess where the
money went, but it was worth the price because of its reliability.

Why is this story relevant to a book on CDMA? Many of the patents on CDMA tech-
nology were developed by Qualcomm. Qualcomm proposed the first CDMA standard for
cellular telephony, which was accepted as Interim Standard 95 (IS-95) and then be-
came cdmaOne. Qualcomm takes an approach similar to Intel. Qualcomm produces
chips and licenses chip technologies that allow other vendors to create and sell reliable,
innovative equipment.

Qualcomm’s role in developing CDMA technology has been outstanding, but it has
created a strong polarization within the industry. Some companies may choose GSM
over CDMA even though CDMA is technologically superior because they do not want to
pay a license fee to Qualcomm.

Until September 24, 2001, every CDMA telephone call ever made went through a cel-
lular base station with a Qualcomm chipset or a chipset requiring a license from Qual-
comm for use of its CDMA chipset patents. On that date, an innovative piece of equip-
ment, a software-based radio base station developed by Advanced Communications
Technologies, Inc., established a call to a standard cdmaOne cellular phone. If this tech-
nology succeeds, then it could create software-based radio base stations that cost per-
haps 25 percent less than standard base station radio equipment and, very important,
can be upgraded by software releases instead of requiring chip replacements.

Even though Qualcomm holds and licenses the patents currently required to create
chipsets for CDMA, the international CDMA standard is independent of Qualcomm.
This is an example of how standards support innovation and increase competition.

9.1.6 The role of standards organizations

Standards organizations are subject to a great deal of political lobbying by businesses
with billions of dollars at stake. Some of the organizations, such as the ITU, ANSI, and
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IEEE, seek to be unbiased. Others seek to promote one technology aggressively, mount-
ing publicity campaigns and seeking to influence governments.

At the same time, standards committees are composed largely of engineers and tech-
nical experts from the industry. Even when there is no effort at pressuring the com-
mittee, each company’s level of interest in the committee and its decisions has a sig-
nificant effect on the quality of the committee. If a company feels that the problem the
committee is addressing is real and important, it is likely to send its best engineers to
solve the problem. If the solutions are sound, the company is likely to use and promote
the standard. Conversely, if the issues seem trivial or ill-defined or so politicized that
a good outcome is unlikely, then fewer expert engineers are sent, and the company’s
best experts stay at the office designing systems. This sometimes can lead to the un-
fortunate result that a company’s best engineers are designing systems to standards
developed by less talented people.

Standards organizations have a number of roles in relation to the development of
new technology. A highly successful technology, such as Qualcomm’s CDMA, can be de-
ployed before it is accepted as an official standard. CDMA was an interim standard for
many years even after it was supporting tens of millions of subscribers. In such cases,
the market will draw vendors to produce products that meet the standard before—per-
haps long before—the standard is final.

On the other hand, sometimes the work of standards committees can precede pro-
duction and deployment of equipment and systems. This can happen in two ways. In
one case, international, governmental, or independent industry standards committees,
while solving one problem, look ahead to define and solve another problem. This is
what happened in the evolution of 3G cellular standards. The ITU itself, having estab-
lished 2G standards, saw the need for a single 3G standard for cellular voice and data,
created a committee, and called for proposals. We’ll have more to say about what hap-
pened to the 3G committee later in this chapter.

The second way in which committees precede standards is the case where an inter-
est group representing a new industry or part of an existing industry is formed. These
not-for-profit groups promote the standard, but they are biased toward the standard,
and they expend effort marketing the ideas as well as defining them. This can lead to
difficulties, as we shall see when we discuss the evolution and definition of Personal
Communications Services (PCS).

9.1.7 The effects of standards on technology

In the case of a highly successful, rapidly accepted technology such as cdmaOne, suc-
cess comes first, and standards are almost an afterthought. However, they are a valu-
able afterthought. They can solve problems, reduce costs, increase reliability through
support of independent testing, and increase the life of a technology.

In the case of a good idea that does not get off the ground quickly, standards can el-
evate the idea to a long-term success. The imprimatur of a standards organization such
as ITU or ANSI can cause both manufacturers and major corporate customers to invest
in a technology when they have been hesitating, afraid that the technology might not
be adopted. This can create a positive cycle of investment and interest, driving the tech-
nology to success.

On the other hand, a poorly designed standard or a standard with technical flaws can
indemnify problems, creating long-term difficulties in the deployment of a technology.
This increases costs and can reduce capacity or reliability.

General Cellular Standards 117

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.

General Cellular Standards



The last major effect of standards is the case where two or more competing standards
are approved, and a long-term battle in the marketplace ensues. This is the case with
GSM (TDMA) and CDMA in the evolution toward 3G. The result is a mixed blessing.
Each technology is better off because it is standardized. The European cellular system
depends on the GSM standard, and the North American system depends on the
cdmaOne standard and ANSI-41. However, the existing standards, as well as the ex-
isting installed base of technology, create a basis for long-term competition and conflict.
The economic competition may not be a bad thing, but the conflict surrounding it often
creates problems. The standards process works well when everyone agrees on termi-
nology, concepts, and the definition of the issue being addressed. This is hard to achieve
when the stakes are so high that people begin to attack one another’s views and opin-
ions. It can be very hard to find unbiased, intelligent explanations, and there seem to
be even fewer unbiased, intelligent projections of what is likely to happen. When a
standards process becomes highly politicized, the results are often costly technical
problems and even costlier delays in deployment.

This is not to say that standards organizations should back away from politicized and
controversial issues. Just the opposite. At their best, standards organizations can bring
a rational process into defining a problem and developing solutions.

There are some smaller, but significant, effects of standards on technology in partic-
ular cases. Sometimes a small part of a standard becomes a significant driver in the
marketplace. The short message service (SMS) is a case in point. It was a small part of
the GSM system that allowed short text-paging-style user messages to travel over the
cellular signal channel. It has become a major industry in its own right and is now
spawning successors that can carry images and other attachments. Other times an ef-
fective standards committee quickly and quietly resolves a technical problem or a po-
litical conflict, allowing a technology to move forward more rapidly or more smoothly.

With all this said, let us take a look at some of the standards that have shaped the
cellular industry.

9.2 Generations of Cellular Standards

The original North American Advanced Mobile Service (AMPS) systems were the pro-
prietary AT&T and Motorola networks described in Chap. 6. From that point forward,
however, cellular technology developed through industry standards, and there has been
an effort to organize the standards into generations, where each generation has multi-
ple standards, but the standards provide roughly equivalent services.

It is important to note that the notion of generations postdates the actual imple-
mentations of the systems and standards. Also, this introduction to the standards will
be quite short because each one is described fully in other chapters.

9.2.1 First generation

The first generation (1G) label was applied retroactively to cellular networks with an
analog air interface, primarily AMPS and narrowband AMPS (N-AMPS), which were
described in Chap. 6. There was also a Nordic mobile telephone system developed by
Ericsson and Nokia and deployed in two versions in Nordic countries and one version
in France. Analog systems similar to or based on these technologies were deployed in
other nations, including Japan, England, and South Africa. All first-generation systems
used frequency division multiple access (FDMA) because other multiple access tech-
nologies require digital transmission.
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9.2.2 Second generation (2G)

Digital transmission technologies were called second generation (2G). Services grew
rapidly in the 1990s and also consolidated. Europe standardized on GSM using time di-
vision multiple access (TDMA), and many other nations adopted it as well. In North
America, 1900-MHz PCS services grew, and local calling plans became first regional
and then national. The North American services were a competitive mix of TDMA and
CDMA. GSM TDMA was described in Chap. 7. cdmaOne, the final version of 2G CDMA
in North America, is described in Sec. 10.1.

9.2.2.1 Worldwide usage profile. The current CDMA technologies for cellular tele-
phony got a later start than GSM. Throughout the 1990s, both services grew exponen-
tially, but CDMA had only about 15 percent of the market share. In 2002 we have seen
several industry reports and news articles suggesting that the European market for
cellular phones is nearing saturation; that is, just about everyone in Europe who wants
a cellular phone has one. Meanwhile, China has announced plans for rapid deployment
of a CDMA-based cellular technology, time division synchronized CDMA (TD-SCDMA),
in a market of 1,000,000,000 people.

As a result, market growth and market competition are likely to change. Rather than
competing to enter a new market in the first world, cellular providers are competing to re-
place one another in the first world and deploy or expand in the second and third worlds.

Nations that have adopted digital cellular networks typically follow either the North
American CDMA model or the European GSM model. Central and South America largely
adopted CDMA, although some nations, including Chile and Brazil, have both CDMA
and GSM. A few small countries with closer ties to Europe, such as the French West In-
dies, have only GSM. GSM is also the only 2G service throughout all of Europe, North
Africa, the Mediterranean, and the Middle East all the way to Pakistan. The only excep-
tions to this are Israel and the former Soviet Republic of Kazakhstan, which use CDMA.
GSM’s dominance extends all the way south in Africa, although some central and south-
ern African nations, including the Congo, Angola, Zambia, and South Africa, also have
CDMA. Russia has a mix of CDMA, American TDMA, and GSM, whereas China has
CDMA and GSM. India and Southeast Asia have a mix of both GSM and CDMA. The
island nations of Indonesia, Polynesia, Taiwan, and New Zealand have a polyglot of stan-
dards with CDMA, American TDMA, and GSM, whereas Papua New Guinea, Fiji, and
New Caledonia are solidly in the GSM camp. Australia has both GSM and CDMA. South
Korea and Japan both have CDMA, but Japan also has its own standard, PDC.

Second-generation cellular services have been very successful and have grown
rapidly. As of June 1999, there were 187 million GSM users worldwide, 42 million PDC
users, 34 million CDMA users, and 25 million users of non-GSM TDMA systems. By
summer 2001, GSM had 700 million users, cdmaOne had 100 million, and total world-
wide cellular use was estimated at an American billion (a British thousand million)
subscribers.

9.2.2.2 International intercompatibility. There was some effort to create compatible
systems internationally. The United States and Canada agreed to use the same plan
for telephony (both landline and wireless), creating a single North American telephony
system north of the Rio Grande. With the advent of PCS, the North American cellular
network included personal communications numbers (PCNs), allowing a person to 
keep a mobile telephone number even when changing service provider or changing
equipment.
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GSM took a different, and very clever, approach to personal number assignment and
made an effort to achieve truly worldwide interoperability. All the GSM user informa-
tion is on a smart card that you can plug into any GSM phone equipment, making it
your personal user terminal, even if you rent the equipment.

GSM services operate on five different frequency bands, GSM900, GSM1800,
GSM1900, and more recently, GSM850, and GSM450. Each model of phone may be sin-
gle band, dual band, or multiband. A phone that operates on both GSM900 (the primary
European carrier) and also on either GSM1800 or GSM1900 (the North American fre-
quencies) would offer seamless interoperability wherever there is coverage in Europe
and North America without changing phones.1

However, 2G did not offer seamless global service. In part, this was due to a lack of
demand. International travelers may be high-profile as well as high-profit customers,
but the bread-and-butter customers that grew the 2G client base were the increasingly
mobile citizens of each continent, not the globe-trotting executives.

This failure caused the ITU to propose an initiative for creating a single global stan-
dard. It was called the 3G initiative, and it began in the late 1990s. In addition to uni-
fying the world on one standard, the 3G initiative wanted to add high-speed data com-
munications support to cellular networks. This would allow subscribers to check
e-mail, browse the Web, log onto the corporate database, and generally be able to work
all the time until commercial services are added, and we can work and play online,
plugged in without wires wherever we are.

9.2.2.3 Additional data services (2.5G). It was reasonable to assume that it would
take several years to define 3G standards and deploy 3G networks. As a result, the
smaller goal of adding medium-speed services to existing 2G networks was defined. Stan-
dards that enhance 2G networks by adding data services were sometimes called 2.5G.

Each of the major 2G services had some enhancements. GSM was enhanced with
General Packet Radio Service (GPRS) and Enhanced Data Rate for GSM Evolution
(EDGE). GPRS adds data capacity to GSM via on-demand packet switching. Under op-
timal conditions, rates are as high as 115 kbps are achieved by assigning the user ter-
minal extra TDMA time slots for data when they are needed. EDGE is an enhancement
of GPRS that has a theoretical maximum speed of 384 kbps. It achieves these higher
rates through new algorithms that increase data per time slot.

When U.S. TDMA became an ANSI interim standard (IS-136A and B), it already sup-
ported data rates of up to 64 kbps and therefore could be classed as 2.5G. Its next evo-
lution will be the addition of TDMA-EDGE (IS-136 Outdoor), which will be fast enough
to be classified as 3G.

cdmaOne standards evolved from the 2G IS-95 standard and include data rates of
64 kbps, possibly up to 115 kbps. However, before these data services have come into
wide use, cdma20001xEV-DO has arrived, moving CDMA into 3G.

9.2.3 Third generation (3G)

The 3G initiative had two goals: to add the capacity to carry user data at high speeds
on cellular networks and to unify the world on a single standard. The ITU planned to
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1However, we wouldn’t want to claim that you could go all the way from Krakow to San Fran-
cisco without losing the call. There aren’t enough cellular base stations in the Atlantic Ocean. And
even if there were, you’d have to go by boat because, as we all know, cell phones must be turned
off when an airplane is in flight.
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have 3G cellular networks operational worldwide by the year 2000, but this did not
happen. Significant large-scale deployment of 3G technology was just beginning in
2002. Let us look at the rate of deployment first and then turn to high-speed data ser-
vices and the effort to create a unified world standard.

9.2.3.1 Slow deployment. Some of the reasons for the delay had to do with general
market conditions:

■ Almost everyone already has a cellular telephone. The GSM market is reaching satura-
tion, according to GSM telephone manufacturers and service providers.

■ Not that many people want to use data on their cell phones. Cell phones are for talking.
Wireless networking for personal digital assistants (PDAs) in public places is not that es-
sential. Most heavy mobile data users are satisfied with plugging in at a hotel, and within
an organization, wireless local area networks (LANs) make a lot more sense than cellular
systems.

■ Since 2001, the slump in the economy has slowed both demand and supply.

■ Initially, prices were way too high. New pricing plans, including flat-rate plans, are mak-
ing cost more reasonable as of summer 2002.

Among marketing people who promote technology, there is a general assumption
that people will be as excited by the next enhancement to technology as they were by
an earlier, truly revolutionary technology. This is unrealistic. Affordable portable cel-
lular telephones were a real breakthrough with obvious, immediate uses. They were a
genuine breakthrough for the cellular industry, just like the IBM PC with a spread-
sheet and a word processor was for the world of computers. However, once people have
a PC, they see that they do not necessarily need a better PC, at least not right away.
The same is true with cellular phones. The biggest competition for 3G might be 2G be-
cause people already have it and it works.

In addition, the conflict that prevented the creation of a unified standard took time.
The initial delays prevented deployment by 2000. The slow growth continued due to the
bursting of the dot-com bubble, which slowed the demand for high-speed mobile data
service and reduced available capital for major deployments in both information tech-
nology (IT) and communications. This was followed by the slowing of the general econ-
omy, which continues to limit the rate of growth of 3G system deployments.

Once the decision to accept multiple standards was made, each company or organi-
zation went on to develop standards and specifications for the technology it preferred.
Instead of building a single worldwide group of experts developing a single technology,
we now have five smaller groups competing against one another. It is impossible to
know the net effect of the decision to have multiple standards on the rate of deploy-
ment. On the one hand, the experts are divided into separate camps, reducing the size
of each brain trust. On the other, the competition to succeed first is pushing each group
to accelerate its efforts.

CDG, the group that proposed and is promoting cdma2000, has developed a migra-
tion path from cdmaOne to cdma2000 and gotten its phase 1 standard approved as
IMT-2000–compliant by the ITU. Both Verizon and Sprint PCS were upgrading their
networks to cdma2000 in the summer of 2000.

Meanwhile, wideband CDMA (W-CDMA), the successor to GSM, is having difficulty
implementing its standard. There are probably a number of reasons for this. One of
them may be a subtle point related to the upgrade of technology from 2G to 3G. There
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is a significant difference in migrating from cdmaOne to cdma2000 on a given
bandwidth versus migrating from TDMA (GSM or TIA-136) to W-CDMA on a given
bandwidth.

When migrating from cdmaOne to cdma2000, both the old 2G technology and the
new 3G technology are CDMA spread-spectrum technologies that are inherently resis-
tant to mutual interference. The 3G carrier can be overlayed on the same frequency
and appears as manageable interference to the 2G carrier. The ability of cdmaOne to
manage interference from cdma2000 carriers is further enhanced by the use of codes
that are orthogonal on both systems.

However, when migrating from TDMA to W-CDMA, the 2G TDMA system has no
such protection from the interference generated by the W-CDMA carrier. As a result,
there are only two ways to deploy W-CDMA. The service provider must either deploy
the equipment in a separate frequency or drop TDMA and operate CDMA. Since the
providers are already serving 700 million subscribers, dropping TDMA is not a realis-
tic option. Instead, W-CDMA must either operate in a previously unused range of spec-
trum or slowly edge out TDMA in the existing spectrum.

By whatever methods, the cellular providers will continue to upgrade their networks
to 3G. This will increase voice capacity and provide high-speed data capacity. At some
point, some new use for high-speed data services will the catch corporate and public
eyes, and we will see wide use of 3G data technologies.

9.2.3.2 High-speed data. The initiative is succeeding at reaching its goal of sup-
porting enhanced data services. Standards for high-speed data have been defined and
are being implemented in 2002, only a year or two after they were originally scheduled.
The data rates are still on the low end of where 3G hopes to go, but they can move up.

In fact, for cdma2000, CDG has defined a migration path that we describe in Sec.
10.2.

9.2.3.3 Unification and harmonization. The effort to create a unified worldwide
standard largely failed. There also was talk of harmonizing existing standards, but the
competition between cdma2000 and W-CDMA can scarcely be called harmonious.

As the attempt to develop a truly global standard unfolded, the stakes were simply
too high. Companies are already entrenched in different national markets, have hun-
dreds of millions of customers, and have invested billions in the ability to manufacture
current technologies. Understandably, each company wanted to continue to benefit
from the manufacturing base it had developed. Long-standing rivalries and resentment
over having to pay license fees (particularly to Qualcomm) did not make the situation
any easier.

Even if all the companies had agreed on a technology, there was no way to sort out
the bandwidth problem. Some nations follow the U.S. FCC in allocating frequency use,
and other nations follow the European model. As a result, there is no single frequency
available for terrestrial cellular communications worldwide. The ITU simply did not
have enough influence with national governments around the world to sponsor a new,
standardized allocation system.

In addition, although CDMA has distinct technical advantages, it is only used by
about 15 percent of the world’s cellular telephone users. Even if CDMA wins out in the
long run, it will take a good deal of time.

Instead of insisting on a single world standard, the committee approved five differ-
ent standards, saying that they met the overall standard of 3G communications. The
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overall standard was IMT-2000, which stood for International Mobile Telecommunica-
tions by the year 2000, the goal of the group. The five individual standards are as
follows:

■ IMT-DS (direct spread), also known as W-CDMA frequency division duplex (FDD)

■ IMT-TC (time code), also known as W-CDMA time division duplex (TDD), which includes
TD-SCDMA

■ IMT-MC (multicarrier), also known as cdma2000 multicarrier

■ IMT-SC (single carrier), also known as UWC-136 TDMA, the TDMA successor to GSM,
North American TDMA, and GPRS

■ IMT-FT (frequency time), also known as digital enhanced cordless telecommunications
(DECT), which is for small cells with stationary or pedestrian users and which does not
serve mobile terminals moving at vehicular speeds

We provide full specifications for the CDMA standards (2G and 3G) in Chap. 10.
However, we organize the 3G CDMA standards a bit differently. Rather than grouping
them by the type of technology used, as the ITU did, we organize them according to the
systems as they actually will be deployed around the world. First, we discuss cdmaOne,
the original North American 2G standard in a section of its own. We follow that with a
discussion of the 3G CDMA standards: cdma2000, W-CDMA, and TD-SCDMA.

■ cdma2000 is the successor to cdmaOne, which is being deployed across North America as
this book is being written.

■ European W-CDMA includes both IMT-DS and IMT-TC.

■ TD-SCDMA is being covered in a separate section because it will be deployed in mainland
China.

TD-SCDMA was included with IMT-TC for three reasons: It arrived too late to be
given a spot of its own; it was designed to replace 2G GSM systems, and it uses a sim-
ilar combination of time division and code division as does the original IMT-TC. How-
ever, it is a standard that will be deployed independently in China and may compete in
the third-world market.

IMT-SC and IMT-FT are not included in this book because they are exclusively
TDMA technologies, and they make no use of CDMA.

9.3 Conclusion

Standards are essential, and yet they often also create problems. This is natural. Stan-
dards committees face many complex issues. Even if we leave out the more political and
irrational pressures, standards committees must try to define how untested technolo-
gies will be developed and will serve vaguely defined customer needs. The time spent
creating and testing standards is essential, and yet it draws away from each company’s
own development efforts.

The most basic purpose of standards—to make it easier to create working systems
faster—is usually achieved. Or, at least, not having a standard is worse than having
one. When an interface is left undefined, the results are usually costly. One of the au-
thors (Kemp) saw a particularly vivid example of this when he was a local area network
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(LAN) manager. IBM PC compatibles had almost every essential standard defined. As
a result, it was easy to swap out keyboards, adapter cards, modems, CD-ROMs, and
monitors. However, there was no standard specified for a security device. Third-party
products fit the niche. However, they required removing the cover from every PC and
drilling a hole in it in order to install a lock bolt that could then be attached to a secu-
rity cable. If the IBM PC had had a standard for physical security, installing a physi-
cal security system would have been a lot less time-consuming.2

ITU, ANSI, and the other standards committees have a remarkable track record at
creating standards that enable communications systems. One essential fact should be
highlighted: Once a standard is defined, it is possible to create independent test proce-
dures that validate equipment models, each built to its own specification, as function-
ing according to the standard. If it functions according to the standard, it should be in-
teroperable with other equipment in the system. This increases reliability while
lowering the cost of manufacturing and helps products and services reach the market-
place at reasonable cost.

This technical face of standards is clear. The other face of standards, the more polit-
ical one, is considerably murkier. Now that five different 3G standards have been ap-
proved, there is an ongoing battle among them that often obscures issues rather than
resolving them.

Standards are a good tool for solving problems but not a good tool for comparing sys-
tems. And they are an even worse tool for predicting the future because the predictions
will be based on the fallacy that the best technology wins.3 How long it will take to
move the existing 2G networks to 3G and to deploy 3G cellular and wireless local loop
(WLL) worldwide is much more dependent on economics and politics than it is on
the differences between CDMA and TDMA or the even smaller differences between
W-CDMA and cdma2000.4

Now that we have defined the general background of standards and the history of
cellular standards, let us turn our attention to the standards that define the topic of
this book: CDMA systems. In Part 4, “Key Data Concepts,” we will address information
technology (IT) standards and the challenge of convergence. Convergence, or bringing
together telephony, IT, and video standards, is a challenge because these three tech-
nologies have developed separately for decades. Each industry’s standards were devel-
oped to meet different needs, provide different services, and solve different technologi-
cal problems. As we shall see, convergence is definitely a work in progress.
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2We did say at the beginning of this chapter that the lack of standards makes it easier to have
fun. Drilling holes in 20 computers was certainly an unusual experience.

3If the best technology always won, we would be listening to music on reel-to-reel tape recorders
and watching movies on Betamax tapes.

4As Ecclesiastes put it, “under the sun, the race is not to the swift . . . nor riches to the intelli-
gent . . . nor favor to men of skill . . . but time and chance happen to them all.”
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Chapter

10
Worldwide CDMA Standards

cdmaOne, originally American National Standards Institute (ANSI) Interim Standard
95 (IS-95), was the only second-generation (2G) code division multiple access (CDMA)
standard for cellular telephony. With the advent of third generation (3G), CDMA has
come into its own. cdma2000 was designed as the successor to cdmaOne, adding high-
speed data capacity and improving a number of technical features. It is being deployed
in North America in 2002.

Wideband CDMA (W-CDMA) is the CDMA standard designed to be a successor to the
Global System for Mobility (GSM) for the European market and other countries where
GSM is already in place. There is also WCDMA without the hyphen, a general term for
any wideband CDMA standard with 3.75 MHz of bandwidth or higher per carrier, three
times the bandwidth of cdmaOne. With this terminology, both cdma2000 and W-CDMA
would be types of WCDMA.1

CDMA is constantly evolving. In fact, efforts to define a fourth-generation (4G) set of
standards are already underway, as described in Part 9. The latest fully developed
CDMA standard is, however, time division synchronized CDMA (TD-SCMA). The TD-
SCDMA standard was developed too late to be considered for the United States and
Europe, but the People’s Republic of China, now the world’s largest market for cellular
telephones, has chosen to deploy a TD-SCDMA system. The effort behind the TD-
SCDMA concept seems to be to create a successor to GSM that combines several
multiple-access methods to achieve optimal capacity and optimal bandwidth flexibility.

These standards are summarized in Table 10.1. Please note that some of the sum-
mary information is provided in more precise detail later in the chapter. For example,
when cdma2000 and W-CDMA shift from CDMA transmission to time division multi-
ple access (TDMA) transmission to support higher data rates, they use additional forms
of modulation, not only quadraphase phase shift keying (QPSK).

10.1 cdmaOne (IS-95)

Qualcomm developed the chipset and proposed the standard that became first ANSI
IS-95 and then cdmaOne. ANSI IS-95A was a circuit-switched technology, and it was
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1The authors did not invent this terminology. We just have to live with it.

Source: CDMA CAPACITY AND QUALITY OPTIMIZATION
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followed by IS-95B, which added support for high-speed packet data. This technology
was an innovation of the 1990s, bringing spread spectrum into civilian use for the
cellular network. Major North American networks such as Sprint PCS and Verizon
Wireless, as well as smaller regional companies and some third-world nations, have
deployed cdmaOne. There are about 100 million subscribers in North America in
2002.

10.1.1 cdmaOne services

The service of cdmaOne is primarily voice telephone calls, but there are three cate-
gories of data service in cdmaOne: short message service (SMS), asynchronous data
and facsimile (fax), and packet data services.

Voice service in cdmaOne has evolved beyond the original IS-95 standard of IS-96A
code excited linear prediction (CELP) speech coding using rate set 1 (RS1), 8.55 kbps.
In the next section we point out the enhanced variable-rate codec (EVRC) and a higher-
bit-rate codec using rate set 2 (RS2), 13 kbps.

SMS is the service described in Chap. 20 that allows subscribers to send messages
up to 160 bytes in length. Typically, recipients of short messages are other mobile sub-
scribers, but there are also SMS subscribers outside the wireless telephone network.
These short text messages have a function similar to text paging. SMS user messages
are data carried on the signal channel without requiring call setup and without using
a dedicated channel.

126 Standards for Cellular Systems

TABLE 10.1 Comparison of CDMA Standards

cdmaOne cdma2000 W-CDMA TD-SCDMA

Assigned spectrum, MHz 1869–894 1869–894 2110–2170 2110–2170
Rx 1930–1990 1930–1990
Tx 1824–849 1824–849 1920–1980 1920–1980

1850–1910 1850–1910
TDD not paired 1900–1920
TDD not paired 2010–2025

Voice users/carrier 15–50 15–100 196 (max.) 48
Speech rate 8/13 k 8/13 k up to 13 k 8 k
Voice activity 4 levels 4 levels on/off on/off
Radio conditions No change No change 8 rate AMR 8 rate AMR
Data services 2G (few) 3G 3G 3G
Normal data rate 14.4 k 307.2 k (1x) 936 k 384 k
Ideal conditions 114 k 2 M (1x) 4 M 2 M
Typical mode FDD/CDMA FDD/CDMA FDD/CDMA TDD/TDMA/CDMA
Typical carrier 1.25 MHz 1x 1.25 Mhz 5.0 MHz 1.6 MHz

3x 3.75 MHz
Chip rate (Mchip/s) 1.2288 1x 1.2288 3.84 1.28

3x 3.6864
Modulation QPSK QPSK/OQPSK QPSK QPSK
Reverse pilot No Separate In channel Midamble
Forward power control Slow 800/s 1500/s Slow
Reverse power control 800/s 800/s 1500/s Slow
Smart antennas Maybe Maybe Maybe Yes
Joint detection No No No Yes
Cell identification Timing Timing PN code PN code
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Asynchronous data and facsimile are circuit-switched data services with a dedicated
data path for the duration of a call. Data rates of up to 14.4 kbps are supported by the
Radio Link Protocol (RLP) with automatic repeat request (ARQ), forward error correction
(FEC), and flow control. ARQ is an error-control protocol in data transmission. The ARQ
receiver automatically requests the transmitter to resend the packet when it detects an
error in the packet.2 Efficient ARQ and error correction can bring the error rates down
from typical cellular channel bit error rate (BER) values of 10�2 to acceptable data trans-
mission values of 10�6.3 With IS-95B, up to eight RS1 or RS2 channels can be aggregated
into a single digital stream so that the subscriber can see data rates as high as 114 kbps.

Packet services provide direct digital links through a service called cellular digital
packet data (CDPD) from the subscriber to a public packet data network (PPDN) such as
the Internet. The wireless telephone system conserves its air-interface resources by
putting inactive packet users into dormant states where they temporarily cannot send or
receive packets. Voice or circuit-switched data can be sent while the packet service is dor-
mant. Simultaneous voice and data on the same traffic channel are supported for sub-
scribers with user terminals equipped for this capability. These services are supported
even when the user terminal is handed off to another mobile switching center (MSC).

10.1.2 cdmaOne speech coding

The speech coder used in cdmaOne is the code excited linear prediction (CELP) de-
scribed in Sec. 18.2.1. The standard IS-96A speech coding for cdmaOne is RS1, 8.55
kbps. Two enhanced modes are offered, the enhanced variable-rate codec (EVRC) using
RS1 and the 13-kbps speech codec developed by the CDMA Development Group (CDG)
using RS2. A codec is a speech coder and decoder the same way that a modem is a data
modulator and demodulator.4

EVRC is a more sophisticated version of CELP that reduces the number of bits re-
quired for its linear predictor coefficients and pitch synthesis, so it has higher voice
quality at the same 8.55 kbps as the original IS-96A coding, as shown in Table 18.2.

RS2 is a higher-quality, higher-bit-rate CELP speech coding system. While it sounds
even better than EVRC, its higher bit rate of 13 kbps reduces the capacity of a
cdmaOne system by 40 percent compared with IS-96A or EVRC.

All these speech coders have multiple rates depending on the subscriber’s speech pat-
terns. When the speech pattern is less complex, they go to rate one-half. IS-96A and

Worldwide CDMA Standards 127

2This process is repeated until the packet is error-free or the error continues beyond a prede-
termined number of transmissions. ARQ is also sometimes used to guarantee data integrity with
GSM communications.

3Fax data are more error-tolerant than computer data. In computer data, flipping a single bit
can corrupt a program or render a data file unreadable. In fax data, flipping a single bit will turn
one dot from black to white, or vice versa, and the fax will still be readable. A low error rate im-
proves the appearance of the fax and also reduces the likelihood that crucial control characters
will be transmitted incorrectly.

4Codecs are used for music-quality audio and for video as well. The term codec refers to the com-
ponent that encodes and decodes the audio or video source into a digital signal. In cellular tele-
phones, the component is a hardware chip or chipset. On a computer, a codec may be implemented
in software, perhaps as a device driver. Codecs code and decode a signal according to one or more
standards. The standards often, but not always, perform compression. The term codec is also
sometimes used to refer to the standard rather than to the device.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.

Worldwide CDMA Standards



RS2 have a rate one-quarter mode for even simpler speech patterns. And they all have
a rate one-eighth mode that is used when the subscriber is not speaking.

10.1.3 cdmaOne radio bandwidth

cdmaOne operates using pairs of carriers for two-way communication, employing fre-
quency division duplex (FDD) with a 1.25-MHz carrier in the forward direction and an-
other 1.25-MHz carrier in the reverse direction. Each cdmaOne carrier uses a total of
2.5 MHz for bidirectional communication. Each pair of carriers theoretically could sup-
port 64 channels, each with its own Walsh code, but installed equipment usually sets a
maximum of about 30 channels, and practical limits created by interference
typically limit the number of calls per carrier to about 25. The cdmaOne system archi-
tecture supports multiple carriers in one system, 11 in the North American PCS band.

The multiple carriers of a large cdmaOne system are treated as a single resource in
channel assignment. The wireless telephone system selects an available carrier for
each channel at the start of a call, and the system can instruct the user terminal to
change to a different carrier during handoff, performing a carrier-to-carrier handoff.
For both voice and data service, one large single resource is more efficient for traffic en-
gineering than several small resources, as discussed in Chap. 21.

10.1.4 cdmaOne forward channel coding

The cdmaOne forward channel takes the RS1 voice signal, 0.8 to 8.55 kbps, and adds
frame, quality, and overhead information to bring it to 1.2, 2.4, 4.8, or 9.6 kbps. This is
doubled by convolutional forward error correction (FEC) to 2.4, 4.8, 9.6, or 19.2 kbps.
The lower bit rates are simply repeated to generate a speech-coded and forward-error-
corrected stream of 19.2 kbps.

RS2 uses a less aggressive forward error correction scheme, 4 to 3 instead of 2 to 1,
so its full 13-kbps rate still comes out to 19.2 kbps.

This stream goes through a block interleaver so that bursty errors in the channel do
not become adjacent errors in the bit stream. The bits are multiplied by a long pseudo-
noise (PN) code specific to the wireless call. Eight hundred power-control bits per sec-
ond are sent on a subchannel created by puncturing the 19.2-kbps data stream. Each
24-bit power-control group has 2 bits replaced with a power-control bit. The position of
the power-control bit in the 24 bits is one of the first 16 bits based on the last 4 bits of
the last power-control group.

Each voice channel is assigned one of 64 orthogonal Walsh codes so that the 19,200
bits per second are spread to 1.2288 Mbps. These bits are then spread once more by the
short PN code into in-phase and quadrature signals.

The pilot is sent at a high power level, transmitting all zeroes using Walsh code zero,
so its only coding is the short PN code. A synchronization channel of 1200 bits per sec-
ond is sent using Walsh code 32. The paging channel is sent on another Walsh code (be-
tween one and seven, inclusive) and has its own long PN code.

10.1.5 cdmaOne reverse channel coding

The reverse cdmaOne channel takes the RS1 voice signal, 0.8 to 8.55 kbps, and adds
frame, quality, and overhead information to bring it to 1.2, 2.4, 4.8, or 9.6 kbps. This is
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tripled by convolutional forward error correction to 28.8 kbps or less. When the speech
coder is running at lower rates, we use the data burst randomizer below rather than
repeating the bits at this stage. The reason why the forward direction repeats the bits
and the reverse direction sends them in bursts is discussed in Sec. 8.6.

As in the forward direction, RS2 uses a less aggressive forward error correction
scheme, 2 to 1 instead of 3 to 1, so its full 13-kbps rate still comes out to 28.8 kbps.

Each 6 bits is spread using the Walsh functions to 64 bits for a rate of 307.2 kbps.
These Walsh codes are not orthogonal in the reverse direction, but they do present a
good noncoherent spreading scheme with a ratio of 64 to 6. When the speech coder is
not operating at full rate, there is a data burst randomizer that sends rate one-half,
rate one-quarter, and rate one-eighth data at full rate one-half, one-quarter, or one-
eighth of the time. The bursts are not genuinely random, of course, since the receiver
has to know when to detect them, but they are well distributed over time.

The 307.2-kbps stream is spread by another factor of 4 using the long PN code to get
a 1.2288-Mbps data stream. This goes through an offset quadrature phase shift keying
(OQPSK) noncoherent modulator before going out over the air.

10.1.6 cdmaOne power control

Reverse power control is the three-step process described in Sec. 8.5. Power control be-
gins when the user terminal requests a channel for an incoming or outgoing call. The
user terminal sends a message called an access probe at the open-loop power level and
awaits a response. The entire process of sending access probes to set up a call is called
an access attempt. If the access probe is unsuccessful, then the user terminal waits a
random period of time and sends another access probe with 1 dB more power. If 16 ac-
cess probes fail, then the access attempt has failed. In this first step, power control is
handled based on the power level of the signal channel.

If the call channel is established, step two begins. The user terminal sets its initial
power level for the reverse channel using open-loop power control, measuring the pilot
signal power on the forward channel and adjusting its transmit power accordingly.
There are parameters telling the user terminal how much to add to its received power.
Since this power level is based on forward power statistics and the forward channel is
on a different frequency with different fading characteristics, this initial reverse power
level is just an estimate to be refined using the closed-loop power control.

Once a call is in progress, the third step begins, and the closed-loop power control
takes over. The closed-loop power-control system operates with feedback at two levels.
The inner loop is constantly measuring Eb/N0 800 times per second and sending power-
control messages to optimize Eb/N0. The outer loop is adjusting the target Eb/N0 for
each call by measuring frame error rate (FER).5

The outer loop is where the system pays for the higher-bit-rate speech coder, RS2.
While both speech coders, RS1 and RS2, send 28.8 kbps in the reverse direction with
forward error correction, the higher bit rate requires a higher Eb/N0 to maintain the
same BER after the error-correction stage at the receiver.

Increased vehicle speed also affects the target Eb/N0 required for a satisfactory BER.
The base station does not have to know if the user terminal is in a moving vehicle be-
cause the outer loop will increase Eb/N0 to compensate for declining BER performance.
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5Please recall that in CDMA, an Eb/N0 or an FER that is too low indicates that this channel is
too powerful, generating excessive interference for other channels.
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Forward power control is more casual in cdmaOne because the orthogonal PN codes
remove most of the same-cell interference. The user terminal keeps a running total of
frame errors and reports any sequence of frames over the required FER using a power-
measurement report message (PMRM). The base station reduces its power if it receives
no PMRM over a period of time. When a PMRM message does arrive, the base station
changes its power according to the message. This is typically a power increase, but it
can be a decrease as well. If the user terminal reporting threshold is lower than the re-
quired FER, then the base station could receive a PMRM message telling it that FER
is higher than necessary. While RS1 timers can be as long as one full second, the RS2
forward power is monitored and adjusted every two 20-ms frames.

10.1.7 cdmaOne cell identification

The forward pilot channel is the reference for all user terminals in the demodulation
process. It is also how the user terminal selects and identifies the serving cell at the be-
ginning of a call. Pilots for all base stations are set 4 to 6 dB higher than traffic chan-
nels so that the user terminals can detect them.

The pilot channels have a PN code of 32,768 chips, a duration of 26.66 ms, and 75
repetitions per second. All antenna faces use the same pilot PN code, and each cell sec-
tor is identified by a unique time offset of its pilot PN code. The timing is coordinated
through global positioning system (GPS) radios at the base stations.6 These offsets are
in increments of 64 chips, so there are 512 unique offsets. At the speed of light, about
300,000 km/s, these offsets work out to 15.6 km. Only the busiest systems have so
many cells that there is confusion among pilots at the user terminal. This confusion oc-
curs in regions where a user terminal detects so many pilots that it does not reliably
identify the best signal. We will have more to say about this in Sec. 30.1.

10.2 cdma2000

cdma2000 standards development is being promoted by the CDG. CDG is attempting
to deliver a series of incremental standards that provide a smooth, quick migration
from cdmaOne to cdma2000. The first versions are referred to as cdma2000 1x. The 1x
describes the carrier bandwidth as a ratio to the 1.25-MHz bandwidth of cdmaOne.
cdma2000 systems now being deployed are all 1x, with 3x expected later. cdma2000
adds data services, starting at about 144 kbps, and also has the potential to double the
voice capacity of cdmaOne networks.

In deploying cdma2000 1x systems, vendors hope to achieve the following objectives:

■ Increased voice capacity

■ Added or enhanced data capacity

■ Installation of software-upgradeable cdma2000 equipment, which will reduce the cost of
upgrading to later cdma2000 standards

■ Support for cdma2000 and cdmaOne user terminals on the same carrier frequency
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6GPS systems, in addition to providing timed triangulation allowing a receiver to determine its
exact location, also provide a readily available synchronized clock service.
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The cdma2000 standard will doubtless go through a number of modifications, as all
standards do. As of the time of publication, the International Telecommunications
Union (ITU) has approved cdma20001xEV-DO as a 3G standard. This is a current im-
plementation of cdma2000 with 1x (1.25 MHz) bandwidth using EVolution Data Only
(EV-DO) as a packet carrier.

As of this writing, we are aware of these cdma2000 detail standards7:

■ 1x data services up to 144 kbps.

■ 1x EV-DO, called 1X-EV phase one (also known as high-rate packet data air interface),
provides a completely separate carrier for data, increasing the data rate to 2.4 Mbps.

■ 1x EV-DV, called 1X-EV phase two, is expected to support data rates ranging from 3 to 5
Mbps. Several proposals have been submitted to the standards committee.

■ 3x is approved by the ITU as a 3G standard. It uses the space of three cdmaOne 1.25-MHz
bands plus outside guard bands for 3.75 MHz of bandwidth transmission in a 5-MHz space
for each direction or 10 MHz for full-duplex service. It can overlap its carrier on the same
frequencies with cdma2000 1x or cdmaOne carriers.

cdma2000 is being deployed in North America by both Sprint PCS and Verizon Wire-
less in 2002 as this book is being written. Also, Cingular, the eighth largest cellular ser-
vice provider in the United States and one of three major U.S. GSM (TDMA) providers,
has announced its plans to convert to cdma2000 with rollout beginning in November
2002. cdma2000 networks are also being deployed in Korea.

10.2.1 cdma2000 services

cdma2000 claims to be backward-compatible with the current cdmaOne standards.
With 100 million cdmaOne subscribers out there and 100 million cdmaOne user termi-
nals in circulation, this should be an important criterion. Some existing cdmaOne
handsets, however, seem to have problems working with cdma2000.

While cdma2000 has its own voice calls, the significant new service offering of
cdma2000 is the 3G suite of voice and data services. These services, based on the 1x
and 3x standards described earlier, are expected to provide data rates of 144 kbps for
high-mobility traffic, 384 kbps for pedestrian traffic, and up to 2 Mbps for stationary
traffic in picocells where user terminals are near their base stations. These data ser-
vices can be circuit-switched or packet-based.

There is a wide range of circuit-switched data rates:

■ 32- to 64-kbps computer connections analogous to dial-up modem connections

■ Integrated Services Digital Network (ISDN) access up to 144 kbps

■ 64- to 384-kbps connections for videoconferencing

Packet services are looking even brighter. Plans include multimedia and other data ser-
vices to a public packet data network (PPDN) such as the Internet with peak rates
ranging from 64 kbps to 2 Mbps. This includes Internet Protocol (IP) packet-based
videoconferencing. Traffic data services are carried in RLP.
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10.2.2 cdma2000 speech coding

The speech coding standards for cdma2000 are the two optional codecs from cdmaOne,
the 8.55-kbps EVRC codec using RS1 and the 13-kbps codec using RS2.

10.2.3 cdma2000 radio bandwidth

The radio spectrum of cdma2000 is based on the cdmaOne FDD 1.25-MHz channel as
its quantum level of radio spectrum. The cdma2000 standard offers five bandwidths in
each direction, as shown in Table 10.2 with their multiplier suffixes. Add an extra 1.25
MHz for guard bands in each direction, and double these bandwidth figures for a full
two-way FDD system, so a 3x system uses 10 MHz of radio spectrum.

There is more flexibility than just a selection of five bandwidth choices, however.
First, the wireless service provider may elect to use different bandwidths for forward
and reverse. For a community that surfs the World Wide Web, a 3x forward link and a
1x reverse link may be ideal. Second, the bands can be overlaid and combined.8 There
is a multicarrier mode for cdma2000 3x that not only sends its data on three carriers
at 1.2288 Mchips per second but also coordinates its Walsh codes to be orthogonal to
the cdmaOne channels in use.

10.2.4 cdma2000 forward channel coding

The forward modulation scheme in cdma2000 has separate in-phase and quadrature
bit streams as opposed to cdmaOne, where they are combined in the final stage of pro-
cessing gain. This gives cdma2000 an automatic factor of 2 in bit rate capacity at the
expense of a factor of 2 in processing gain.

cdma2000 supports two kinds of traffic channels, fundamental and supplemental.
The fundamental channel is used for voice calls and for low-bit-rate signaling during a
data call, the same 9600-bit-per-second RS1 and 14.4-kbps RS2 as cdmaOne.

Supplemental channels can be dedicated to a single user terminal or shared by mul-
tiple packet mode users. Every user of a supplemental channel must have an active
fundamental channel that may do nothing more than power control and low-bit-rate
signaling at one-eighth rate and one-eighth power. Forward supplemental channels are
controlled by the wireless service provider, so subscribers can share fixed supplemen-
tal channels in packet mode or can have their own supplemental channels, one or more
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TABLE 10.2 cdma2000 Bandwidth

Bandwidth Suffix

1.25 MHz 21x
3.75 MHz 13x
7.5 MHz 16x

11.25 MHz 19x
15.05 MHz 12x

8Even if there were no specific provision for carrier coordination, the direct-sequence spread-
spectrum (DSSS) principle makes the carrier resistant to narrowband jamming, even if the nar-
rowband jamming is from another DSSS carrier.
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on the same forward link. In the forward direction, the base station does the packet
scheduling and tells the user terminals which time slots are assigned to them.

To support the wide range of channel data rates, the Walsh codes use the orthogonal
variable spreading factor (OVSF) described in Sec. 8.3.2, so different channels on the
same carrier can use different spreading gains. cdma2000 3x supports 256 Walsh codes
with spreading gains as high as 256 and as low as 4. With 2 to 1 turbo coding FER, 3x
can support data rates over 1 Mbps. The cdma2000 pilot, synchronization, and paging
channels are similar to cdmaOne.

Recent work has developed the potential of the cdma2000 1x carrier. The 1xEV-DO
(1x EVolution Data Only) carrier is specifically designed for packet data. For user ter-
minals close to the base station (picocell service), 1xEV-DO achieves a peak forward di-
rection rate of 2.45 Mbps in only 1.25 MHz of radio spectrum. In its highest data rate
configuration, 1xEV-DO abandons QPSK and CDMA and goes into TDMA with higher-
order constellations in its modulation, 8-ary and 16QAM as demand and radio condi-
tions allow. It also uses turbo forward error correction, described in Sec. 17.2.2, which
is designed for large data blocks. Small changes in data rate are accomplished by re-
peating sequences of bits to stretch them out or by adding a few extra bits into the
stream, not enough to break the forward error correction scheme. This technique is
called puncturing the bit stream.

Other recent work has developed even higher-order modulation schemes in the
cdma2000 1.25-MHz camp. 1Xtreme uses 64QAM, 6 bits per symbol, as the key to even
higher speeds, with claims of packet data rates of up to 5.2 Mbps and CDMA data
throughput of 1.2 Mbps.

10.2.5 cdma2000 reverse channel coding

In contrast to cdmaOne, the cdma2000 reverse link supports multiple channels for a
single user terminal. The reverse channel set includes a pilot that allows coherent de-
modulation at the base station and more accurate measurement for power control and
the rake filter.9 The multiple reverse channels of a cdma2000 link are spread with or-
thogonal Walsh codes to keep them separate. The pilot uses a Walsh code of all zeroes,
the dedicated control channel uses an eight-chip Walsh code, the fundamental channel
uses a four-chip Walsh code, and the supplemental channels use 2-bit Walsh codes to
allow higher bit rates in favorable environments. Since the user terminal is sending
fewer channels than the base station, the reverse link can use shorter Walsh codes to
maintain orthogonality among its separate channels.

The fundamental channel is used for voice calls and for low-bit-rate signaling during
a data call, the same 9600-bit-per-second RS1 and 14.4-kbps RS2 as cdmaOne. Unlike
cdmaOne, the power-control bits are in the pilot channel rather than inserted into the
fundamental bit stream.

Supplemental channels can be dedicated or shared, the same as in the forward di-
rection. A single link can have only a fundamental channel, or it can have one or more
supplemental channels along with a low-bit-rate fundamental channel. When a single
reverse supplemental channel is shared among many user terminals, scheduling is
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9The potential of higher data rates makes the extra capacity overhead of a pilot worthwhile. In
cdmaOne, the highest reverse data rate is 14.4 kbps, which is not worth the extra overhead and
design expense of a separate pilot.
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handled by a medium access control (MAC) protocol. User terminals send MAC mes-
sages across their own dedicated control channels and get confirmation before they use
a shared supplemental packet data channel.

The reverse cdma2000 link puts the pilot and control channels on its in-phase bits,
puts the fundamental and supplemental channels on its quadrature bits, and balances
them using a technique called complex spreading. cdma2000 uses orthogonal complex
QPSK (OCQPSK), a technique to reduce out-of-band radio emissions. Because
OCQPSK came out of international committees from the United States, European
Telecommunications Standards Institute (ETSI), Japan, and Korea, it is also called
harmonized PSK.

The 1xEV-DO reverse link is CDMA with quick connection and teardown to facilitate
sleep modes to save battery power and fast reconnect so that the subscriber sees little
delay in packet service.

10.2.6 cdma2000 power control

Power control in cdma2000 reflects a concern for the need for greater accuracy in user
data transmission than in user voice transmission. If a cdmaOne subscriber walks or
drives into a fade area and the system does not respond for 20 ms, then the gap in voice
performance is small and not likely to be noticed. The same 20 ms in a high-speed
download could lose hundreds of bytes of user data. As a result, cdma2000 supports
high-speed power control in both forward and reverse directions, 800 times per second.
The reverse pilot contains the 800-bit-per-second power-control stream.

The power-control architecture is the same as cdmaOne. The open-loop method is
used to set initial reverse power based on received forward pilot power. Once a call is
in progress, the closed-loop power control takes over. The inner loop is constantly mea-
suring Eb/N0 800 times per second and sending power-control messages. The outer loop
is adjusting the target Eb/N0 for each call by measuring FER.

All the channels in cdma2000 use a fixed chip rate that depends on the carrier band-
width: 1.2288 Mchips per second for 1x and 3.68 Mchips per second for 3x. However,
they differ greatly in their BER requirements. A fundamental channel using RS1 at
one-eighth rate is sending 1200 bits per second over the same carrier as a supplemen-
tal channel carrying a live video signal or downloading a large database. The low-bit-
rate channel has far more spreading gain built into it and can transmit at far lower
power than high-bit-rate services, creating far less interference. And even among high-
rate services, there are dramatically different requirements because lost bits in a video
signal are far less consequential than lost bits in an accounting spreadsheet or an exe-
cutable program. The outer loop controls the amount of radio resource, in the form of
interfering power, that each channel uses.

10.2.7 cdma2000 cell identification

The forward pilot channel is the reference for all user terminals in the demodulation
process, just as in cdmaOne. Also, the user terminal uses the forward pilot to select and
identify the serving cell at the beginning of a call. Pilots for all base stations are set 4
to 6 dB higher than traffic channels so that the user terminals can detect them. All pi-
lots share the same PN code staggered with different time delays coordinated with GPS
receivers in the base stations, the same as in cdmaOne.
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10.3 W-CDMA (UMTS)

Wideband CDMA (W-CDMA) was designed as a 3G upgrade path for GSM networks
and is being deployed in Europe and Japan. The Universal Mobile Telephony System
(UMTS) is the European catch phrase for systems using W-CDMA.10 In addition to
specifying the use of W-CDMA, UMTS also specifies a frequency band of 1885 to 2025
MHz for terrestrial cellular networks.

As a standard, though, W-CDMA does have a significant innovation. The incorpora-
tion of different classes of service, offering quality-of-service definitions appropriate to
different functions (live personal voice/video communications, interaction with com-
puter system, e-mail, and so forth) into the design standard of a cellular network is
likely to speed development of worthwhile products and services for subscribers. These
classes of service are described below along with other W-CDMA specifications.

10.3.1 W-CDMA services

On registration with the system, the W-CDMA user terminal tells the network its ra-
dio capabilities in one of six categories:

■ 32 kbps for basic speech service and limited data rates up to 32 kbps

■ 64 kbps for speech and data, with the possibility of simultaneous speech and data

■ 144 kbps for videotelephony and other data services

■ 384 kbps for more data services, including advanced packet data

■ 768 kbps as an intermediate step between 384 kbps and 2 Mbps

■ 2 Mbps is the state of the art and is defined for the forward direction only

We will discuss the four quality-of-service (QoS) classes in W-CDMA: conversational,
streaming, interactive, and background. Delay sensitivity is the main distinction
among these W-CDMA QoS levels.

10.3.1.1 Conversational class. Conversational class is mostly circuit-switched
voice, but voice over IP (VoIP) and videotelephony are expected to require this type of
service. This is meant for communication between live human beings.

The traffic is symmetric in character, and the end-to-end delay must remain low.
Human perceptions define the requirements of the W-CDMA conversational class of
service, and people seem to allow 400 ms of end-to-end delay before the channel starts
to annoy them. End-to-end delay is from the caller’s mouth to the called party’s ear, so
delays created during encoding and decoding in the user terminals must be included,
as well as propagation and circuit delays.

Circuit-switched voice is old-fashioned telephone service, with the same voice qual-
ity as 2G GSM when radio conditions permit. Unlike cdmaOne and cdma2000, the
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10Note that although the United States has a reputation for arrogance, it is the European tele-
phony community that has declared its systems first global and now universal. GSM is operating on
several continents but is far from global. The authors’ research indicates that no cellular system is
likely to go beyond global, extending past earth’s biosphere to the larger universe, any time soon.
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W-CDMA speech codec responds to varying radio conditions, as we will describe in Sec.
10.3.2.

Video has delay requirements similar to speech, about 400 ms end to end. Com-
pressed video has a more stringent BER requirement than speech; that is, it requires
a lower error rate. W-CDMA has specified the use of ITU-T Recommendation H.324M
as the standard for videotelephony. ITU-T Recommendation H.324 is a standard for
multiplexing audio, video, user data applications, and system control onto a data
stream suitable for transport in the public switched telephone network (PSTN) or a
wireless circuit-switched network.

10.3.1.2 Streaming class. Streaming data are processed as a steady and continuous
stream. Typically, this approach is used for large multimedia files downloaded from the
Internet. Using this class of service, the receiving browser can start displaying the data
before the entire file is sent. The receiver has to collect data and send them to the ap-
plication in a steady stream.

Streaming applications are very asymmetric, with one direction sending almost all
the data. Picture a multimedia application where the subscriber watches an
audio/video presentation and clicks a mouse once or twice a minute to direct the trans-
mission. These applications tolerate more delay, and they can handle more jitter, that
is, more variation in delay (described in Sec. 17.1), than symmetric conversational
services.

Some of these services are designed and targeted for lower bit rates, 28.8 kbps,
whereas others are aimed at a high-end market, offering over 100 kbps.

10.3.1.3 Interactive class. Interactive class is designed for a person or a machine on-
line requesting information from remote equipment. This includes World Wide Web
browsing, database retrieval, and server access. The key quality element in this class
of service is the duration of the round-trip time from the subscriber stimulus to the
data response.

Location-based services fall into this category. Finding the nearest gas station or ho-
tel, or even a local map, depends on knowing the location of the user terminal. This can
be obtained through cell coverage-based positioning using radio propagation delays or
through network-assisted GPS methods.11

Computer games generally fall into the interactive class of service. However, if the
game is highly interactive, then it would be better to play it in the conversational class
with its even stricter delay requirements.

10.3.1.4 Background class. E-mail, SMS, and database downloads are less delay-
sensitive because the subscriber does not need to make an immediate response. A de-
lay of several seconds or even a few minutes may make little difference in these ser-
vices. Typically, these data have high accuracy requirements and must be delivered
error-free. If the forward error correction is insufficient, it may be supplemented by er-
ror detection and retransmission because the lack of delay sensitivity allows this.
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11In network-assisted GPS, the base station forwards GPS timing information to the user ter-
minal, but the user terminal does not have its own GPS. A third option would be to have a GPS in
the user terminal. In that case, the user terminal would identify its own location and inform the
base station.
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10.3.2 W-CDMA speech coding

W-CDMA uses adaptive multirate (AMR) speech coding with multiple rates that de-
pend on radio conditions. This is not the same as cdmaOne and cdma2000 lowering
their bit rates during times of reduced voice activity. The change in coding is triggered
by changing radio conditions, not by changing speech patterns. The W-CDMA codec has
eight rates from 12.2 kbps down to 4.75 kbps. The 12.2-kbps AMR speech codec is the
same as GSM, 7.4 kbps is the same as the US-TDMA codec, and 6.7 kbps is the same
as the Japanese PDC codec. Every 20 ms the system evaluates the load on the air in-
terface and the radio link quality of the speech signal. Depending on the results of
these measurements, the system may change the speech coding rate. When the trans-
mit power is getting close to its maximum, the AMR bit rate is reduced.

The coding scheme is algebraic code excited linear prediction (ACELP), and the mul-
tirate version is referred to as MR-ACELP. The bits are arranged according to their
subjective importance into three classes, A, B, and C, where class A is the most sensi-
tive. The forward error correction is designed to provide the most protection for class A
bits.

AMR has voice activity detection (VAD) for discontinuous transmission (DTx) to ex-
tend battery life and to reduce CDMA interference. The AMR transmitter sends a si-
lence descriptor (SID) frame at regular intervals so that the receiver can present com-
fort noise during the silent intervals.

The bit rate is controlled by the wireless network, so lower bit rates can be used dur-
ing high system loads. The lower bit rates are also used during periods of poor radio
connection to extend cell coverage. The AMR system allows a smooth tradeoff between
system capacity and coverage on one side and speech quality on the other.

10.3.3 W-CDMA radio bandwidth

The carrier spacing of W-CDMA is 5 MHz.12 There is some debate about the need for
guard bands in W-CDMA. In the standard, the proposal is to use complex filters so that
guard bands are not needed, and 5-MHz bands can be 5 MHz apart, center to center.
However, the CDG (which promotes cdma2000) has doubts about the feasibility of this
approach. The CDG claims that it remains to be seen if a system can be specified and
developed that will meet power emission requirements of the U.S. FCC. The CDG also
says that in many nations there may be difficulty placing 5-MHz W-CDMA adjacent to
other wireless services without adding guard bands. The potential for unmanageable
problems is higher if the adjacent service is not CDMA because that service will not be
able to manage interference as well as a CDMA service would. To date, all wireless ser-
vices of different types have been separated by guard bands.

If operated in the FDD mode, probably the most common duplexing method, then
separate forward and reverse carriers add up to 10 MHz. In time division duplex (TDD)
mode, a single W-CDMA carrier serves both the forward and the reverse channels in
5 MHz of bandwidth.
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12There are references to other W-CDMA bandwidths, 1.25, 10, and 20 MHz, but most of the lit-
erature we have seen on W-CDMA refers only to the 5-MHz carrier width. Later versions of the
W-CDMA standard include the multicarrier mode of cdma2000 described in Sec. 10.2.3 as part of
the W-CDMA standard.
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10.3.4 W-CDMA forward channel coding

The chip rate for W-CDMA, in either FDD or TDD mode, is 3.84 Mchips per second. All
channels in W-CDMA have pilot bits included at 1500 per second. By including pilot
bits in each channel, we avoid having to use a separate pilot channel the way cdmaOne
and cdma2000 do. In either case, the pilot is overhead—radio power dissipated into the
CDMA carrier spectrum to lock its receiver onto a known signal that does not carry any
subscriber data.

The W-CDMA carrier supports up to 512 forward channels using orthagonal variable
spreading factor (OVSF) to vary spreading gain. Voice channels use the longest codes,
512 bits, whereas higher-speed data channels use shorter codes down to 4 bits.

Speech and data can be multiplexed onto a single channel with 1500 time slots per
second. These are not TDMA time slots apportioned to separate channels but time slots
to allow a single radio channel to offer multiple services to one subscriber.13

Packet mode uses a shared channel, with TDMA over the radio link to multiplex data
to different users. The base station can send data to a variety of users by assigning dif-
ferent time slots to different users.

Both dedicated circuit and packet modes use 3 to 1 convolutional coding for low rates
and 2 to 1 turbo coding for high rates. For any required data rate, the system uses a
spreading gain to expand the result to near 3.84 Mchips per second and then repeats
some bits or punctures the bit stream to get the desired data rate to within 100 bits per
second of the target rate.

The TDD mode has no continuous pilot because there is no continuous transmission.
Instead, each data burst has a set of bits for coherent demodulation. These bits are
called a midamble because they are placed in the middle of the burst. The data bursts
are 2560 chips at 1500 per second, just a little bit longer than a GSM time slot. The
TDD mode also does not support soft handoff. Instead, all handoffs are mobile-assisted
hard handoffs. Also, the spreading gains used are lower, ranging from a maximum of
16 to a minimum of 1 (QPSK with no spreading gain).

10.3.5 W-CDMA reverse channel coding

The reverse channel chip rate is 3.84 Mchips per second, the same as the forward di-
rection. All the W-CDMA channels have pilot bits included at 1500 per second, also the
same as the forward direction. This ensures coherent detection in both forward and re-
verse directions.

The reverse carrier uses OVSF to allow spreading gains from 256 for voice and low
data rates down to 4 for high data rates. Speech and data can be multiplexed onto a
single channel with 1500 time slots per second.

Packet mode uses a shared channel. Time slots are assigned using MAC mes-
sages sent on the same shared channel using a slotted ALOHA protocol.14 High-priority
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13We say radio channel because engineers with a data-processing background would describe it
differently. We would see the time division supporting multiple voice and data channels through
a single device for a single user. This would allow, for example, two different applications on a per-
sonal digital assistant (PDA) to use time division duplexing to carry both a voice call and e-mail
over the wireless channel. We have a single radio channel, a single subscriber, and voice/data mul-
tiplexing over that channel.

14This is different from cdma2000, where the MAC messages are sent on a separate control
channel.
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subscribers are allowed to use shorter random times for retrying their attempts to im-
prove their access to the shared channel.

W-CDMA reverse channels use 3 to 1 convolutional coding for low rates and 2 to 1
turbo coding for high rates. For any required data rate, the system uses a spreading
gain to expand the result to near 3.84 Mchips per second and then repeats some bits or
punctures the bit stream to get the desired data rate to within 100 bits per second, the
same as the forward direction.

The reverse TDD mode uses data bursts of 2560 chips, 1500 per second, with a
midamble, and the spreading gain can vary from 16 down to 1.

The reverse W-CDMA link balances its in-phase and quadrature components with
complex spreading using OCQPSK, also known as harmonized PSK, the same as
cdma2000.

10.3.6 W-CDMA power control

Open-loop power control is used to set initial reverse power levels. Closed-loop power
control in W-CDMA, both forward and reverse, is sent 1500 times per second in the
same cycle as the pilot. The inner loop adjusts the power to meet the Eb/N0 target,
while the outer loop adjusts the Eb/N0 target based on BER. As in other CDMA tech-
nologies, this dual loop is important because W-CDMA anticipates that some of its sub-
scribers will be stationary while others are moving and will require a higher Eb/N0 to
achieve the same BER performance.

In TDD mode, the power control is slower, from 100 to 750 times per second, using a
closed loop in the forward direction with the same inner and outer loops. The reverse
uses only open-loop power control. We can get away with this because TDD uses the
same frequency for both directions, so the fast-fading characteristics will be exactly the
same for forward and reverse radio paths. In FDD systems, the different frequencies
for forward and reverse carriers make the Rayleigh fading characteristics different
enough that separate power control is necessary.

10.3.7 W-CDMA cell identification

Cell sectors are differentiated by 512 distinct scrambling codes rather than through the
use of timing differences. The user terminal acquires the cell signal by a three-stage
search:

■ Every sector has a primary synchronization channel (SCH) with the same 256-chip Golay
code transmitted 1500 times per second. (Golay codes are a set of PN codes with special
correlation properties.) The user terminal locks onto the strongest primary SCH.

■ The user terminal looks to the secondary SCH, synchronized with the primary SCH, for
one of 16 groups of scrambling codes.

■ Each of the 16 groups has 32 codes, and the user terminal tries these in sequence to find
a match.

This procedure is much faster than searching through 512 PN codes in sequence.
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Having distinct codes for each cell sector avoids any problem of timing errors due to
radio propagation delays at the speed of light.

10.4 TD-SCDMA

Time division synchronized CDMA (TD-SCDMA) is the newcomer among 3G CDMA
standards, and it has a different approach. cdma2000 was built from North American
cdmaOne, and W-CDMA was built from European GSM. As a result, they tended to re-
inforce, rather than resolve, the economic competition and rivalry between their 2G
predecessors. TD-SCDMA took a different approach. Although its network components
are optimized as a GSM upgrade path, its air-interface standard appears to be an ef-
fort to optimize capacity and flexibility using almost every available technology.

TD-SCDMA flexibly allocates air-interface resources using four different technolo-
gies for dividing the available capacity of the air interface: time division, code division,
frequency division, and space division.15 In addition, it is optimized for practical data
applications. In addition to supporting variable bandwidth in each direction, it has spe-
cial features to support a variable bandwidth ratio, a key support factor for Internet
browsing, graphical downloads, and other data functions.

In this section we will explain how multiple technologies were brought together
to optimize the potential for the air interface in the standard that the People’s Re-
public of China has chosen for its cellular deployment to the world’s largest subscriber
market.

10.4.1 TD-SCDMA services

TD-SCDMA offers the entire suite of 3G wireless voice and data services. Symmetric
voice and data service are supported, and they can migrate smoothly to asymmetric
data service where most of the flow is in one direction. Reverse data rates go up to 384
kbps, whereas forward data rates can go as high as 2 Mbps under the most favorable
radio conditions. All these data services are available in circuit or packet mode engi-
neered for efficient IP data service.

10.4.2 TD-SCDMA voice channel

The speech data rate for TD-SCDMA is 8 kbps. A single carrier can handle as many as
48 simultaneous voice calls with a spectrum efficiency three times greater than GSM.
The technology is designed for smooth migration from GSM while increasing spectral
efficiency by a factor of 3. Simulations show the 1.6-MHz TD-SCDMA carrier handling
28 calls per cell at 60 km/h, 24 calls per cell at 120 km/h in the city, and 22 calls per
cell at 120 km/h in a rural setting.

10.4.3 TD-SCDMA radio bandwidth

TD-SCDMA uses a TDD carrier of 1.6 MHz. There is no FDD mode because the TD-
SCDMA research is clearly oriented toward serving a voice and data market that can
be balanced in its forward and reverse usage and can be highly asymmetric with large
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downloads of data. It is easier to find narrower radio spectrum allocations of 1.6 MHz
than the broadband 5-MHz carriers require, especially in their preferred FDD mode,
where they require 10 MHz.

The seven time slots of TD-SCDMA allow the system to vary its forward to reverse
ratio from 6-to-1 to 1-to-6 dynamically as demands change.

10.4.4 TD-SCDMA channel coding

The TD-SCDMA channel is both time division and code division multiple access and di-
vides its resources as required by its user community. With time slots of 10 ms, it has
100 opportunities per second to adapt to its service requirements. The TDMA mode is
the dominant mode because it can operate at full rate. The CDMA mode of TD-SCDMA
can handle spreading gains of up to 16.

Like the TDD mode of W-CDMA, TD-SCDMA uses a midamble in its data bursts for
coherent demodulation because a steady pilot is impractical without a steady carrier in
each direction. TD-SCDMA user terminals compensate for the distance from their serv-
ing base stations by advancing their timing. This eliminates collisions between adja-
cent time slots that would occur due to propagation delay at the speed of light. The tim-
ing advance allows the system to use very short time gaps between adjacent time slots
so that air-interface time is not wasted.

10.4.5 TD-SCDMA space division with smart antennas

A central design point of TD-SCDMA is the use of adaptive antenna arrays, also called
smart antennas. Since the radio frequency is the same in both forward and reverse di-
rections, we can rely on measurement of the reverse signal to determine the phase re-
lationships in the forward direction.

An array of eight antennas measures each channel 200 times per second and adapts
its phase and amplitude relations to achieve an improvement of 8 dB in signal to in-
terference (S/I) over omnidirectional antennas. This is referred to as space division
multiple access (SDMA) because it takes advantage of the distance in space among user
terminals to reduce interference.

10.4.6 TD-SCDMA dynamic channel allocation

While the time slots and code division control intracell interference, TD-SCDMA mini-
mizes its intercell interference using four multiple access technologies:

■ TDMA is used by allocating traffic to the least-interfered time slots.

■ FDMA is used by allocating traffic to the least-interfered radio carrier because multiple
1.6-MHz carriers can fit in a radio spectrum of several megahertz.

■ Space division multiple access (SDMA) is enabled through the use of adaptive phased ar-
rays, that is, smart antennas.

■ CDMA is used by allocating traffic to the least-interfered code, with 16 codes per time slot.

These allocations are done dynamically to optimize radio resources according to the in-
terference at the moment.
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10.4.7 TD-SCDMA joint detection and power control

Joint detection (JD), also known as multiuser detection (MUD), is a mathematically
complex technology that filters out same-sector CDMA interference more effectively
than the PN-code multiplication used in other current CDMA standards. JD uses a
training sequence within each time slot so that the receiver can estimate the parame-
ters of the radio channel. In TD-SCDMA, the emphasis on time division multiplexing
allows the CDMA component to operate at a lower spreading gain. Having only 16 pos-
sible codes allows the receiver to do the calculations. The high number of codes used in
other 3G CDMA systems would require huge computer processors to perform the cal-
culations necessary for optimal multiuser reception.

The claims are that JD offers significant gains in CDMA capacity and that it allevi-
ates the near-far problem by allowing differences as large as 20 dB in reverse channels
signals. The result of this is that TD-SCDMA does not require high-speed power-
control algorithms. Eliminating sophisticated and rapid power control reduces the
CDMA capacity overhead for power control. This allows the resource that otherwise
would be dedicated to power control to carry subscriber voice or data, increasing ca-
pacity. This change also makes the equipment simpler and cheaper.

10.5 Conclusion

We have now explored the standards that allow multiple vendors around the world to
produce interoperable equipment for CDMA systems. Standards are intended to sup-
port the rapid deployment of reliable, compatible, high-quality systems. Implementa-
tion in the real world always falls below the ideal of the standards to some degree. As
we move forward, we will first provide additional background information in data sys-
tems and telephony and then move on to discuss the real-world capacity and quality is-
sues, helping you to improve your real-world systems so that they approach the opti-
mal design implied in these standards.
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Part

3
Key Telephony Concepts

The primary purpose of the cellular system is to carry telephone
calls. However, readers with a radio engineering or data systems
background will not have an in-depth knowledge of the fascinating
history and deep concepts that underlie telephony. The public
switched telephone network (PSTN) is a worldwide technological
marvel, and much of its technology is adopted and adapted into the
wireless network.

Part 3, “Key Telephony Concepts,” provides knowledge of telephony
engineering and technology and its application to wireless networks.

In Chapter 11, “The PSTN and Telephone Switching,” we look at
the basic structure of the PSTN, including the local loop and local
access provisioning, PSTN trunks and switches, and private branch
exchanges (PBXs). We then take an in-depth look at telephone
switches and their functions. With this background, we can present
the switching functions that are key to cellular telephone networks,
including roaming, paging and registration, all the different types of
handoff, and the call statistics that allow us to trace problems and to
bill our customers. Chapter 11 provides the tools you need to design
and troubleshoot the switches at the mobile switching center (MSC),
the nerve center of our cellular network.

In Chapter 12, “Telephony Engineering Concepts,” we describe the
steps of a telephone call and define the issues that determine quality
of service. We also describe the architecture and engineering issues
significant to wireless telephone networks.

In Chapter 13, “Telephone Transport,” we introduce the technology
that carries telephone calls over distance. After a discussion of the
protocols of telephony, we take an in-depth look at wireless system
transport, which is the basis of the backhaul network that connects
base stations to the MSC.

In Chapter 14, “Signaling with SS7,” we turn our attention to the
system that provides signaling control for the entire worldwide
telephone network. We describe the underlying principles and features
of the Signaling System 7 (SS7) network and its operational functions.
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In Chapter 15, “ANSI-41,” we introduce and explore ANSI-41, the
standard that defines the signaling operations for all code division
multiple access (CDMA) networks, both second generation (2G) and
third generation (3G). ANSI-41 defines the communications that
must be used to support inter-MSC handoffs, roaming, and the short
message service (SMS). It also contains functions for operations,
administration, and maintenance (OA&M) and over-the air service
provisioning. ANSI-41 is crucial to 3G network design and
operations because it defines how CDMA networks will communicate
with the Internet and other data networks around the world.
Although ANSI-41 officially sets the standard only for
interoperability between networks, in reality, it functionally defines
the core aspects of every CDMA cellular system.

In Chapter 16, “Call States,” we introduce a practical design and
troubleshooting tool, the state diagram. As we introduce the tool, we
also provide models of landline and cellular call states for
traditional telephone calls, call waiting, and three-way calling. If
you are not already familiar with state diagrams, you will find that
they help engineers define problems clearly, speeding the way to a
solution.

The capacity of any system is limited by the capacity of its weakest
link, its bottleneck. While CDMA is the technology of the air interface
between our subscriber’s cellular telephones and our network, an
optimized CDMA radio link will not solve all our capacity or quality
problems. With a deep understanding of telephony, we can design
and implement optimal cellular networks not only at the base station
but also at the MSC and in the backhaul network that connects the
base stations to the MSC.
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Chapter

145

11
The PSTN and Telephone Switching

Telephone switches are the core of the public switched telephone network (PSTN). It is
hard to imagine a telephone system without switches, although there was one on Wall
Street about 100 years ago. In some very old movies you will see a businessman’s desk
with over a dozen phones. One rings, and the executive fumbles, picking up phone af-
ter phone until he knows who called. Each phone had only one wire leading to one des-
tination, with one phone at the other end. A person needed a separate telephone with
a direct line to each person he or she might ever want to call.

Switches eliminated that limitation, allowing any one telephone to reach any other
telephone. The earliest switches were manual patch-bays, where an operator would sit
in front of a board and make connections as subscribers requested them. These con-
nections may have started with people’s names, but the telephone company was soon
large enough that individual lines were referred to by number: “Operator, please con-
nect me to 7283.” These gave rise to another Hollywood image, that of the operator
plugging and unplugging cords, one after the other, throughout a busy day.

With the advent of automated switches, people were not part of the switch any more,
and Hollywood lost interest. But this is where our interest begins. In this chapter we will
explore the development and function of the automated telephone switch from the early
mechanical days to the latest electronic technology. This chapter’s final section will look
at the additional functionality added to switches to support mobile telephony services.

11.1 The Public Switched Telephone Network (PSTN)

The core of the PSTN is the network of switches that are used to carry a telephone call
from the switch that connects to the calling party to the switch that connects the called
party of a telephone call. The cabling and equipment that connect telephones to the
network of switches are often referred to as the local loop.

11.1.1 The local loop

The vast majority of residential subscribers access the network using analog devices
such as two-wire analog telephones, fax machines, and modems. The PSTN services
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these customers by providing a twisted pair of wires to connect the telephone to the lo-
cal exchange office.1 A novel feature of the analog loop is that it uses a single twisted
pair for both the talk path and the listening path of the call, as well as the signaling of
digits, sensing of on- and off-hook, and ringing the telephone. Of particular interest to
us is the ability to carry both the talk and listening paths. This is accomplished by us-
ing a device called a hybrid circuit at both ends of the loop. The hybrid circuit essen-
tially channels the incoming signal to the earpiece while channeling the signal from the
microphone or mouthpiece out to the line without excessive energy going to the ear-
piece. Ideally, it also ensures that no energy is reflected back to the other end of the
line, a phenomenon called echo.

Modern local exchange offices may use specialized equipment located close to the
telephone to minimize the length of the twisted pair of wires. For the purpose of this
brief introduction, the scenario used will be that the twisted pairs extend all the way
back to the local exchange office. It is important to note that each telephone number is
assigned a physical presence—think of it as a pair of terminals—on the local exchange
office. A call to a telephone number will result in the switch sending the call to that
physical location on the switch. All telephones connected to the other end of the twisted
pair are assumed to have an assigned telephone number.

The actual procedures used between the telephone and the telephone switch to com-
municate the user’s desire to place a call or to alert the user that the telephone num-
ber is being called are the topic of Sec. 12.1.

A useful concept is that of a line, a transmission path that can be switched only at
one end. The twisted pair that connects the telephone to the switch is a line, since it is
static at the telephone end and only switched at the local exchange office end. If the
twisted pair were connecting a pair of switches such that the twisted pair could be
switched at both ends in order to complete a circuit, then the twisted pair would be
called a trunk, a transmission path that can be switched at both ends. If the trunk is
virtual, that is, digitally multiplexed with other trunks onto a digital facility, then it is
still referred to as a trunk. The physical facility on which the multiplexed digital sig-
nals are being carried is often referred to as a line, but the trunks that are being car-
ried remain trunks. A collection of several trunks between two switches is referred to
as a trunk group.

11.1.2 PSTN equipment

The term local exchange office is often used to describe the telephone switch used to
connect customer equipment to the PSTN (via the local loop). Two other common terms
for this switch are central office and class 5 office. The latter term has its origins in the
early architecture of the PSTN, which used a hierarchy of switches, class 1 through
class 5, to perform the function of routing calls across long distances.

Unless the calling and called parties are connected to the same local exchange office,
the call will be routed through additional switches to get from the calling to the called
party. The calls will be routed between the switches over trunks. The trunks may, in
rare instances, still be a pair of analog wires. A more common form of analog trunk uses
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a pair of wires in each direction so that the two voice paths remain separate. The vast
majority of trunks in use today are virtual in nature rather than physical trunks be-
cause they are digitized and multiplexed onto some form of digital facility capable of
handling multiple simultaneous trunks. (In telephony, we are using the term virtual
for these trunks because they are not separate wires but multiplexed into a larger fa-
cility. These trunks have a well-defined presence on the specified facility, with specific
bits reserved for them. In data communications, when we refer to a virtual circuit the
connection is defined only by its end points and not by any specific facility or route.)
The basic digital building block in North America is the DS-1, capable of supporting 24
trunks. These trunks may traverse many other types of equipment in order to get from
one switch to another, such as multiplexers capable of routing the trunk over both cop-
per and optical fiber, cross-connects, and equipment designed to cancel any echo from
the other end of the call.

The most common form of digital encoding used by these digital facilities is referred
to as pulse code modulation (PCM) and has been standardized to be a 64-kbps bit
stream consisting of 8-bit samples taken at 8000 samples per second. This data encod-
ing technique (described in Sec. 18.1) is assumed for the design of the various digital
transmission facilities and equipment used to interconnect telephone switches and as-
sumed in the design of the switches themselves.

The DS-1 facility, capable of carrying 24 simultaneous calls, is formed by concate-
nating 24 eight-bit samples into a frame and then adding a framing bit used for frame
synchronization. Therefore a DS-1 frame is 193 bits long, carrying 192 bits of informa-
tion. The repetition rate is 8000 frames per second, as required by the PCM coding
method, resulting in a bit rate of 1.544 Mbps, of which 1.536 Mbps is information, that
is, the 24 samples. The position of the sample within the frame is commonly referred
to as a time slot.

A DS-1 facility actually consists of two DS-1 framed transmission paths, one for the
forward direction and one for the reverse direction, so that the voice path is completed
in both directions. The 24 time-slot pairs that result when used to connect switching
systems are still referred to as trunks. A DS-1 facility can be used for purposes other
than carrying trunks, so a more general term for a time-slot pair is a channel.2 Chap-
ter 13 describes in greater detail the hierarchy of digital transmission facilities.

There are two standards for interpreting the analog value of the voice signal and cre-
ating an 8-bit digital representation. These two standards are commonly referred to as
�-law and A-law. �-Law is used in North America and Japan, and A-law is used in Eu-
rope. Many switching systems are capable of handling both, as well as converting be-
tween them for international traffic. This subject is treated further in Sec. 18.1.2.

11.1.3 The private branch exchange (PBX)

The private branch exchange (PBX) was developed originally to be a small switch with
many of the functions of a local exchange office but located within the customer’s
offices and owned by the customer. Modern PBXs can be used in this manner for a few
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telephones up to tens of thousands of telephones and can be equipped not only with
the features of a modern local exchange office but also with many advanced features
required for the business customer, such as call centers and computer-telephony
integration. Some PBXs such as those manufactured by Avaya, Inc., actually have been
used as small local exchange offices and for enhanced services.

Originally, businesses would purchase separate telephone numbers from the PSTN,
such as AT&T in the days of the Bell System, and the PSTN would run a separate pair
of wires to the business for each telephone number purchased. Over time, as business
services matured, a business service called Centrex emerged. With Centrex, users
within the customer’s community of telephones could use abbreviated dialing (less than
seven digits) to get to other telephones within the community. Special features were
added to attract business customers. The customer’s telephones were still connected by
dedicated wires to the local exchange office. If the customer purchased a telephone
number for each telephone, outside callers could reach the customer’s telephones di-
rectly, a service called direct inward dialing (DID). The customer also could purchase
a limited number of telephone numbers and use an operator or second dial tone to
reach individual telephones. Each telephone in this arrangement had an extension
number, a number not visible to the PSTN.

Some business customers chose to purchase only a few numbers from the PSTN and
to install a switchboard from which an operator would connect the numbers to tele-
phones within the business. This approach used the telephone lines more efficiently,
but a human operator was required to connect calls.

Jumping forward in time, business customers today still have the option of purchas-
ing Centrex services, but many choose to own their own switching equipment in the
form of a PBX. PBXs and Centrex remain in heated competition, but the PBX offers
as advantages the economies of being able to use fewer connections to the PSTN, the
ability to set up private networks, and advanced features not generally available from
Centrex.

The modern PBX connects to the local exchange office and sometimes directly to in-
terexchange carriers as well using groups of trunks. The actual number of trunks used
is selected as appropriate to the number and length of calls expected and the cus-
tomer’s tolerance for blocking, that is, getting a busy signal. The selection of the cor-
rect number of trunks involves a discipline known as traffic engineering, discussed at
length in Chap. 23.

Most PBXs support DID, the ability for callers to use a PSTN telephone number to
dial the telephones directly behind the PBX rather than to call a main number and
then to give an extension number. DID requires that the business purchase from the
PSTN a range of telephone numbers, which the business then assigns to the telephones
behind the PBX. When a call comes to the local exchange office for a telephone in that
range of numbers, it will seize an idle trunk from the trunk group going to the PBX and
pass the call to the PBX, much as it would to another local exchange office. The PBX is
responsible for associating the telephone number with the line leading to the correct
telephone and completing the call.

A recent development in the PBX marketplace is the Internet Protocol (IP) PBX. In
its most basic form, it is a PBX that places calls through an IP network and internally
routes calls to the correct telephone, which itself is an IP telephone. Advanced IP PBXs
are capable of routing calls from IP or traditional telephones either via an IP network
or the PSTN.
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11.1.4 The organization of the PSTN

In 1985, the North American PSTN was organized as a clear hierarchy of levels from
the class 5 local exchange office to the most central class 1 tandem switches of the long-
distance network. Many of the concepts associated with telephony today draw their
heritage from the Bell System, which was broken up in the 1980s. The Bell System of
the early 1980s provides a comparatively straightforward example of the architecture
of a telephone network and for this reason will be used as a starting point for our ex-
ploration of the organization of the PSTN.

Prior to the breakup of the Bell System, all telephones were connected to the local
exchange office. The local exchange office was responsible for monitoring each line to
detect when a customer went off-hook, then to connect the appropriate resources to de-
tect any dialed digits, and then to signal the customer that dialing could commence by
providing dial tone. The digits collected would then be used to determine how to con-
nect the call. The local exchange office had the additional responsibility of monitoring
the length of the call and creating a record of the call start time, length, and called
number [called an automatic message accounting (AMA) record] for use in rendering a
bill for the call.

This local exchange office occupied level 5 in a hierarchy of switches in the network
and alternately was called a class 5 office. Each class 5 office was identifiable by a
three-digit number called the office code.3 The lines within the office were identifiable
by a four-digit number. This combination of three and four digits was the seven-digit
telephone number that customers would dial (when within the area code) to reach an-
other telephone.

The three-digit office code was cleverly designed so that the digits 1 and 0 never ap-
peared in the second position of the code. When a class 5 office saw the three-digit code
with neither a 0 nor 1 in the second position, it knew to expect only 7 digits. Once the dig-
its had been collected, the switch would use its internal parameter database, called trans-
lations, to determine what to do with the call. If the office code belonged to this class 5
office, then it would terminate the call locally. If the office code did not belong to this class
5 office, then it would examine its translations to determine what trunk to route the call
out over. If the call were to another class 5 office to which it was connected directly, then
it would select an interconnecting trunk. If there was no direct connection available or
all direct connections were busy, then it would then route the call to a class 4 office.

If the first three digits dialed by the caller contained a 1 or a 0 in the middle-digit po-
sition, then the class 5 office knew to expect 10 digits and to treat the first three digits
as an area code. As a general rule, all calls with an area code were routed directly to
the class 4 office.4

The class 4 office would then use its translations to determine if the call should be
sent directly to a class 5 office, to another class 4 office, or up to a class 3 office.

Toll switches, classes 1 through 4, prior to the breakup of the Bell System had no re-
sponsibility other than routing calls and passing signaling information back and forth.
The AMA messages were created by the class 5 office where the call originated.
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3A single office code supports up to 10,000 numbers. Therefore, larger offices would have more
than one office code. There also were instances where very small offices would share an office code.

4Other mechanisms are used today, although not consistently, to identify if the office is to ex-
pect 7 or 10 digits. Hence the restrictions on the use of 1 and 0 largely have been dropped in the
North American numbering plan.
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The breakup of the Bell System created major architectural changes and new re-
sponsibilities for the class 4 office. First, all class 5 offices were given to the local ex-
change carriers (LECs). AT&T, in its new role as an interexchange carrier (IXC), re-
tained the class 4 offices and above. Since there were many small IXCs, as well as many
class 5 offices, it was deemed unreasonable for each IXC to have to connect to every
class 5 office. Therefore, the concept of an access tandem office was created.5 The ac-
cess tandem office was essentially a class 4 office owned by the LEC. Connection to an
access tandem would permit an IXC access to all the subtending class 5 offices. Some
carriers, most notably AT&T, would continue to connect directly to class 5 offices.
Whichever access arrangement was chosen, the access point itself was referred to as
the point of presence (POP).

The class 4 offices owned by the IXCs now had the responsibility of tracking for
billing purposes the calls that were routed to the IXC’s network. For a long time after
the AT&T breakup, this capability was not available, and carriers, particularly AT&T,
paid the LEC to render its bills.

Section 11.1.1 described how the telephone communicated the desired telephone num-
ber to the local exchange office. If the local exchange office needed to send the call to an-
other office, it also had to communicate the desired telephone number to that office. A
method still in use today to accomplish this is to signal directly over the trunk selected
for the purpose. A detailed description of the technique used will be left to Chap. 13. This
method does not provide, however, the rich feature set available in the network today
and largely has been replaced by an out-of-band signaling approach, commonly called
common channel interoffice signaling (CCIS). CCIS uses a data network to communicate
the desire to set up a call through the various switches in the call path. It is possible to
reserve all the trunks needed to complete the call before switching occurs.

This data network uses an internationally standardized protocol called Signaling
System 7, commonly abbreviated SS7.6 This signaling system is essentially a datagram
service designed with redundancy for high reliability. When the Bell System was bro-
ken up, each operating company operated its own signaling system. Calls placed be-
tween LEC and IXC traversed the POP using an access protocol (called Feature Group D)
that was based on signaling over the interconnecting trunks. Today, SS7 is used com-
monly to communicate between LECs and IXCs for a more seamless and efficient
network.

The European PSTN is functionally and architecturally similar to the American
PSTN. It is a highly reliable network using SS7 switching. However, the digital facili-
ties for voice and signaling are E lines rather than DS lines, as described in Sec. 13.1.
The European network’s system of telephone numbers is quite different because of its
different history. The European system is developing through the increasing unifica-
tion of what were separate national phone systems, whereas the North American sys-
tem is developing largely through the continuing diversification of what was once a cor-
porate monopoly.

Other nations around the world have a variety of PSTN networks of greater or lesser
reliability. Most are based on either European or North American models. The same is
true with the allocation of frequency for wireless telephony: Most nations follow either
the European model or the North American model of radio bandwidth allocation.
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5A tandem office is used to switch a call received over a trunk to another trunk.
6Sometimes SS7 is referred to as Common Channel Signaling 7 (CCS7).
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11.2 Telephone Switch Technology

Once switches were automated, the process of providing a number to the switch needed
to be automated as well. The pulse dialing method was adopted, and the telephone com-
pany developed the rotary dial that could send electrical pulses in the form of momen-
tary line disconnections.7 The telephone central office switches detected these pulses and
completed calls using the dialed digits. These were step-by-step switches in which each
pulse would move a motor one step at a time and, later, crossbar switches in which com-
binations of dialed digits made connections. The crossbar was named for its relay-driven
rows and columns of connecting rods. These were magnificent machines offering
machine-operated telephone service in a time before computers, when few other things
were automated.

In 1947, Bell Telephone Laboratories helped open the age of digital electronics with
its invention of the transistor. Less than 20 years later, the digital computer brought a
new era to telephone switching with introduction of the electronic switching system
(ESS). Electronic switching systems use computer software to control the electronic sig-
nal pathways. In 1965, Western Electric, the technology and manufacturing arm of the
Bell Telephone System, came out with the 1ESS, which could handle 60,000 lines. In
1976, the 1AESS more than doubled the 1ESS capacity with its more advanced 1A
processor. By 1985, the 1AESS switch was able to handle 250,000 subscriber lines.

The 1AESS is an analog switch. While the 1A processor is a digital computer, the
telephone wires going in and out of the 1AESS are analog wires, and the connections
inside the 1AESS are mechanical switches. These reed switches are controlled by tiny
electromagnets that open and close circuits.8

The early Advanced Mobile Phone Service (AMPS) cellular systems used the 1AESS
as their mobile telephone switching offices (MTSOs), so AMPS was a fully analog sys-
tem, from the mobile telephone along the analog FM radio link, through analog base
station electronics, along analog facilities to the MTSO, through an analog telephone
switch, and out to the PSTN. Today’s AMPS calls go through digital facilities and digi-
tal equipment, but the air interface remains analog FM.

A digital switch not only has a digital computer but also has the ability to interface
directly to digital facilities, which we will discuss in Chap. 13. The Northern Telecom
DMS-10 switch was introduced into small local exchange offices in 1981, and the DMS-
100 was introduced for larger offices. AT&T’s Western Electric Division also introduced
a digital local exchange office switch, the 5ESS. Because of the popularity of digital
switches, implementations of analog switches quickly declined.

The 4ESS is a digital switch using the 1A processor originally used in the analog
1AESS. The 4ESS is a tandem switch designed to connect to trunks rather than lines.
Trunks are shared facilities that can be used by any call received by the switch rather
than dedicated, as in the case of lines. Therefore, trunks can be engineered for higher
utilization. The result is that the number of trunks terminated on a tandem switch is
a fraction of the number of lines terminated at a local exchange office.
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7In many places one can still dial a call by pressing the switchhook rapidly up and down on a
regular telephone, even a Touch Tone telephone.

8Diehard fans of analog switches miss the sound of a telephone office. Other than for the
whirring of cooling fans, a telephone office with a digital switch is quiet. Step-by-step, crossbar,
and reed switches have their own distinctive audible character, and a telephone switching office
used to be a noisy place.
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11.3 Telephone Switch Functions

Telephone switches are specialized according to the functions they are to perform.
Some of this specialization is achieved by optimizing the architecture of the switch, and
for some functions, specialization is achieved by the activation of software features.

11.3.1 Connections

Local exchange offices are optimized for the functions that are needed to terminate in-
dividual lines (telephones). They are highly modular, capable of terminating a large
number of individual lines. Each line is physically associated with a telephone number.
The average utilization of a line is very low, so local exchange offices are designed to
terminate a large number of lines but typically have a somewhat limited ability to con-
nect those lines either to other lines or to other switches. Finding the right balance be-
tween the number of lines and the internal switching resources is another problem for
the art of traffic engineering.

It is impractical to bring every telephone number’s twisted pair all the way back to
the local exchange office, especially for very large offices. In practice, the connections
to the local exchange office are distributed by using remote switching modules and
subscriber-loop carrier systems, essentially a form of multiplexer.

The vast majority of lines will be installed and administered, provisioned in tele-
phony jargon, as two-wire analog lines. The LEC also may offer two- or four-wire digi-
tal service, called ISDN Basic Rate. This service provides two 64-kbps time slots and a
separate 16-kbps time slot used for signaling. ISDN Basic Rate is widely deployed in
Europe. It is not widely available, or used, in North America.

Local exchange offices are also used to provide service to PBXs, and this is accom-
plished with trunks. Trunks may be either analog or digital, as required by the customer
contract. Digital trunks typically are provisioned as DS-1s. The number of trunks will be
engineered for the traffic level and quality of service required by the customer.

The trunks provisioned on digital facilities may emulate the trunk signaling used
with analog trunks by embedding the signaling within the 8-kbps samples, a technique
referred to as robbed-bit signaling. The trunks also may be provisioned with out-of-
band signaling. This is accomplished by taking the twenty-fourth time slot of the DS-1
and dedicating it to a signaling channel for the remaining 23 time slots. DS-1 facili-
ties provisioned in this manner are referred to as ISDN primary rate interface (PRI)
facilities.

The DS-1 facility is primarily available in North America. Europe and much of the
rest of the world have standardized on a similar digital transmission technology, called
an E-1. E-1 has 30 channels as compared with DS-1’s 24, for a data rate of 2.048 Mbps.

The trunk side of local exchange offices is connected to other switches almost exclu-
sively by using digital facilities. The basic building block for these digital facilities is
the DS-1 (or E-1, where deployed). Since the actual number of trunks required in LEC
and IXC offices is large, the carrier facilities used typically operate at higher rates than
DS-1 or E-1. This is accomplished by multiplexing multiple DS-1s or E-1s onto a larger
facility.

A digital signal hierarchy has been established for these higher rates. For instance,
four DS-1s are multiplexed to form a DS-2, and seven DS-2s are multiplexed to form
a DS-3. The DS-2 is, in practice, an intermediate step in the hierarchy, and the
transmission facility actually used will carry a DS-3, consisting of 28 DS-1s. Optical
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facilities may be used to carry even higher rates. Internationally, E-1 facilities are also
multiplexed up to higher rates.

11.3.2 Switching

Modern digital switches are designed to switch individual calls in 8-bit samples at a
rate of 8000 sample per second. Analog signals, such as those common on two-wire
lines, are converted to four-wire signals using hybrids and digitized to the 64-kbps rate.
Digital channels derived from the time slots present on digital facilities are presented
directly to the switch.

Two channels, one for each direction of the call, must be switched to have a complete
call. Since the incoming and outgoing legs of the call may not be in synchronization
with the internals of the switch, buffers are used by the switch to store the 8-bit sam-
ples until the switch is ready to accept them for switching and also prior to placing the
sample in the outgoing time slot. The buffering capability of the switch is limited, re-
quiring timing of the incoming and outgoing DS-1 signals to come from a reliable
source. LECs and IXCs have strict synchronization plans to ensure that disruptions in
the signal path caused by timing errors are minimized.

11.3.3 Managing calls

The jobs we usually associate with a telephone switch are call processing and account-
ing. These tasks are easier in a wired system than in a wireless system because for land
telephones, the telephone numbers are related directly to physical presence on a spe-
cific switch, and all accounting is associated with that switch. Wireless switches need
to do more work to process calls and handle accounting functions because of the mobil-
ity of the wireless terminals.

11.3.3.1 Call processing. The local exchange office has the task of strobing each
line to detect an off-hook condition, applying the internal resources needed to collect
the dialed digits from the caller, and then interpreting the caller’s intent. The local ex-
change office also must locate and ring the called telephone and send tones that sound
like ringing to the calling party’s telephone. The local exchange office must detect if and
when the called party accepts the call. Once the called party accepts, the originating lo-
cal exchange office must be notified so that the originating office can remove the locally
generated ringing tone from the calling party’s line and cut through the voice path. At
this time, the local exchange office that connects the calling party initiates a billing
record for the calling party.

When either party hangs up, the on-hook condition must be sensed and communi-
cated to the other local exchange office participating in the call so that a disconnect can
be forced at that end and billing can be stopped.

The switch also deals with call states other than normal call completion, such as busy
signals, blocked trunks, and various telephone network failures. Failures of telephone
equipment are rare, but the telephone company does not throw its arms in the air and
give up just because a piece of equipment stops working. When a call needs a piece of
equipment that is not available, the switch has to know what to try next, a shift to al-
ternate equipment, a fast busy signal, or a recording. The software in the telephone
switch has this knowledge programmed into it. Most of the software in a telephone
switch is for situations that never or seldom occur.
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Call processing also includes the internal activity of trunk selection for each call. The
local loops at each end are determined by the calling party or called party, respectively,
but the intermediate links are selected and managed by telephone switches.

11.3.3.2 Accounting. The local office switch also has the billing function, not al-
ways as popular among customers as call processing. Calls have to be tracked and mon-
itored not only to be paid for but also for planning the growth and maintenance of the
telephone network. The switch generates the data for these business functions and
stores them as AMA records on magnetic tape or in a computer data file.

The other accounting function is account verification, which ensures that subscribers
who do not pay their bills are not allowed to make calls. This function requires that the
system read and evaluate the subscriber’s identification data from the system at the
beginning of the call. This is considerably more complicated than storage of data about
a call, which requires only writing data, not reading them.

11.4 Mobile Switch Functions

The two big differences between landline switching and mobile switching are the need
to switch calls while they are in progress and the need to support a radio link across
the air interface rather than a landline local loop. These are not cosmetic or adminis-
trative differences. A mobile switching center (MSC) spends much of its time managing
radio link assignment and handoff. An MSC also must convert the compressed voice
channel optimized for the radio link into a pulse code modulation (PCM) signal accept-
able to the PSTN. We will now look at several of the management functions specific to
mobile switches.

11.4.1 Registration

Each wireless user terminal registers with the system to announce its presence. The
system therefore has a complete picture of all the wireless telephones in its service
area. This picture is not perfect because wireless telephones can leave the service area
or lose power. In Sec. 12.5.2 we describe technologies designed to identify user termi-
nals that were registered but which are no longer accessible on the system. When a
user terminal recognizes a new system, it registers again.

Each MSC keeps a list of the user terminals that are active in its coverage area, and
it pages only those terminals for incoming calls.

11.4.2 Paging

When a call comes in for a registered user, the wireless system pages the telephone.
Only in the earliest days of AMPS were there few enough cellular telephones that we
could afford the luxury of paging the entire system for every incoming call. In the huge
wireless market of today, the relationship between registration and paging is an im-
portant capacity design issue.

While unanswered pages are wasteful of system resources, not paging a subscriber
expecting an incoming call is far worse. The system design has to be aggressive in
tracking and hunting down the intended recipient of any incoming call attempt. Many
subscribers are familiar with a typical result of a network’s failure to find a subscriber’s
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phone. The subscriber never hears the cellular telephone ring but then does receive no-
tification of voice mail from someone who called just minutes before. The network is de-
signed to prevent this kind of frustration whenever possible, but momentary failure of
the link across the air interface or unrecognized movement of the mobile terminal from
one serving area to another can create these failures to connect a call coming into a mo-
bile telephone.

In the Internet/ethernet world of today, the notion of a broadcast page to a specific
user does not seem strange. In the world of telephony, however, the concept of calling
a telephone that might be anywhere or might be nowhere was a new and strange
concept.

The switch also has to respond to calls initiated by subscribers. When the user ter-
minal starts a call, it sends a radio signal to the base station. This signal is similar to
the signal sent in response to a page.9

11.4.3 Roaming

Since subscribers can roam from system to system, the MSC finds itself part of a net-
work that keeps track of all its telephones all over the world. The home and visiting
systems have to communicate on several levels.

11.4.3.1 Defining home and roam. Even the terms home and roaming have differ-
ent meanings at different levels of the cellular system. In the ANSI-41 standard, a user
terminal is on its home system when it is being serviced by any base station served by
its home MSC, and it is roaming when it is registered at any other MSC.

There is an intermediate level of the network that is a system (containing one or
more MSCs and their base stations) all identified by one system identification (SID).
(See Chap. 15 for details.) For some purposes, roaming may refer to being on any sys-
tem with a SID other than the SID of the home system. Call management is particu-
larly difficult when the equipment on the system on which the user terminal is regis-
tered is different from the equipment on the home system. For example, hypothetically,
a subscriber might subscribe to voice-mail service but be unable to reach his or her
voice-mail messages if the voice-mail function is not supported on the system where the
user is currently registered. A user terminal’s ROAM indicator will go on when the SID
of the MSC where it is registered is different from the home system’s SID.

At the largest level, one could consider the entire continental network owned by one
service provider to be the home system and roaming to be the state where a user ter-
minal is being served by a different service provider. From the customer’s perspective,
this is the case for Sprint PCS customers in North America. All home rates apply when-
ever the user terminal is using the Sprint PCS North American Network. If a Sprint
PCS base station is not within range, the cellular telephone attempts to find first an
alternate digital provider and then an analog provider. If it succeeds, the subscriber is
notified of the digital roam or analog roam state and warned of roaming charges that
will apply, which may exceed 40 cents per minute.
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9Here is an example of a potential glare condition (described in Sec. 12.3): The subscriber can
initiate a call while the user terminal is being paged for an incoming call. The MSC software has
to resolve this.
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In the following technical discussion we will be referring to the ANSI-41 definition of
roaming as what happens when the user terminal is registered at any MSC other than
the home MSC unless we specify otherwise.

11.4.3.2 Roaming registration (HLR and VLR). When a subscriber terminal regis-
ters with the system, it sends its mobile identification number (MIN) and its electronic
serial number (ESN) to the network. The MIN is a unique 10 decimal digits (40 bits).10

The ESN is a 32-bit binary number encoded during the manufacturing process. The
serving MSC uses this information to retrieve the subscriber’s service profile record
stored in its home location register (HLR). If the subscriber is roaming, then the serv-
ing MSC is not the home MSC, and it sets up a record in the visitor location register
(VLR). The VLR record is temporary and only remains active while the user terminal
is registered at that particular serving MSC. The HLR is informed of the location of the
serving MSC and stores the current registered location and status of the user terminal
inside the subscriber’s record.

In addition to establishing identity and location, the system must verify the sub-
scriber’s right to use the system. Are this subscriber’s wireless telephone bills paid? If
the subscriber is cut off from service at home, then we want to cut off service every-
where else as well. The system must allow a roaming subscriber to use only services
that are in the subscriber’s contract and must track the usage of each service and bill
it at the appropriate rates.

Incoming calls may come to the home MSC and may then be routed to the MSC serv-
ing the user terminal.11 Even in landline telephony, it is not unusual to involve multi-
ple telephone switches in one call, but it is strange to have two telephone switches both
involved in the local-loop termination of a call. However, this is a normal situation for
incoming calls to roamers.

11.4.3.3 Roam dialing. A call from a roaming phone is an administrative task unlike
any faced by a landline central office switch. Since the days of AMPS, the rule has been
“When you roam, dial like home.” This has become harder in today’s international
roaming world, and the wireless telephone systems seem to be keeping up, at least
some of the time. In the Sprint PCS system, where the entire Sprint PCS North Amer-
ican Network is the home system from the perspective of the subscriber and for billing
and service purposes, the original dialing rule is not fully functional. As long as the sub-
scriber dials from his or her home area code, there is no problem. Dialing either a 10-
digit number or a 7-digit number will work for a local call. However, if the subscriber
leaves his or her home area code, then the subscriber must use 10-digit dialing for all
calls, including both calls to the home area code and calls to the area code where the
subscriber is currently registered as a visitor. A subscriber can work around this limi-
tation by using the cellular telephone’s capacity to use 10-digit dialing even in the home
area code. If all numbers are dialed with 10 digits, then the subscriber dials all num-
bers the same way anywhere on the North American network.
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10The MIN originally was designed to contain a North American directory number, the sub-
scriber’s mobile telephone number. In the worldwide wireless telephone environment, the MIN
and the mobile directory number (MDN) are separate entities that are often set to the same num-
ber.

11The telephone world is moving toward more sophisticated signaling, and calls may be routed
directly to the serving MSC.
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11.4.3.4 Roaming support for PCS. The PCS standard intends to change the goal of
telephony from being point-to-point communications to being person-to-person com-
munications. PCS services, and the equivalent custom calling landline services, de-
mand new and different management functions in switching systems.12

Call forwarding requires the switch to store an alternate phone number entered by
the user and to provide that number as the destination number for incoming calls.
Three-way calling requires that the single radio link be connected simultaneously with
two other PSTN-to-caller connections and that the addition and departure of callers be
managed. Call waiting requires the handling of two simultaneous calls and the switch-
ing between those calls. Caller ID and last-number-dialed functions require the capture
and temporary storage of the phone numbers of calling parties. Call answering requires
storage and management of voice messages. All these functions require additional ca-
pacity in a variety of switch components, as discussed in Chap. 24.

Traditionally, switches had only a current state, plus data (stored, perhaps, on a
computer tape) recorded—but not retrieved—by the switch. The new requirements of
PCS not only demand complex software based on sophisticated call state models, they
also need storage and retrieval of transitory information by the switch in real time.
This requires the addition of memory or storage capacity to the switch, a significant
cost item, especially if voice messages are included. Signaling data, such as the num-
ber of the calling party, do not require a great deal of storage, but voice messages do.
Also, few signal data items are stored beyond the duration of the call, and when they
are, usually only one item is stored. In contrast, subscribers can store many long voice-
mail messages for a period of weeks.

11.4.4 Handoff

Handoffs are the biggest difference between landline and wireless switching. The tra-
ditional PSTN does not switch active calls and does not support any function equiva-
lent to handoff. Call forwarding does redirect a call from one number to another, but it
does this before the call is set up, not during the call. Some PBX systems do support
host call transfer, where a user requests an active call to be switched to a different ex-
tension. However, this is a call-switching action initiated by request from the sub-
scriber, not an automatic process that is invisible to the subscriber.

In the original AMPS cellular trial system, the switch did almost all the work for
handoffs; later designs have moved this function into the base stations, where radio
measurements and administration are easier to do. Also, moving the workload into the
base station relieves the computational load at the MSC. Today the base station con-
trollers are sophisticated enough to handle handoffs within their domain without any
participation from the MSC. This means that sector-to-sector handoffs (or handoffs
within a cell between server groups described in Sec. 5.2.3) are done completely in the
base station.
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12Aside from custom calling, the landline support of local number portability (LNP) may require
similar kinds of switch-to-switch coordination as wireless roaming. LNP allows people to keep
their phone numbers even when they change address and therefore is part of the general trend
away from location-based and toward person-to-person telephony.
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Even with the base stations measuring call quality and determining handoffs, both
deciding when to look for handoff and where to go, the MSC is still busy with handoff
work. When a base station considers a call for handoff, the MSC is used as a base-
station-to-base-station message switch to request and receive radio measurements. As
a handoff is being considered from one MSC to another, there is communication
between the two base stations and between the serving and target MSCs.

When a handoff goes from one MSC to another, we have two telephone switches both
involved in the same local-loop end of the same call, an event unheard of in landline
telephony. The call goes from the anchor MSC to the serving MSC, as described in
Chap. 15. If the call is an incoming roaming call, then three MSCs can be involved
(home, anchor, and serving), all terminating the same call, and even more MSCs can
be involved if this call is handed off to yet another MSC.

In code division multiple access (CDMA), a soft handoff, with a transition process
from one serving site to another, is the normal form of handoff. Hard handoff was the
only kind of handoff available in the AMPS days, but in CDMA, hard handoff is used
only when soft handoff will not work. Therefore, we will discuss soft handoff first and
then hard handoff.

11.4.5 Soft handoff

Soft handoff (see Sec. 8.7) requires close coordination between or among cells whose
only connection is through the MSC or the MSC network.13 The MSC receives multiple
copies of speech data from multiple base stations for the same call. For each speech
data frame coming from the user terminal, the MSC analyzes all the copies it receives
and selects the version with best speech quality.

Each base station receiving a signal from a particular user terminal sends power-
control signals to the user terminal and also forwards the frames it receives to the
MSC. This performs two important functions:

■ It allows the user terminal to adjust to the lowest power level acceptable to any receiver,
reducing interference for all receivers.

■ It allows for higher call quality because the MSC can choose the best voice signal frame
by frame.

The soft handoff process allows the system to manage user terminals as both sources
of calls and as sources of interference.

Any time a call is being served by two or more base stations, it is in the soft handoff
state. Soft handoff is a state of a call rather than a transition from one state to another.
The serving base station receives radio signal information from the user terminal and
decides when a call should go into the soft handoff state. The call remains in soft hand-
off as long as the radio conditions warrant. When a base station’s signal for the call be-
comes too weak, that base station is dropped.

If a call should start being served by base station A and then be in the soft handoff
state, served by both base station A and base station B, and then move so that it is out
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13Most soft handoffs are between two cells, but some are among three cells, a subtle point for the
English grammarians reading this book.
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of range of base station A and is served only by base station B, we can say, in casual
usage, that a soft handoff has occurred.

In soft handoff, there is no change of radio frequency; multiple base stations are serv-
ing the call on the same CDMA carrier throughout the process.

11.4.6 Softer handoff

Softer handoff is a handoff between faces of a single base station. It is managed entirely
at the base station, without the MSC participating at all. The antennas on the two
faces deliver their signals to the base station controller (BSC), which puts the two sig-
nals through a rake filter to create a combined signal. The rake filtering at the base
station does its calculations at the chip level, which is what makes softer handoff
different from soft handoff, where the MSC makes its selection frame by frame, not
chip by chip.14 Like soft handoff, softer handoff involves no change of CDMA carrier
frequency.

11.4.7 Hard handoff and semisoft handoff

In CDMA, hard handoff is used in three situations where soft handoff is impossible.
They are

■ When a call leaves an area serviced by CDMA, and the call is switched to another service.

■ When a call goes to a new cell, and the call’s carrier frequency is already busy on the new
serving base station.

■ When the timing of the two base stations cannot be coordinated.

Some CDMA systems use a form of hard handoff called semisoft handoff.15 In hard
handoff, the second link to the MSC is set up after the second receiving base station es-
tablishes communication with the user terminal. This creates dead space in the middle
of the call. In semisoft handoff, the link between the MSC and the new serving base
station is established before the switchover of the radio link service to the new base sta-
tion. The switchover occurs when the user terminal receives and acts on an instruction
to change its frequency or timing. As soon as the user terminal switches over, the new
receiving base station picks up the signal. The new base-station-to-MSC link is already
established, and there is no interruption in the call. Semisoft handoff makes use of the
MSC’s ability to maintain two links for the same mobile telephone call to eliminate the
dead space of a hard handoff. However, semisoft handoff is a type of hard handoff in
that the user terminal must make a change (of transmission type, of frequency, or of
timing) to establish the new radio link and accomplish the handoff. The switchover oc-
curs at the moment the user terminal makes that change and the semisoft handoff
function has already put the new link across the landline portion of the wireless net-
work in place.
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14Another way to make the distinction between soft handoff and softer handoff would be to say
that soft handoff is a telephony switching function at the MSC, whereas softer handoff is a radio
filtering function at the base station.

15The authors also consider gelato, a semisoft ice cream, to be a type of hard ice cream.
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11.4.8 Call statistics

On the PSTN, as well as on wireless networks, call statistics are kept for the purposes
of traffic engineering and system troubleshooting, as well as to support customer
billing. The call-tracking issues are, of course, much more complicated in the wireless
world. Engineers need data to track call activity by time of day, by base station, and by
sector. Ineffective attempts and lost calls need to be tracked. And handoff activity is a
critical capacity issue that needs to be measured.

In addition, wireless billing is much more complicated than landline billing. On the
traditional PSTN, there was an operating assumption referred to as calling party pays.
A party receiving a call was never charged for the call or any services related to the call
unless he or she accepted a collect call. With the advent of wireless, all that changed.
Wireless subscribers pay for air time when they receive calls. They also may pay roam-
ing charges and other fees as well.

From the perspective of call statistics, the switch must record all relevant data in the
correct category, and all switches on the network must record the information in a con-
sistent fashion. If this is done, the service provider’s billing application can generate
accurate telephone bills from the records. The subscriber uses his or her mobile tele-
phone to make calls and receive calls just about anywhere, the switches record the
data, and the bills come out straight. This topic is covered in more detail in Sec. 16.4.
Billing errors not only frustrate the subscriber, they also increase customer service
costs for the provider and may cause a loss of customers or a loss of revenue.

11.4.9 Speech coding

The wireless MSC has to deal with speech coding of varying rates during a wireless
telephone call. The normal digital landline telephone switches in PBXs and the PSTN
have DS-0 or E-0 circuits coming into and going out of them, and each switch changes
the paths of data flow. In wireless telephone systems, the MSC must communicate with
the PSTN in some form of pulse code modulation (PCM) over standard DS or E con-
nections, but the MSC also communicates with the base stations of the cellular network
in more compressed speech-coded forms appropriate to the lower available bandwidth
on the air interface. As a result, the cellular provider must add a translation function
that translates the landline-to-wireless voice signal from PCM to the wireless data
compression and also translates the compressed voice signal from the wireless network
into PCM for delivery to the PSTN. This speech coding translation function sits be-
tween the MSC switch and the PSTN in a conceptual model and usually resides phys-
ically at the MSC.

The cdmaOne and cdma2000 systems use Qualcomm code excited linear prediction
(QCELP) speech coding, whereas Wideband CDMA (W-CDMA) uses regular pulse
excitation–long-term prediction (RPE-LTP) from the Global System for Mobility (GSM)
and lower bit rates when it can. Both these speech coding systems are aggressive in
conserving bits over the air interface. The backhaul communication link between the
base station and MSC enjoys that lower bit rate efficiency as well by using the low bit
rate of the speech coding.

Some systems use IP-based packet communications to send the speech coded data be-
tween base station and MSC. A packet carries a set of bits, a fragment of the entire
transmission. In this way, packets are similar to the frames transmitted over digital ra-
dio links or in the time slots of time division multiple access (TDMA) systems. How-
ever, packets are different from frames in an important way. Frames do not necessar-
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ily contain information that identifies the call of which they are a part. Frames are car-
ried in sequence over a particular fixed channel, and as a result, their location in the
system identifies the conversation of which they are a part and the frame’s place in the
sequence in the call. Packets contain a header with information defining the source lo-
cation, target location, position within the transmission, and other signal information
along with their user data. As a result, packets from a single conversation can travel
over different pathways or out of order and still be reassembled correctly at their des-
tination. This form of packet transmission is the basis of the Internet. In telephony,
however, most of the time, packets are carried over single direct link from point to
point. These links are called packet pipes.

Packet pipes are more flexible than the fixed pipes of traditional PSTN telephony
and are potentially more efficient, as discussed briefly in Sec. 13.2.1 and in more detail
in Chap. 35 and Sec. 44.1.

While packet switching using packet pipes of flexible size may be the future of land-
line telephony, the present world of landline telephony is steady-state circuit switching
using PCM links of fixed size. Current CDMA technology adds speech coding from MSC
to base station and from base station to user terminal over the air link, achieving
greater compression, but for the most part, it still uses fixed pipes. Packet transport is
a new concept in the telephony world, and it will require new equipment and new en-
gineering methods. The equipment is being developed and deployed, but it will be some
time before cellular systems move to the voice over IP (VoIP) packetized technology de-
scribed in Sec. 19.4 and realize the benefits of flexible pipes (and other benefits of VoIP
as well). This conversion will be accelerated where there is demand for greater data ca-
pacity and providers deploy 3G cellular solutions such as cdma2000 to meet that de-
mand. However, it will be a fair number of years before the legacy systems of the PSTN
are converted to VoIP.

11.5 Conclusion

Cellular networks make new demands of switching systems beyond the requirements
of the traditional PSTN. These come from specific technical requirements of mobile
technology, including the need to support roaming, the need to track many new system
performance parameters, and the need to bill customers for use of specific facilities.
Each of these functions makes demands for particular types of capacity within
switches. In this chapter we have discussed the functions and the switches. In the next
chapter we will take a closer look at the telephony engineering principles that describe
how the switches and other system components function to support and manage calls.
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Chapter

163

12
Telephony Engineering Concepts

This chapter provides an introduction to the basics of telephony for those who come
from a radio engineering or data systems background, as well as for those who wish to
review these fundamental concepts. The first four sections describe the key concepts of
landline telephony, whereas the latter two sections introduce ideas specific to the world
of cellular telephony.

12.1 Telephone Call Sequence

Before delving into the components and organization of a telephone network, it is worth
a few paragraphs to examine the sequence of a normal landline telephone call. A land-
line call starts when somebody picks up the receiver. We call this person the callING
party,1 and we say the telephone goes off-hook. The telephone network detects the off-
hook condition and connects an internal resource to the line for the purpose of collect-
ing the digits dialed by the caller. The telephone network then sends a dial tone to tell
the callING party that the telephone network is waiting for instructions in the form of
dialed digits. We call them dialed digits even though they are often dual-tone multi-
frequency (DTMF) tones generated by the familiar buttons on the telephone keypad.2

Once the callING party completes dialing a telephone number, the telephone network
tries to establish a connection to the callED party through the network. If the attempt
is successful, the network will both ring the phone of the callED party and locally gen-
erate a ring tone that is heard by the callING party. If the callED party picks up the
phone, the network senses the off-hook, removes the ringing voltage at the callED
party’s end, and signals through the network for the office at the callING party’s end to
remove the artificial ring tone. We call the person at the other end the callED party.3

1We use the uppercase ING to differentiate between the callING party and the callED party,
and we emphasize the ING syllable when speaking about telephone calls.

2Telephone subscribers in rural areas are loathe to pay the monthly charge for Touch Tone ser-
vice. Rotary phones are alive and well.

3The uppercase ED is to avoid confusing the callING party and the callED party, and we pro-
nounce it in two syllables, “call-ED,” with the accent on the second to make the point.
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The call is then connected and is now said to be a stable call. The call stays in the
stable state until one party, either callING or callED, hangs up the receiver or, in tele-
phone talk, goes on-hook. Once this happens, the call is complete, and any trunks used
to complete the call go away.

We are using this traditional call sequence to illustrate the structure of a telephone
call. If setting up this call required that the call be routed between offices, then one or
more interoffice trunks would have been used. Traditionally, the trunk would have
been selected by examining the trunks in the appropriate trunk group until an idle
trunk was found, identified by the signaling bits (assuming a digital facility). If the call
had to be routed through to another trunk, then the process would be repeated at the
next switch in the call path. The method used today by many carriers is to negotiate
for available trunks over the entire transmission path using Signaling System 7 (SS7)
before actually switching the trunks. This is discussed in Chap. 14.

Every step of this process has alternative outcomes. The callING party may not com-
plete a full telephone number, the line may be busy, or the callED party may not pick
up the receiver. There are alternatives internal to the telephone network, but they hap-
pen far less often. There can be equipment failures, or all the circuits can be busy.

The addition of custom calling features, call waiting and three-way calling, adds a
number of other possibilities to the sequence of events during a call. However, it is im-
portant to remember, in all the complexity and sophistication of telephone network de-
sign, that the primary mission of the telephone network has been to complete voice
calls from one person to another.

12.2 Quality of Service

Telephone service can be evaluated in several ways, but there are three basic areas
where a call can go wrong. It can fail to complete, it can fail while stable, or it can sound
bad.

12.2.1 Ineffective attempts

Users make calls, and some of them do not get through. The simplest case is when the
callED party does not answer or the line is busy. These events, however, are not fail-
ures of the telephone system. If the call does not go through due to a failure of the tele-
phone system, it is called an ineffective attempt on the part of the telephone system.
And when the telephone system fails to complete a call because it has no more re-
sources to devote to calls, then we say the call is blocked. Blocked calls are discussed in
some detail in Chap. 23.

A wireless telephone system may have the resources to complete a call, but the radio
link is too poor to set up the call. The radio link can fail because its call setup signal-
ing fails or because the voice quality is below the minimum standard. Code division
multiple access (CDMA) technology designers face a tradeoff: The system can deny ser-
vice to a caller when the system is getting close to its maximum level, or it can serve
the caller at the risk that radio conditions may change and drive out one of the users
in the sector.

One of the frustrations of cellular engineering is that even something as simple as
blocking rate is hard to measure. It seems like the simplest thing in the world: Count
the number of calls that are blocked, divide by the total call attempts, and multiply by
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100 for a percentage. The problem is that people whose calls are blocked try again and
again rather than going away quietly. If the average caller tries three times before giv-
ing up, then the measured blocking rate could be three times the true blocking rate.

Measuring ineffective attempts in a wireless system is particularly difficult when
some of those are due to poor radio signal. If the original call attempt message is lost,
then the system does not even detect a call attempt. Also, a cellular telephone with a
defective radio or a broken antenna wire will perform poorly, but this is indistinguish-
able from a user being almost out of range. Thus it is difficult to distinguish failures of
user equipment from errors in wireless system planning or engineering.

12.2.2 Lost calls

Once a connection is formed, it stays until one party ends the call. In wireless net-
works, a changing radio environment or a moving radio telephone can cause signal
quality to drop and a wireless call to be lost.

As in the case of ineffective attempts, measurement is vague for lost calls. Long calls
are more likely to be dropped not only because of their greater time exposure but also
because their radio environment changes more. We would expect 8-minute calls to ex-
perience more user motion and more radio environment change and so to be lost more
than twice as often as 4-minute calls, but we have no data on this. And a wireless tele-
phone system has no obvious way of telling a true lost call from a user terminal shut-
ting down during a call, perhaps from a weak battery, or a user becoming frustrated
with lousy sound and ending a call prematurely.

12.2.3 Sound quality

Call sound quality may be measured subjectively, but most of us agree on what consti-
tutes a good-sounding call.4

■ The sound should be pleasant, a faithful reproduction of the source without being strident
or muffled.

■ Speech should be intelligible so that we know what the person is saying.

■ The background should be quiet.

■ The connection should be continuous, with dropouts kept short and infrequent.

■ The call should have minimum delay so that the conversing parties do not get confused.

Unpleasant sound reproduction makes subscribers less anxious to use their tele-
phones and makes less money for telephone service providers. In the world of high-
fidelity audio reproduction, we measure frequency response to ensure that each fre-
quency in the musical audio band is played back in proportion to how it was recorded.
In telephones, we compromise this objective by emphasizing higher frequencies to
make speech clearer, but listeners will find severe frequency-response errors objection-
able. By emphasizing certain frequencies, we can improve the telephone’s ability to
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4The first step in measuring quality is to define the multiple aspects of quality from the user’s
perspective. Once these elements are defined, engineers can find ways to capture the right data
and make appropriate measurements.
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communicate human speech. Research on the sound shapes (formants) of speech goes
back to the 1930s at Bell Telephone Laboratories, and telephones are designed with de-
liberate frequency-response deviations so that the sounds of speech, especially conso-
nants, are heard more clearly. Old radio broadcasts without this sound-shaping tech-
nology lost their high frequencies and were difficult to understand. Much of the
consonant sound spectrum is outside the 300- to 3300-Hz telephone bandwidth, and yet
we have no trouble understanding people in a clear and quiet telephone call setting.

In addition to having a pleasant frequency response, the reproduction should have
low enough distortion that the voice sounds clear enough. Distortion is the component
of the reproduction that does not sound like the signal source.5

Hearing something other than the telephone call is distracting and annoying. There
is one exception: A slight background hiss is actually a good thing because it reassures
the listener that the call is still in progress. Very quiet lines get an occasional “Hello?
Are you still there? Hello?” because one party or the other is concerned that the call
may be quiet because the line is dead. As the noise contour changes from a wide-
frequency hiss to a narrow band of frequencies, or as the noise gets louder, it becomes
annoying rather than reassuring.

Our senses respond to change. As a pulsing light seems far brighter than a steady
light, a changing noise level calls attention to itself. A hissing or rumbling sound that
comes and goes or changes its frequency content is much more of a problem than
steady, unchanging noise.6 The worst case is when the noise mimics the rhythms of hu-
man speech; we call such interference syllabic. The most likely cause of syllabic inter-
ference on a telephone call is leakage from another call. Listeners feel that they can al-
most understand what is being said on the interfering conversation, even when it is
synthesized by a machine and has no human speech content other than its rhythm.

Short dropouts are not even noticed by human listeners. A gap of 100 ms (one-tenth
of a second) is seldom perceived, and 200-ms gaps are a problem only when they are
frequent. Advanced Mobile Phone Service (AMPS) handoffs are about 100 ms long, and
Rayleigh fades typically are much shorter. As we discuss in Sec. 27.1, most test listen-
ers reported that 2 percent signal outage was still good call quality.

Signal delay is the last quality issue. Very long distance calls from the Americas to
Asia often use two satellite links and take over 1 second for the round trip. Humans
are not accustomed to conversations with delay, and they get confused when what they
hear is 1 or 2 seconds behind what they are saying.

Radio conditions for good speech quality are the same for analog and digital radio:
strong signal, weak interference, high signal-to-interference (S/I) ratio, and high Eb/N0

as described in Sec. 8.2. The nature of the interference is important, too.
Analog interference is best when it is smooth. FM with its constant radio envelope,

described in Sec. 4.3, eliminates the syllabic nature of AM interference. Digital inter-
ference causes bit errors, and these bit errors tend to be bursty, occurring in the same
time interval. Statistically speaking, the likelihood of a bit error is greater when other
bit errors occur at nearly the same time. Also, voice reproduction is more sensitive to
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5While this definition of distortion is not rigorous enough to satisfy audiophiles or electrical en-
gineers, it does describe how a system can change a signal for the worse with only a small change
in its frequency response.

6Not only does the pulsing light seem brighter when the average power is the same, it even
seems brighter when the peak power is the same.
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some bits than others. Speech coding and forward error correction can work together to
produce the best voice reproduction in a noisy radio environment.

12.3 Reliability and Redundancy

Networks have to be smart enough to know what to do when something fails. One ap-
proach to network recovery is to have all the routing decisions made at one central
place by either a technician or a cleverly programmed computer. When a link fails, the
network operator or facilities program figures out how to route its traffic and executes
the change. This is a difficult environment to govern, and of course, one has to plan for
what will happen when it is the administration center itself that fails.

The other approach is to have individual network nodes take over their routing func-
tions, with each node programmed with the proper response to a link failure. These
self-healing networks are hard to design and often difficult to provision, but they have
no central processor that acts as a single point of failure for the entire network.

One of the difficult points of designing decentralized self-healing networks is that
each node working independently still has to contribute to a whole network working
well. Usually, the first response of a decentralized network to a link failure is fine: Each
end point does the right thing and reroutes its calls over the route the designers
planned for the failure. Later on, when some of the links are overloaded from the over-
flow and there is another failure, the system may not fail so gracefully. Figuring out all
the multiple states of a network in transition after a failure is a daunting task. As a re-
sult, when a second failure does occur, circumstances may arise that the designers did
not foresee at all. Switches, cross-connects, and wireless base stations all have software
systems that also can be overworked during a link or component failure.

One problem that can arise due to an error in network design is called a glare con-
dition. A glare condition occurs when two parts of a telephone system are both waiting
for the other component to do something, A simple example of a glare condition in a set-
ting familiar to many telephone users is a clash between call waiting and three-way
calling. A landline subscriber who has both features signals to add another call using
three-way calling. At the same time, a new incoming call arrives from someone and is
connected through call waiting. The subscriber is waiting for a dial tone, whereas the
new caller is waiting for a conversation. In this example, both the components in the
glare condition are people, but human beings are part of the telephone system, too, and
human beings also can get caught in glare conditions.

A common form of glare in the network occurs when two switches attempt to seize
the same trunk. The trunk looks idle at both ends, based on the signaling bits, and both
will attempt to seize. The signaling protocol is sufficiently clever that both switches are
able to detect the glare condition. One of the switches, however, will have been pro-
grammed to accept that the other end has seized the trunk successfully and to wait to
receive the dialed digits.

12.4 Wireless Telephone System Architecture

From the perspective of the public switched telephone network (PSTN), the wireless
system is an access technology. The role of the wireless network is clear: A mobile
switching center (MSC) looks like a private branch exchange (PBX) to the PSTN, and
the base stations and air interface are analogous to cross-connects and local loops. The
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wireless system looks like a large community of end users with a set of telephone num-
bers and a collection of trunks. When wireless systems communicate with the PSTN,
they must send signals according to the SS7 standard and calls packaged in pulse code
modulation (PCM).

12.5 Wireless Telephony Engineering Issues

There are some telephony issues specific to wireless telephone systems. The great big
difference is that wireless telephones are typically mobile telephones. They can initiate
calls from anywhere, they can receive calls anywhere, and they move around during
a call.

When they initiate calls, subscribers expect prompt service with their full feature
capabilities. And subscribers expect to receive calls wherever the wireless telephone
systems are compatible with their home service.

12.5.1 Tromboning

Most mobile users probably have a story similar to this one: Meeting a New York friend
in Krakow, one of us (Rosenberg) called a mutual acquaintance back in Long Island. We
dialed his local New York telephone number, and the wireless system in Krakow routed
the call to New York for handling. It turned out that the mutual acquaintance was in
Italy that day, so we need not have worried about calling too early and waking him up.
The New York system routed the call to Italy, and we enjoyed our conversation. The
call, however, was a bit excessive in its use of facilities because it had two superfluous
transoceanic links. This kind of routing, out to some far away place and almost back
again, is called tromboning because the route looks like a trombone. Tromboning is ex-
pensive, and newer switching and signaling technologies are being developed to mini-
mize it.

A landline number with call forwarding would have operated in the same way. This
is the case where the shift from location-based telephony to personal telephony has
much the same effect as the addition of mobility to the telephone system provided by
wireless networks. The difference is that in the case of wireless telephony, subscribers
are using their own telephone numbers at distant locations. Mobile telephone engi-
neers face the problem of tromboning frequently because mobile telephones encourage
their users to be mobile in their telephone usage.

12.5.2 User terminal registration

The establishment of location and identity of user terminals on wireless networks is a
continuing process that consumes radio and transport resources and which has no ana-
logue in the wireline network. The system has to broadcast its own identity clearly
enough for the user terminal to synchronize itself to the access channel, to identify the
system, and to respond in a narrow time window so that the system can detect the
response.

The user terminal registers with the wireless telephone network by sending a mes-
sage on the signaling channel. The registration message identifies the user terminal to
the serving system. The user terminal registers when it is powered on and recognizes
the wireless system paging channel. The user terminal registers again when it recog-
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nizes a new wireless telephone system. The user terminal may move to another cell and
detect another base station’s paging channel, but it only reregisters when it detects a
different system identification.

A user terminal also will reregister after a specific period of time. There is a timing
cycle dictated by the system and communicated on the paging channel. When the ap-
propriate time interval has passed, the user terminal registers again. We call this au-
tonomous registration. If we did not have some kind of autonomous registration, then
the wireless system would have to keep registrations current for a long time. A user ter-
minal might leave the service area or be powered off, and it has no way of knowing that
this will happen. As a result, the system cannot rely on the user terminal notifying the
system that it is no longer connected and available to receive calls. Autonomous regis-
tration allows the system to drop a phone’s registration if it fails to reregister at the
specified interval. In this way, the system’s record of registered phones is reasonably
close to the reality at any given moment.

The registration timeout cycle is a parameter that affects both the currency of the
paging list and the amount of signaling traffic. Having a short timeout for registration
keeps the paging list current but increases signaling channel traffic with more mobile
telephone registrations. Having a longer timeout, on the other hand, reduces signaling
channel congestion at the expense of paging more subscribers who are not there to re-
ceive their calls.

12.5.3 Call setup

The entire process of establishing a link to the subscriber’s phone on a call-by-call ba-
sis is a traffic issue specific to wireless. A landline telephone has a local loop, a link that
is always there, managed by the local exchange office, perhaps with the help of a PBX.
The local loop can always be there because the subscriber’s phone is always in one
place—it is not mobile.

A call attempt is made after the user terminal is registered via the paging and access
channels. As a result, the user terminal and the system have identified one another.
When the user terminal makes a call attempt, the system already knows who the sub-
scriber is and where the mobile telephone is. In response to the call attempt, again us-
ing paging and access capacity, the terminal and system send several messages back
and forth to establish the call itself and its radio environment.

12.5.4 Handoff

As an active wireless call moves from one cell sector to another, the call gives up its ra-
dio link with the old sector and is connected to the new sector. We call this process a
handoff (or handover in GSM terminology). CDMA allows a soft handoff where the call
is served simultaneously by two or more cell sectors.

Handoff was a new concept in telephony, and it still has few analogues in the land-
line network.7 A landline call can be viewed as a point-to-point connection, but a wire-
less call is something more than its connection. The call is maintained while the con-
nection changes, following the mobile user terminal.
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The connection not only can go from sector to sector and from cell to cell, it also can
go from one MSC to another. When this happens, we have one MSC setting up the call,
connected to the PSTN, and a connection to another MSC that actually serves the call.
We call the setup switch the anchor MSC to distinguish it from the serving MSC.

The call can even go from one wireless system to another so that the anchor and serv-
ing MSCs are in different systems. This requires close signaling coordination and a
connection between the two MSCs.

When a handoff to a new MSC is being considered, we call the not-yet-handed-off
switch a target MSC. The details of inter-MSC handoff are specified by the ANSI-41
standard, as described in Chap. 15.

12.5.5 Roaming

Roaming is unique to cellular systems, although the recent service of local number
portability (LNP) is bringing similar issues to the landline network. The roaming sub-
scriber expects services similar to home and expects to receive calls dialed to the home
telephone number.

This is effected by close coordination in the signaling network and maintaining sub-
scriber records in the home system. We call the home system repository of subscriber
information the home location register (HLR). Anytime and anywhere a user terminal
changes status, its HLR record is updated. The HLR keeps track, minute by minute, of
the current location of the user terminal. It also knows whether the user terminal is
available for call delivery. This allows the home MSC to make the appropriate choice
in response to an incoming call: sending the call to the user terminal if it is registered
on the home network, sending it to an alternate MSC if it is available through roam-
ing, or directing the callING party to voice mail (or sending a busy signal) if the callED
party’s mobile telephone is not available.

A registration in a system other than the home system creates a record for the sub-
scriber in the new system’s visitor location register (VLR) and updates the location and
status information in its HLR record. At this time, the serving system receives verifi-
cation of the user terminal’s identity and the service capabilities the subscriber should
receive. Authorization can be denied to mobile identification numbers known to be
fraudulent and to subscribers not paying their cellular telephone bills.

12.5.6 Small numbers of calls

Much of the engineering design of the PSTN is oriented toward supporting many sub-
scribers and many calls through a relatively small number of local exchange offices and
other facilities. This model reduces cost by achieving economies of scale.

In contrast, wireless telephone systems are limited by the capacity of the air inter-
face, and they grow by adding base stations. Cellular networks grow by adding new lo-
cations and facilities rather than by expanding the capacity of existing facilities. Wire-
less network providers add mobile switching centers as well, but the primary element
of growth is new cells. Since a typical cell handles 10 to 100 simultaneous calls, the
base-station-to-MSC transport in a wireless telephone system never reaches the econ-
omy possible in systems where one transport pipe has hundreds of lines. In landline
telephony, small trunk groups usually grow into large trunk groups as systems expand
to serve more subscribers. In wireless telephony, small pipes grow into more small
pipes as more cells are added to meet increasing subscriber demand.
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The number of user terminals is dictated by the number of subscribers. After user
terminals, the most numerous and expensive part of a wireless telephone system is the
collection of base stations. At a typical busy-hour occupancy of 70 percent, this radio
equipment is idle three-tenths of the time. There are ways to design the equipment to
handle this inefficiency more economically, but this is the reality of small numbers, the
reality of wireless traffic engineering.

The financial planners are usually not telephony engineers. They have to understand
that they cannot divide the radio count by the length of busy-hour calls to get the busy-
hour capacity of their systems. There are a two major reasons for this.

First, in conventional cellular systems with mixed cell sizes, the frequency-allocation
pattern actually reduces the number of radios available on some faces. In CDMA, we
cannot count the number of calls by counting the number of radios, but increased use
in surrounding cells does add interference and reduce capacity at each cell.

Second, we cannot use all the voice links all the time and maintain an acceptable block-
ing rate. This adds a complex statistical element to our calculations. The mathematical
models for this are discussed in Chap. 23, but here are some of the essential issues:

■ The moment-by-moment demand during the busy hour follows a statistical Poisson dis-
tribution that depends on the average call demand level. The number of calls at any given
instant can vary considerably from the average.

■ Keeping the system available for subscriber calls is the same as maintaining a low block-
ing rate. Two percent blocking is excellent service, and 10 percent may still be acceptable.

■ The number of available voice links required to maintain a low blocking rate can be sig-
nificantly more than the average demand. As a result, the links are occupied only some of
the time even during the busy hour.

■ Lower engineered blocking rates require lower occupancy, which means less efficient use
of voice links.

■ While smaller demands require smaller numbers of voice links, the occupancy required for
a given blocking rate goes down, so smaller quantities of call demand use voice links less
efficiently.

■ At the 2 to 10 percent blocking levels typically desired in cellular systems and at the num-
bers of radios in cellular systems, the busy-hour occupancy ranges from 50 to 80 percent.
Offering reasonably low blocking rates, under the best of circumstances, requires at least
one-fifth of the voice links to be idle even during the peak-usage period.

Within a cellular service provider, there is a danger that financial planners working
on a cellular growth plan will set budgets based on an oversimplified model of demand
and capacity. It is essential that cellular engineers communicate the complexity of
these issues early and often and that they explain the results of their statistical mod-
eling in a way that the financial executives can understand. It is also essential that the
organization foster good communication and mutual respect between these groups so
that the financial plan is sufficient to support a realistic engineering growth plan.

12.5.7 Changing channel conditions

A single CDMA carrier varies in capacity over time. The notion of a carrier or set of car-
riers with varying capacity is a new concept to most telephone engineers. Even those
of us familiar with conventional reuse (FDMA and TDMA) are not used to a carrier set
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whose capacity changes over time. In CDMA, calls with poorer radio links (coming from
inside buildings, for example) use a larger slice of the CDMA pie than other calls, add
more interference to the other calls, and reduce the carrier’s total capacity. The num-
ber of calls that can be served by a single carrier depends on the local conditions where
the calls are calling from.

Cell capacity also depends on the quality of the user terminals. Different subscriber
equipment may have different levels of radio waveform distortion, adding different
amounts of noise to the CDMA channel. This variation is not only call by call but also
moment by moment. A subscriber walks into a building, and the CDMA channel goes
from barely good enough to not good enough for that call or perhaps for other calls on
the same carrier.

The wireless service provider has to make some decisions about service quality in an-
ticipation of changing radio channel conditions. Consider this example for planning ca-
pacity for a particular sector. If the average call duration is 2 minutes (120 seconds)
and the expected capacity is 24 calls, then the expected time until somebody hangs up
normally is 5 seconds. In this case, if worse than usual conditions do not allow high-
quality calls when the twenty-fifth call comes in, then the subscribers experience about
5 seconds of excessive interference before someone hangs up. This may be acceptable if
it happens occasionally, but if it happens too often, subscribers will be dissatisfied with
the service. If this network continues to allow a twenty-fifth caller onto the system,
then service may be unsatisfactory. The network can anticipate the increased error rate
and block calls, maintaining a maximum of 24 calls in the sector under these condi-
tions. The tradeoff between capacity and quality manifests itself in the decision
whether to hold the line at 24 calls of good quality or to allow 25 calls and to tolerate
the occasional 5 seconds of substandard voice quality.

12.5.8 Varying overflow characteristics

Overflow is the capacity of a network to provide alternate routing if demand exceeds
the capacity of the normal or primary route of a call. On the traditional PSTN, if the
connection from switch A to switch B is full, it might be possible to carry the overflow
from switch A to switch C and then from switch C to switch B. However, in the tradi-
tional PSTN, there is no alternate route to replace the local loop.

Overflow in a wireless network is far less straightforward than it is in landline tele-
phony, but the big difference is in the radio link. As far as transport is concerned, the
wireless telephone system is still basically a telephone transport network. The overflow
issues are a bit more complex due to handoffs and due to the mobility of call setup. We
must take them into account when planning capacity and overflow, but we do not need
to introduce any radically new ideas. We can use the same thinking we would use in
planning PSTN capacity.

In conventional reuse, a busy cell sector can direct extra traffic to other cell sectors,
providing traffic overflow for the air interface, equivalent to local-loop overflow on the
PSTN. Knowing traffic can overflow allows us to be more aggressive in our traffic en-
gineering, as discussed in Sec. 23.4 than we would be without overflow. We can block
more calls from each sector when they have a significant chance of having somewhere
else to be served.

In CDMA, however, sending extra traffic to another cell sector is generally not a good
idea. When we solve the CDMA equations in Sec. 28.1, we see that adding traffic to the
wrong sector is even more damaging to the right sector than simply overloading the
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right sector. Because all the CDMA sectors use the same frequency band, the interfer-
ence impact of a call is minimized by serving it on the cell sector with the best radio
path (highest path gain), where it can operate at what probably will be the lowest ac-
ceptable power level.

There is another, more subtle kind of overflow in CDMA. In conventional reuse and
landline telephony, we have some number of telephone lines, and we can keep serving
calls until they run out. This number remains fixed, regardless of activity on neigh-
boring cells. In conventional reuse, interference from neighboring cells reduces call
quality but not call capacity. In contrast, the CDMA channel capacity is variable and
depends on the call volumes in neighboring cell sectors, a kind of global capacity even
without call overflow. In Sec. 30.6 on CDMA soft blocking we discuss how we can use
this global capacity in CDMA engineering to mitigate some of the capacity loss from
other-cell and other-sector interference.

12.5.9 Nonlocal service quality

The last notion in traffic engineering we want to address, because it is new in wireless
engineering, is the concept that service quality in one area depends on what is hap-
pening somewhere else, sometimes moment by moment. We have changing conditions
in the landline network, and even some strange stories where conditions in one area
changed and another area had a service problem. However, these are considered
strange. In wireless, however, it is normal day-to-day reality that radio channels on one
side of town affect cellular performance and capacity on the other side. The ball game
lets out, and all other cells sharing the same channel set have more interference. This
is not a new or deep concept in radio, of course, but it is a little bit strange to those who
think in telephony terms.

12.6 Conclusion

This introduction to telephony engineering issues lays the groundwork for under-
standing the CDMA capacity and engineering issues we will discuss in Parts 5, 6,
and 7.
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Chapter

13
Telephone Transport

The methods used to transport telephone communications have evolved over time from
the use of uninsulated open-wire pairs strung on poles to fiber optic systems capable of
transporting over 100,000 simultaneous calls. The early open-wire systems gave way
to the use of insulated twisted pairs, often bundled together in cables. It is common to-
day for the cable drop to a residence to consist of six twisted pairs in a cable, and ca-
bles containing as may as 2700 pairs are in use.

Today there are many methods in use for transporting information through the net-
work. Some of the more common methods will be described in this section. We prefer to
use the term information because today’s public switched telephone network (PSTN)
transports not only voice but also various forms of data. It even carries portions of the
Internet itself. First, we will introduce several general concepts that will aid in the un-
derstanding of later sections of this chapter.

Traditional telephony has as its roots the concept of a circuit. A circuit can be thought
of as a dedicated pair of wires or a channel in a digital facility such as the DS-1 (de-
scribed in Chap. 11). Traditional telephony creates connections between telephones by
connecting circuits end to end until the entire transmission path is complete from caller
to called party. This approach is commonly referred to as circuit switching. The term
circuit applies most precisely to a two-way point-to-point link. However, the term is
also used to refer to a series of circuits connected through switches connecting two end
points.

Data communication uses a statistical approach instead. Communications between
many devices on a data network may pass over the same transmission path, each iden-
tified uniquely by address information imbedded in the communication. This sharing
of a transmission path is referred to as statistical multiplexing.

Many transmission technologies can transport far more bandwidth than is either re-
quired, desired, or affordable for a particular data communications application, even
the Internet. The result is that that data communications often share transmission fa-
cilities and therefore are assigned a circuit on that transmission facility. The circuits
provided by the various telephone transport methods can be applied to many purposes.
In Chap. 11 we saw the use of circuits as lines for connecting telephones to local ex-
change offices. We also saw the use of circuits as trunks to connect switching offices.
Circuits may be used to connect private branch exchanges (PBXs) to form a private net-
work. These circuits are sometimes referred to as leased lines. The use of the term lines
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in this context may appear confusing because the leased lines connect switches rather
than terminating at a fixed point. However, in the telephony context, they are not be-
ing switched by the PSTN. Finally, we saw the use of circuits, again called leased lines,
to connect data communications equipment.

Wireless networks depend heavily on a combination of digital trunks and leased lines
for connections between base stations and mobile switching centers (MSCs) and con-
nections to the PSTN.

13.1 Telephone Transport Protocols

Analog and digital facilities alike rely on protocols, whether it be for the separation of
channels through the use of frequency division techniques or the use of framing tech-
niques such as DS-1 framing and Asynchronous Transfer Mode (ATM). For those fa-
miliar with the Open Systems Interconnection (OSI) model, this raises the question of
how the apparent framing and addressing techniques used in transport relate to the
OSI model. It can be stated generally that all transport technologies, including ATM,
are considered to be OSI layer 1 protocols.1

13.1.1 Analog transport

The simplest protocol is that for the analog telephone call. It transports a human voice
from 300 to 3300 Hz, 3 kHz of analog bandwidth. This bandwidth is enforced by the
telephone receiver and by the local exchange office and is not a characteristic of the
analog line itself. That human voice can be replaced by any other analog signal that fits
between 300 and 3300 Hz, such as a modem or fax signal.

Analog trunks in the United States are bundled together in L-carrier. Each call has
3 kHz of bandwidth, and analog circuits modify the sound by shifting its frequencies
into the ultrasonic range for transport. Table 13.1 shows the L-carrier range as of
1972.2 As recently as 1990, the telephone network in the United States was mostly
analog L-carrier. Competition forced the rapid conversion of the PSTN to all-digital
trunks during the 1990s, and L-carrier is, for all intents and purposes, an obsolete
technology.

13.1.2 Protocols for digital transport

The basic building block for digital transport protocols, both in North America and in
Europe, is 64 kbps. This is referred to as the DS-0 in North America and the E-0 in Eu-
rope. This 64-kbps building block is transmitted in 8-bit blocks at a transmission rate
of 8000 blocks per second. When used for voice transmission, each 8-bit block contains
an 8-bit sample of the analog voice signal. The method used for taking the sample is
different in North America from that used in Europe. The procedure used in North
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1The reader will observe that framing, addressing, error detection, and the application (trans-
ported information) are attributes of most transport protocols, and the natural tendency is to as-
sign these attributes to upper layers of the OSI model.

2There was an L-2 system used briefly before World War II.
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America is referred to as �-law, and the procedure used in Europe is referred to as
A-law. The �-law and A-law are described in Sec. 18.1.2.

The DS-0 channels are grouped together to form a DS-1 frame. The DS-1 frame con-
tains 24 DS-0s and one framing bit, for 193 bits. DS-1 frames are transmitted at a rate
of 8000 frames per second, as required to deliver the DS-0 samples at a rate of 8000
sample per second. The DS-1 frames are further grouped into groups of either 12
frames (a superframe) or 24 frames (an extended superframe). The sequence of 1s and
0s assumed by the framing bit identifies both whether a superframe or extended su-
perframe format is being used and where the first frame is in the transmission stream.
The equipment receiving a DS-1 will examine the bits in each of the 193 bit positions
until it detects the proper sequence of 1s and 0s. Once this is detected, the receiving
equipment knows where the framing bits are in the bit pattern and proceeds to count
off the frames in 193-bit chunks.

Signaling information can be transported within each DS-0 channel by using a
technique called robbed-bit signaling. This technique is accomplished by overwriting
the least significant bit in the DS-0 sample. It is not necessary to overwrite the least
significant bit in every sample. Since the DS-0 is being transported within a DS-1
and the DS-1 has grouped the DS-1 frames into groups of 12 or 24, it is sufficient
only to rob bits from a subset of the DS-0s. The practice used is to rob only the bits
in the DS-0s transported in the sixth and twelfth frames of a superframe or, in the
case of an extended superframe, the sixth, twelfth, eighteenth, and twenty-fourth
frames.

The approach used in Europe with E-0s is similar to that used for DS-0s. E-0s are
grouped together to form an E-1. The data rate of the E-1 provides for thirty-two
64-kbps channels, but only 30 of them are used for the transport of E-0s. The remain-
ing 2, occupying the sixteenth and thirty-second time-slot positions, are used for the
transport of signaling and for synchronization of the E-1 frame, respectively.

Both DS-1s and E-1s can be further multiplexed up to higher bit rates. The DS pro-
tocol hierarchy is shown in Table 13.2.3 The European E-0 links are similarly grouped
into their higher-rate packages, as shown in Table 13.3.4 Alas, these are not compati-
ble with the North American standards.
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TABLE 13.1 The North American Analog L-Carrier Transport Protocol

System Bandwidth Capacity

L-1 53 MHz 1800 voice circuits
L-3 58 MHz 9300 voice circuits
L-4 17 MHz 32,400 voice circuits
L-5 57 MHz 108,000 voice circuits

3The DS-0 channel can be one voice channel, one 64-kbps data channel, or even a collection of
subrate channels.

4Both DS-2 and E-2 links exist in the world of telephony specifications, but like the L-2, neither
is used in practice. In all three cases, the leap is from 1 to 3.
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13.2 Wireless System Transport

Wireless systems have their own specific transport needs both within a single mobile
switching center (MSC) service area and between or among MSC regions. Now that we
have explained the fundamentals of telephone transport, let us look at the four kinds
of telephone transport in a wireless telephone system: from the base station to the
MSC, signaling using ANSI-41, MSC to MSC, and from the MSC to the PSTN.

13.2.1 Base station to MSC (backhaul)

Base-station-to-MSC transport is outside the realm of conventional telephony for sev-
eral reasons:

■ The voice channels use low-bit-rate speech coding.

■ The voice channels use nonstandard data rates.

■ A single pipe carries voice and data connections with differing rates.

■ This transport network has many thin pipes.

■ The network grows by adding nodes and pipes to those nodes, not by thickening pipes.

The engineering of the base-station-to-MSC transport network will be addressed in de-
tail in Chap. 35 and Sec. 44.1, but we can start to look at the issues and challenges
here. Base-station-to-MSC transport is outside the ANSI-41 standard.

In traditional telephony traffic engineering, we look at a random distribution with an
average number of calls. A link might have a busy-hour average of 25 calls and a re-
quirement of no more than 1 percent blocking. It is the traffic engineer’s job to make
sure that there are enough lines to serve that traffic distribution so that 99 percent of
the calls get through. We discuss traffic engineering in Chap. 23. In this usual tele-
phony traffic engineering world, there is a clear-cut notion of one telephone call, one
unit of demand, and one unit of transport.

Wireless voice channels are designed to conserve radio spectrum rather than to make
telephone transport easier, but we can take advantage of the economy of wireless voice
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TABLE 13.2 North American Digital Service Transport Protocols

Signal Speed Channels

DS-0 64 kbps 1
DS-1 1.544 Mbps 24
DS-3 44.736 Mbps 672
DS-4 274.176 Mbps 4032

TABLE 13.3 European Digital Transport Protocols

Signal Speed Channels

E-0 64 kbps 1
E-1 2.048 Mbps 30
E-3 34 Mbps 480
E-4 144 Mbps 30,720
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channel design in our transport networks. We can take the simple view that each base
station has a certain amount of radio capacity, some number of bits per second, and
that those bits have to get to and from the MSC through a transport network.5 The low
bit rate of code division multiple access (CDMA) and the Global System for Mobility
(GSM) is maintained from the base station to the MSC.

As a result, each base-station-to-MSC link is a data link with varying numbers of
varying-bandwidth users over time. The total usage of the link is limited by the total
capacity of the air interface between the base station and the user terminal. So long as
this link has more bit capacity than the air interface, there should be no limitation of
service. As a result, planning capacity for a single-base-station-to-MSC link is a simple
matter of adding up the total capacity of the base station’s air interface and making
sure that the link is a little bigger. We can use traffic engineering principles to deter-
mine just how much bigger it should be. The challenge in this arena is not planning for
capacity to a single base station but rather planning the transport and estimating
transport costs for a network growing by the addition of new base stations. Normal
telephone networks grow by expanding capacity from point to point. Wireless base sta-
tions, on the other hand, do not gain capacity as a system grows. Radio spectrum ca-
pacity at a single base station is typically fixed, and we grow the total network capac-
ity by splitting cells and adding new base stations. We have more links with the same
demand distribution rather than the same links with growing demand.

Of course, changing technology, services, or facilities on the radio link or in the wire-
less network are likely to require changes to transport facilities. In planning transport
facilities, it would be appropriate to ask if conditions such as these are likely to arise:

■ Acquisition of more radio spectrum will increase capacity at existing base stations, re-
quiring additional transport.

■ If a cdmaOne wireless network is being upgraded to cdma2000, then it will be necessary
to evaluate base-station-to-MSC transport capacity and upgrade that capacity wherever
the new air-interface capacity exceeds the capacity of the existing pipe.

■ If a CDMA system is being modified to support wireless local loop (WLL), particularly at
high data rates or for large groups of subscribers, additional base-station-to-MSC trans-
port might be needed.

■ If the base-station-to-MSC pipe might be converted to an Internet Protocol (IP) packet
pipe, then greater efficiency could reduce the size of the pipe needed after the conversion.

13.2.2 Signaling with ANSI-41

ANSI-41 is a signaling standard for wireless telephony that tells various parts of the
wireless world how to communicate with each other. These signaling links almost uni-
versally use Signaling System 7 (SS7) for telephone signaling. Chapters 14 and 15 de-
scribe the architecture and function of SS7 and ANSI-41. ANSI-41 links are signaling
links only; subscriber voice and data go on other facilities. There are two exceptions to
this, the short message service (SMS) and its successor, enhanced message service
(EMS), which send small packets of user data over ANSI-41, as described in Chap. 20.
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5The reality of CDMA is that increasing traffic in one cell decreases the capacity of its neigh-
bors, so there is some notion of community capacity we are not addressing here.
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ANSI-41 allows the MSC to communicate with

■ Other MSCs for inter-MSC handoff signal management.

■ The home location register (HLR) for roamer registration.

■ The visitor location register (VLR) for roamer calls.

■ A message center for short message service (SMS).

■ The over-the-air activation function (OTAF) for over-the-air service provisioning (OTASP).

This list doubtless will grow as wireless telephone systems add capabilities and fea-
tures to meet customer demand.

ANSI-41 operates on SS7 networks, which are designed so that each switch and each
link run at no more than 40 percent capacity, allowing for one of a pair of redundant
facilities to carry the load if one piece of equipment should fail. As a result, transport
facilities carrying ANSI-41 systems must be designed and expanded to maintain suffi-
cient excess capacity to meet the requirements of SS7.

13.2.3 MSC to MSC

Voice and data links are required between MSCs for inter-MSC handoffs. These facili-
ties are dedicated to handoff traffic. Other MSC-to-MSC communication is separate
from handoff communication.

Consider the handoff process at its most basic level: A call changes from one cell sec-
tor to another. If the two sectors are in the same cell, then the MSC may not even need
to know about it. If the two cells are served by the same MSC, then the one serving
MSC handles the circuit switching, and the handoff has no need for MSC-to-MSC com-
munication. When the call crosses an MSC boundary, however, one MSC needs to com-
municate with another. For this section we need only consider the capacity require-
ment of handoffs that cross MSC boundaries.

Let us consider a handoff in more detail. Several cells and the user terminal make
measurements and determine whether there should be a handoff and where it should
go, and not all of these cells are served by the same MSC. ANSI-41 specifies how MSCs
communicate with each other to make measurements for inter-MSC handoffs, how they
complete the handoffs, and how they maintain efficient paths through multiple inter-
MSC handoffs.

Once two MSCs use the signaling network to decide to do an inter-MSC handoff, they
use dedicated facilities between them to carry the subscriber’s voice and data traffic.
While these links may follow the same physical paths as the PSTN links used for roam-
ing or call forwarding, they are not the same logical paths because they perform a dif-
ferent function. Logical and physical models are discussed in Sec. 14.4.

Multiple-handoff path minimization is important in today’s wireless world. If we pic-
ture a user moving from system to system to system in a linear fashion, say, Boston to
Hartford to New York, then the notion of multiple inter-MSC handoffs may seem like a
rare event.6 Increasing demand for wireless service has increased traffic density and
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6Back in the early days of cellular, when we were working on abutting systems, we wanted to
claim that one could start a call in Boston and drive all the way to Denver without losing the call.
None of us could think of any reason why anybody would want to do that, however.
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made MSC regions smaller, so their boundaries are more numerous and more fre-
quent.7 Also, there are triple points where three MSC regions come together, and traf-
fic in those areas easily may have many handoffs among all three systems. It is not un-
usual to have a user terminal hand off from A to B to A to C to A and then to B, and it
would be silly to transport that call over five inter-MSC voice links. We discussed this
out-and-back transport issue, called tromboning, in Sec. 12.5.1. Path minimization re-
duces tromboning.

There is another function of inter-MSC pipes. Some wireless carriers may wish to
support roamer terminations and mobile-to-mobile calls without having to use expen-
sive capacity leased from the PSTN. If the wireless carrier establishes additional voice
capacity among MSCs, then that carrier can serve roamer terminations and mobile-to-
mobile calls end-to-end on its own transport facilities, possibly at reduced cost.8 If a
vendor is doing this, then the total capacity for the pipe between two MSCs should be
the sum of what is needed for handoffs and roaming plus what is needed for mobile-to-
mobile communications. Although the two functions may be supported on the same
physical channel, their logical functions are separate. In addition to the separation of
the two data links between two MSCs, the ANSI-41 channel capacity must be dedicated
to ANSI-41 and not used for other purposes.

13.2.4 MSC to PSTN

If you are an old-fashioned telephony engineer, then you can relax for a while as we dis-
cuss MSC-to-PSTN transport. The connection between MSC and PSTN, at least at the
time we are writing this book, is ordinary circuit-switched pulse code modulation
(PCM) on DS-0 trunks bundled 24 to a DS-1 or E-0 trunks bundled 30 to an E-1. To the
PSTN, the MSC looks like a local exchange office or a PBX.

The MSC-to-PSTN trunks do not carry handoff traffic because that is handled by
dedicated MSC-to-MSC links. Incoming calls to roamers come into the home MSC and
are forwarded to the serving MSC just like any other forwarded call. The signaling sys-
tem may be smart enough to redirect the call to the serving MSC without it having to
make a detour into the home MSC and back out again. As we will discuss in the next
chapter, signaling eliminates much inefficiency in telephone transport.

The MSC-to-PSTN trunk group is ordinary not only in its format but also in its size.
An MSC with 100 base stations with a capacity of 500 calls each, for example, will re-
quire tens of thousands of trunks, several DS-4 or E-4 links. Traffic engineering, de-
scribed in Chap. 23, allows us to use less than 50,000 trunks, perhaps a lot less, de-
pending on the subscriber demand usage patterns. These are the kinds of trunk groups
that traditional telephone transport engineers are used to working with.
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7This is a legitimate mathematical concept. Whatever measure we want to use for coverage area
and boundary, the ratio of boundary to coverage increases as the service area decreases. If radio
signal path variation makes inter-MSC handoff likely over a 1-km-wide region around the MSC
service region, then there will be more calls in those 1-km regions as the regions themselves be-
come smaller in geographic area.

8A vendor will choose the amount of capacity to allocate for mobile-to-mobile calls based on a
complex optimization with routing through the PSTN as an alternate route.
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13.3 Conclusion

In this chapter we have introduced the principles and standards for telephony trans-
port. We have discussed the potential effect of a shift from traditional telephony to
voice over IP. We also have introduced a number of issues of cost management and ca-
pacity planning, with a focus on topics most relevant to wireless networks.
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Chapter

14
Signaling with SS7

14.1 Introduction

Signaling System 7 (SS7) is both a network architecture and a signaling protocol that
has been adopted internationally as a method of signaling for calls in the public
switched telephone network (PSTN) and for providing advanced features such as 800
service. It is the most recent implementation of a concept called common channel in-
teroffice signaling (CCIS).

Previous chapters described how signaling for a call could be carried on the pair or
pairs of wires that transported the call. We also briefly touched on the concept of Inte-
grated Services Digital Network (ISDN), in which all signaling for a group of calls could
be carried in a separate channel on the same DS-1, a technique referred to as associ-
ated signaling. More generally, associated signaling refers to the use of a signaling path
that parallels the trunks between two switches and which signals for those trunks.

CCIS offers a more powerful approach. Rather than using signaling paths that par-
alleled the trunks, CCIS sets up a separate data network for signaling. The SS7 net-
work makes use of the 64-kbps DS-0 for the physical layer connections between net-
work elements. These connections are called signaling links. The SS7 network does not
replace the trunks that are used to carry voice and data traffic between switches. It is
a separate data network established for the purpose of signaling for those trunks. The
architecture of the SS7 network provides for high reliability through the use of redun-
dant signaling links and redundant nodes in the signaling network.

14.2 SS7 Network Architecture

The SS7 network is designed to be highly physically redundant for reliability. It is
maintained as a physical network separate from the facilities and switches that carry
voice and data traffic. The two networks touch only at the switches themselves, as re-
quired to communicate the signaling functions for which SS7 was designed from the
SS7 signaling network to the switches it controls.

The local exchange office at the telephone company is a service switching point
(SSP) for SS7. The SSP is a separate logical entity connected to the local telephone
switch, but the entire local exchange office is sometimes referred to as the SSP. The

183

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.

Source: CDMA CAPACITY AND QUALITY OPTIMIZATION



SSP converts voice-switch signaling into SS7 messages. Most of the SSP SS7 traffic is
related to voice circuits.

In addition to voice-circuit signaling, the SSP uses SS7 for database access. This
started with toll-free 1-800 number lookups and added 1-900 number lookups, but lo-
cal number portability is changing the SS7 traffic mix. Now that landline subscribers
can take their telephone numbers with them when they move to a new location, almost
every call will require checking the local number portability (LNP) database to deter-
mine which network provides services to the called number. Once the routing number
that identifies the call’s actual destination has been retrieved, then the SSP can begin
circuit connections for a call.

The entry point to the SS7 network is a signal transfer point (STP). Physically, the
STP can be attached to a voice switch, so tandem switches provide voice switching and
SS7 STP services using a colocated computer. Standalone STP equipment allows com-
panies to centralize their SS7 operations. STPs come in redundant pairs because all
SS7 network components must be implemented in redundant pairs.

The service control point (SCP) is the SS7 interface to telephone company databases.
These databases have routing numbers for toll-free, area code 900, and LNP, as well as
credit-card validation data, fraud protection, and Advanced Intelligent Network (AIN)
services used for creating subscriber services. The SCP itself may not store the data but
merely provides SS7 access to a computer database.

The basic flow of SS7 signaling messages from one SSP to another SSP is shown in
Fig. 14.1. There are six types of SS7 links (A through F):

Access links (A) connect the SSP to the STP. There are at least two for redundancy in
case one link or one STP fails. The maximum number of A links to one STP pair is 16
to each STP.

Bridge links (B) connect mated STPs to other mated STPs. Each STP-to-STP pair
connection requires four separate B links, often referred to as quad links. Some SS7
networks in Europe do not use all four B links as shown here. B links are used for STP
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Figure 14.1 SS7 flow diagram.
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connections at the same hierarchical level in the SS7 network, whereas D links (see be-
low) are used when the STPs being connected are at different levels.

Cross links (C) connect the redundant STPs to each other. Even C links come in pairs
to maintain redundancy in the SS7 network. These links are used for SS7 network
management messages only except when the network is so congested that the C links
are needed for SS7 traffic or when an equipment failure requires SS7 traffic to use the
C links.

Diagonal links (D) are used to connect STPs at different hierarchical levels in the SS7
network. SS7 networks are not required to have a hierarchy, but it can be useful when
there are centralized functions, such as SCP database access, or large numbers of central
offices that benefit from having concentrator STP nodes. D links come in quad arrange-
ments just like B links. The full SS7 picture with hierarchy is shown in Fig. 14.2.

Extended links (E) connect SSPs to remote STPs. This is normally used for traffic
overflow when the home STPs become congested. E links are also a diversity backup in
case of equipment failure.

Fully associated links (F) are direct CCIS links between two SSPs. F links typically
are used when there is a large amount of signaling traffic between two SSPs, enough
to justify a dedicated signaling link. They also can be used when a remote SSP cannot
be connected directly to an STP for some reason. The F links then allow the remote SSP
to access SS7 databases without direct A links to an STP.
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Figure 14.2 SS7 flow diagram with hierarchy.
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The transport used on these A through F links is entirely at the discretion of the net-
work designer; SS7 does not care how its packet messages get from source to destination.
In terms of the OSI model, we would say that SS7 specifies levels 4, 5, and 6 and leaves
the implementation of levels 1 through 3 open. The links do have to be dedicated, that
is, available for SS7 traffic at all times, and not used for anything else. When a link
fails, the other links in the same set have to take over the traffic load. If an STP (or
some other piece of SS7 equipment) should fail, then the remaining STP of the pair has
to do the work of both of them. SS7 links and equipment are designed to use no more
than 40 percent of their capacity so that the network will perform well in the event of
a single failure. Because the telephone engineers did their job so well, we usually can
think of SS7 as shown in Fig. 14.3.

14.3 SS7 Protocol

The SS7 protocol suite is an evolutionary product, and over time, many changes and
additions have been made to it. The purpose of this section is to give a brief overview
of its major features and functions.

The SS7 protocol suite predates the seven-layer OSI model, but this model is very
useful in describing the functions performed by SS7. Let us review the OSI reference
model outlined in Table 14.1.

The physical layer of the SS7 protocol is the 64-kbps links described in Sec. 14.2. Rid-
ing on this physical layer is the SS7 message transfer part (MTP), which can be looked
at as layers 2 and 3 of the OSI model. The functionality of the MTP that most closely
corresponds to layer 2 is referred to as MTP-2, and correspondingly, the layer 3 func-
tionality is called MTP-3.
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Figure 14.3 How we usually visualize SS7 networks.

TABLE 14.1 Seven-Layer OSI Reference Model

7. Application layer
6. Presentation layer
5. Session layer
4. Transport layer
3. Network layer
2. Data link layer
1. Physical layer

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.

Signaling with SS7



14.3.1 Message transfer part (MTP), level 2

The layer 2 functionality of the MTP is to frame the message, to check the frame for er-
rors, and to provide sequence numbering, which can be used both to ensure that all
frames are received in sequence and to provide flow control to avoid congestion. Fram-
ing is accomplished by separating messages with a flag, which is an 8-bit pattern
01111110 that is never repeated within the message and therefore can be used reli-
ably to detect the start of a frame.

14.3.2 Message transfer part (MTP), level 3

The layer 3 functionality of the MTP includes carrying the network addresses of the
sending and receiving nodes and information useful for routing and congestion control.
The MTP can be loosely compared to the functionality of the IP in that it creates the
addressed envelope needed by upper layers of the protocol to get the message to the
destination. Once at the destination, it is the job of the upper layers to get the message
to the correct application. Standards efforts are presently under way to define how to
do the work of SS7 over the IP network.

Now that we have an envelope to get messages across the SS7 network, we can de-
fine how to get the information in the messages to the correct destination.

14.3.3 Signaling connection control part (SCCP)

The SCCP of the SS7 protocol suite provides a way to address the individual applica-
tions within a node of the SS7 network. Such an application might be the conversion of
1-800 numbers into PSTN numbers. It also provides the ability to provide both con-
nectionless and connection-oriented services to these applications.1 SCCP can be
thought of as filling in the OSI layer 3 services that are missing from MTP-3 and
adding some layer 4 services.

14.3.4 ISDN user part (ISUP)

A peer of the SCCP is the ISDN user part (ISUP). ISUP is used to signal the voice and
data calls carried over the PSTN. ISUP does not use SCCP, so ISUP messages are ad-
dressed directly to the switch itself instead of to other applications. ISUP has functions
that straddle layers 4 through 7 of the OSI model.

14.3.5 Transaction capabilities application part (TCAP)

TCAP defines the messages and protocol used to communicate between applications. It
is necessary to get the TCAP messages out of the MTP envelope and to direct them to
the correct application. TCAP uses SCCP for this routing function. Among the services
supported by TCAP are database lookup services such as needed to provide 1-800 ser-
vice and calling-card service. TCAP can be thought of as providing a subset of OSI lay-
ers 5 and 6 services.
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1A connectionless service is a datagram service such as provided by User Datagram Protocol
(UDP) over IP and a connection-oriented service is a virtual circuit such as provided by the Trans-
mission Control Protocol (TCP) over IP.
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14.3.6 Mobile application part (MAP)

MAP provides services to mobile switching centers (MSCs). MAP messages are carried
within TCAP messages. MAP is used to communicate between the databases in a mo-
bile telephone network and facilitates the authentication of mobile subscribers and the
support of roaming. MAP can be thought of as an OSI layer 7 service. MAP is used to
support ANSI-41, which is the topic of Chap. 15.

14.3.7 Base station system application part (BSSAP)

BSSAP provides similar functionality to MAP, but for GSM systems. BSSAP and its
subprotocols are sometimes referred to as GSM-MAP. BSSAP does not use TCAP but
rather uses the services of SCCP directly.

14.4 Logical and Physical Models

When we delve into the world of communications systems and message protocols, we run
into the distinction between logical models and physical models.2 Both the logical and
physical models of wireless system connectivity fall into the category of network reference
models that show the interfaces among the basic functional components of a network.

A logical model describes the components for how a system functions and the inter-
faces between relevant pairs of components, whereas a physical model shows how the
actual parts are put together. A simple example is the user terminal described in
Sec. 3.1.1, where we consider the radio transmitter and receiver as logically separate
items, even though they are physically designed as one transceiver unit.

Consider three MSCs, each connected to the other two. Each MSC has an associated
home location register (HLR) and visitor location register (VLR). We will explain what
HLRs and VLRs are in more detail in Chap. 15, but for now, let us look at the logical
network. Each MSC is connected to all three HLRs and to its own VLR. The logical
model of this network is shown in Fig. 14.4.

The physical layout may look nothing like Fig. 14.4, however. In real life, the MSC,
HLR, and VLR may all live in the same cabinet, as shown in Fig. 14.5. The logical links
connecting each MSC to its own HLR and VLR are software subroutines because they
share the same computer memory and disk drives. Between each pair of boxes is a DS-1
pipe with 2 DS-0s used for each MSC-to-HLR connection and the other 20 DS-0s used
for MSC-to-MSC data. If we were to walk in and ask to see the 9 MSC-to-HLR links
shown in Fig. 14.4, then we would be told that 6 of them are time slots inside the three
DS-1 links. Three of them do not physically exist as links at all. In fact, the left two
MSCs in Fig. 14.5 may be colocated with landline telephone local offices, and their
DS-1 link is actually one time slot on a DS-4.

The physical layout might just as well look like Fig. 14.6. In this case, one machine
performs the HLR and VLR functions for all three MSCs, as well as a digital cross-
connect function to manage the MSC-to-MSC links. In case one breaks down, this net-
work has two HLR/VLR machines for redundancy, and these machines share the load
when both are running. Each MSC is connected to both HLR/VLR machines with an
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2This distinction is completely separate from the distinction of layers in the OSI reference
model. The OSI reference model, SS7, and ANSI-41 are all logical models with varying physical
models used in implementation.
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Figure 14.4 Logical diagram of three MSCs, HLRs, and VLRs.

VLR/MSC/HLR
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Figure 14.5 A physical diagram of three MSCs, HLRs, and VLRs.
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E-1 link, with 2 E-0 links dedicated to HLR and VLR traffic and the other 30 E-0s used
for MSC-to-MSC data. The individual MSC-to-HLR and MSC-to-VLR links are four
packet streams on the 2 E-0 links. The two HLR/VLR machines have a dedicated E-1
link between them to keep their databases synchronized.

These are two very different physical models that implement the same logical model.3

The ANSI-41 standard provides a logical model of some functions of a wireless telephone
network that may be hard to recognize from the physical layout of the system.

14.5 Conclusion

SS7 is used by the PSTN to increase the speed and efficiency of the network by trans-
porting the network’s signaling needs over a separate data network. It is designed for high
reliability through redundancy. The use of a separate signaling network provides the op-
portunity to look at and manipulate the signaling information. This capability makes pos-
sible number translation services, such as 1-800 and 1-900 services, and support for LNP.

Users of the PSTN can subscribe to services that provide the ability to connect to the
SS7 network and to make local decisions as to where calls such as 1-800 numbers are
to be routed on a call-by-call basis. This service is particularly useful for balancing call
volumes across PBX-based call centers and, more generally, for redirecting calls to
where the party being called can be found.
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Figure 14.6 Another physical diagram of three MSCs, HLRs, and VLRs.

3One of the authors (Rosenberg) tends to think like an engineer from the bottom up. Rosenberg
would say that the two very different physical models are represented by the same logical model.
Kemp, thinking as a planner from the top down, would say that one logical model has two very
different physical implementations. The use of the distinction between logical and physical mod-
els can help team members who think very differently create networks (or books) as a team.
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15
ANSI-41

The second-generation (2G) wireless world is divided into two camps, the Global Sys-
tem for Mobility (GSM), which does not use ANSI-41, and everybody else, who does.
GSM has its own mobile application part (GSM MAP) for its signaling protocol. Other
companies proposed Interim Standard 41 (IS-41), which then became the American Na-
tional Standards Institute’s ANSI-41 standard in use today.

It may seem odd that an American standard is used globally. The development and
formal acceptance of standards run parallel to the deployment of equipment according to
those standards, but the two are not synchronized. When a standard is useful, it is often
deployed before it is formally approved. [This was certainly the case with Qualcomm’s
IS-95, which was used widely on code division multiple access (CDMA) systems before it
was accepted as cdmaOne.] ANSI-41 is a valuable and useful standard that allows the
mobile switching center (MSC) and other signaling-related equipment to interact on and
across cellular networks. As a result, it is being built and deployed worldwide, even
though, at the time of publication, it is officially only an American standard. The Ameri-
can National Standards Institute is a member of the International Telecommunications
Union (ITU), and it is quite likely that the ITU-T (the Telephony Division of the ITU) is
considering or will consider adopting ANSI-41 as a formal international standard.

ANSI-41 is a moving target as it evolves to meet increasing customer demand for fea-
tures and mobility management and increasing system operator demand for opera-
tions, administration, and maintenance (OA&M) support. The major third-generation
(3G) systems, cdma2000, wideband CDMA (W-CDMA), and UWC-136 (time division
multiple access, or TDMA) all use ANSI-41 signaling.

ANSI-41 can use one of two signaling environments, X.25 packet protocol or Signal-
ing System 7 (SS7). Today X.25-based systems are legacy systems because SS7 is the
signaling service of choice, particularly for large carriers that already have SS7 net-
works in place. Such ANSI-41 entities as MSCs, home location registers (HLRs), visi-
tor location registers (VLRs), and so on connect using SS7 A links to signal transfer
points (STPs).

Figure 15.11 shows the first version of the ANSI-41 logical network reference model.
We know most of the cast of characters already, but there are a couple of new faces.

1Reproduced under written permission of the Telecommunications Industry Association.
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The MSC is the mobile switching center, connected to a collection of base stations
(BS) by an A interface not specified in ANSI-41. The base stations are connected to cel-
lular subscriber stations (CSSs) by an air interface Um, also not specified in ANSI-41.
The MSC is also connected to the public switched telephone network (PSTN) and the
Integrated Services Digital Network (ISDN) by Ai and Di interfaces, also not specified
in ANSI-41. (A and D originally stood for analog and digital.) Thus a typical mobile
telephone call goes from cell phone to base station to MSC to PSTN to landline tele-
phone without using an ANSI-41 link. (ANSI-41 signaling is still used for subscriber
account verification and establishing call processing features, however.)

It would seem that the entire wireless telephone system is not specified by ANSI-
41—that its designers have ignored every essential part of the system. However, ANSI-
41 is not there to support the essential cellular concept; rather, ANSI-41 is there to
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Figure 15.1 Original ANSI-41 network reference model.
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enhance wireless telephony by allowing its users to roam freely supported by seamless
handoffs from one MSC to another. ANSI-41 is also there to support short message ser-
vice (SMS) and over-the-air service provisioning (OTASP) for the subscribers and to
support operations, administration, and maintenance (OA&M) for the wireless service
provider.

In ANSI-41, the notion of a wireless system is the MSC and its associated base sta-
tions. Elsewhere we have referred to a collection of MSCs and base stations as a single
system because it is owned by one vendor and it serves one subscriber community. For
the rest of this chapter, however, a system is an MSC, and intersystem activity is any-
thing going from one MSC to another, whether the two MSCs are operated by the same
provider or not.

The HLR is the home location register, a system that keeps track of the status of each
user terminal at its home base. Even the simple mobile telephone call described above
may involve some communication between MSC and the HLR, so ANSI-41 may yet be
involved in a typical call. The interface between MSC and HLR is the C interface de-
fined in ANSI-41. The VLR is the visitor location register. Its B interface to the MSC
and its D interface directly to the HLR are both defined in ANSI-41. VLRs are allowed
to communicate with each other using a G interface not defined in ANSI-41. HLRs can
communicate with authentication centers using an H interface not defined in ANSI-41.
MSCs communicate directly with other MSCs over ANSI-41–defined E interfaces.

The ANSI-41 network reference model has grown to look like Fig. 15.2.2 The basic
picture in Fig. 15.1 has changed a little, but a lot has been added. The CSS has been
renamed the mobile station (MS), and the H interface between the HLR and the au-
thentication center (AC) is now part of ANSI-41. Thus we have a fully specified signal-
ing network within ANSI-41 connecting MSCs, HLRs, VLRs, and ACs to authenticate
mobile subscribers and to let them roam and hand off where they please.

The SMS message center (MC) is connected to the MSC by the Q interface and to the
HLR by the N interface, both ANSI-41–specified. The M1 interface from the MC to the
short message entity (SME) is specified. Also specified in ANSI-41 are the MC-to-MC
M2 interface and the SME-to-SME M3 interface. SMS is designed into ANSI-41 as an
integral part of today’s wireless service.

The Internet has been added in the form of the public packet data network (PPDN)
with an unspecified Pj interface. The interworking function (IWF) provides protocol
conversions between packet-switched and circuit-switched entities. An example is con-
verting circuit-based voice data streams from subscriber calls to packet-based voice
over Internet Protocol (VoIP) to be sent over the Internet.3

Portable telephone numbers have been added in the unspecified Z interface to the
number portability database (NPDB), which is standardized in TIA/EIA/IS-756. This is
for telephone numbers formerly owned and administered by a wireless service provider
and now belonging to subscribers served by another wireless or a landline provider.

The OTASP function uses ANSI-41 SMS operations to transfer customer information
between the serving VLR and the HLR to support a new subscription. This allows cus-
tomers to buy a cellular telephone and have it automatically activated when it is first
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2Reproduced under written permission of the Telecommunications Industry Association (TIA).
3There is a separate interworking function, discussed in Sec. 15.6, that translates between

ANSI-41 networks and GSM networks.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.

ANSI-41



194 Key Telephony Concepts

MSC EIR

BS MSC

AC

SME SME MC MC OTASP

IWF

VLR

CSC

HLR VLR

AUm

H

N

X

G

Q D

C

FE

B

Di

Pi

Ni

M2M1M3

Di

Pi

AiNPDB

Z

PSTN

ISDN

PPDN

BS
CSC
EIR
HLR
ISDN

VLR

base station
customer service station
equipment identity register
home location register
integrated services digital network

visitor location register

AC authentication center

IWF interworking function
MC message center
MS mobile station

NPDB number portability database
OTASP over-the-air service provisioning function
PPDN public packet data network 

SME short message entity 

MSC mobile switching center

MS

PSTN public switched telephone network

Figure 15.2 The most recent ANSI-41E network reference model.
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turned on. This makes sales much easier because it makes it easy for untrained sales
staff at third-party vendors to sell the cellular telephone with service without having
to know how to set up the service. The OTASP function communicates with the MSC
over the unspecified N1 interface, with the VLR over the unspecified D1 interface, and
with a customer service center (CSC) over the unspecified X interface.

There are seven roles defined in ANSI-41 for the MSC during the call process. An
MSC will have one or more of these roles in relation to each call during each moment
of call setup, call operation, and call takedown:

■ Home is the MSC with the subscriber’s HLR.

■ Serving is the MSC with the base station and radio link.

■ Anchor is the MSC that was serving at the beginning of the call.

■ Tandem is an MSC, not the first or last, in the handoff chain.

■ Target is the MSC where we want to hand off.

■ Originating is where the subscriber’s telephone number is.

■ Gateway is an originating MSC that is not the home.

The gateway MSC function occurs with mobile-originated calls if the call is made while
the cellular telephone is roaming.

Now we have all the circles and arrow in place for ANSI-41, but we have not talked
about what it does for us. ANSI-41 defines the processes that allow for handoffs, path
minimization, short message service (SMS), and operations, administration, and main-
tenance (OA&M). We will discuss each of these in turn.

15.1 Inter-MSC Handoffs

Intersystem handoff allows a wireless telephone call to hand off from one MSC to an-
other. There are five distinct functions in ANSI-41 handoff support:

■ Handoff measurement

■ Handoff forward

■ Handoff back

■ Path minimization

■ Call release

For any of this to work, the MSCs must have their cell identification scheme coordi-
nated so that each MSC knows where the neighbors are for its own cells. Intersystem
handoff requires dedicated transport facilities from MSC to MSC, as well as the ANSI-
41 E interface links. The length of the handoff chain on these dedicated facilities is re-
duced by using the handoff-back operation and by path minimization and ultimately is
limited by parameters set by the wireless service providers.

In this section we speak about MSCs signaling to user terminals and MSCs detect-
ing user terminal behavior. Of course, this signaling and detection go through an air
interface, a base station, and a base-station-to-MSC signaling link. For the purpose of
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this discussion, we can treat these three steps as intermediate links in a communica-
tion chain. Also, we refer to a user terminal as changing to a new channel in the hand-
off process. In CDMA, it may be a different pseudonoise (PN) code on the same radio
frequency.

According to the latest papers available at the time of publication, ANSI-41 does not
appear to specify inter-MSC soft handoff, but some vendors, including Lucent Tech-
nologies, do support inter-MSC soft handoff within their own equipment.

15.1.1 Handoff measurement

In an intersystem handoff, we have a serving MSC and a target MSC where we are con-
sidering a handoff. As in the single-system handoff case, the CDMA user terminal pro-
vides measurements to the serving base station. For base station measurements, the
serving MSC designates candidate MSCs and sends handoff measurement request
messages to them.

The candidate MSC may not respond if it cannot support the radio channel charac-
teristics of the call, if it does not detect a strong enough radio signal to measure, or if
its own traffic conditions render it unavailable for a handoff. This is an implicit re-
sponse that no handoff is possible here. If a candidate MSC does respond, it sends ra-
dio signal strength measurements to the serving MSC.

Depending on the signal strength measurements received from the candidates, the
serving MSC may select a target MSC for handoff. The target MSC has to be compati-
ble with the call mode, Advanced Mobile Phone Service (AMPS), CDMA, TDMA, and so
on; it has to support the user terminal’s power class and discontinuous transmission
(DTx) modes; and it has to support whatever encryption algorithms the subscriber is
using. If the target MSC is already involved in this call, then a handoff back is re-
quired. Otherwise, the serving MSC can try a path minimization or simply can choose
to perform a handoff forward.

15.1.2 Handoff forward

Once the serving and target MSCs have established that a handoff forward is appro-
priate for this call, the procedure begins. The handoff chain is going to be one link
longer after the handoff than before, but it must stay within the limit set by the sys-
tem parameters.

Here is a typical handoff-forward scenario:

■ The serving MSC requests a handoff forward and identifies a link.

■ The target MSC accepts the handoff forward.

■ The source-to-target inter-MSC link is set up.

■ The serving MSC tells the user terminal to change channel.

■ The user terminal changes channel.

■ The target MSC detects the user terminal on its channel.

■ The target MSC notifies the serving MSC.

■ The serving MSC makes the connection to the target MSC.

■ The handoff forward is complete.
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Once the handoff forward is complete, the voice channel of the user terminal is sup-
ported by the new serving MSC, and the call is routed on a dedicated pipe back to the
prior serving MSC, which may be the anchor MSC or a tandem MSC.

15.1.3 Handoff back

During a call, the serving MSC may discover that the best handoff is a handoff back to
an MSC that is already involved in the call (either the anchor MSC or a tandem MSC).
In this case, a handoff back is required. A handoff back is like any other inter-MSC
handoff in that it is a change of serving MSC, but it has the advantage that the hand-
off back should shorten rather than lengthen the handoff chain. A handoff back pre-
vents tromboning.

Here is a typical handoff-back scenario:

■ The serving MSC requests a handoff back.

■ The target MSC accepts the handoff back.

■ The serving MSC tells the user terminal to change channel.

■ The user terminal changes channel.

■ The target MSC detects the user terminal on its channel.

■ The target MSC requests release of the extra link.

■ The serving MSC accepts the release.

■ The link is released.

■ The handoff is complete.

15.1.4 Path minimization

Path minimization is more complex than handoff back. If the serving MSC or the an-
chor MSC performs path minimization, then the handoff link will go as directly as pos-
sible from the anchor MSC to the target MSC. A third alternative is to have a tandem
MSC perform the path-minimization process, which creates a path from that tandem
MSC as directly as possible to the target MSC.

Here is a typical path minimization scenario:

■ The serving MSC sends a path-minimization message to the anchor MSC.

■ The anchor MSC sets up a direct path to the target MSC.

■ The anchor MSC sends a handoff message to the target MSC.

■ The serving MSC tells the user terminal to change channel.

■ The user terminal changes channel.

■ The target MSC detects the user terminal on its channel.

■ The target MSC notifies the anchor MSC.

■ The anchor MSC connects the call to the target MSC.

■ The old circuits are released.

■ The handoff is complete.
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Path minimization reduces the number of facilities being used to maintain a call by
creating a more direct route between the serving MSC and the anchor MSC. Here is a
scenario where path minimization would be of value. Let us say that there are three
MSCs, A, B, and C, with each MSC having a direct connection to the other two.

■ Initially, the call is served by MSC A, the anchor and serving MSC, with no other MSCs
involved.

■ The subscriber moves into the area covered by MSC B, and a handoff forward is com-
pleted. Now, MSC A is the anchor MSC linking the call to the public switched telephone
network (PSTN), and MSC B is the serving MSC. The call is being carried from the sub-
scriber to MSC B, over the link between MSC B and MSC A, and on to the PSTN.

■ The call continues, and the subscriber moves to the area best served by MSC C. If MSC B
were to establish a handoff forward to MSC C, then MSC B would become a tandem MSC.
Switching resources at MSC B and two sets of pipes (from MSC C to MSC B and then from
MSC B to MSC A) would be used for the duration of the call. This is not the most efficient
option.

■ Instead, MSC B requests a path minimization, and MSC C informs MSC B that a pipe di-
rectly from MSC C to MSC A is available. MSC A sets up a link on this pipe. The call is
then handed off from MSC B to MSC C with path minimization.

■ After the handoff, MSC C is the serving MSC. MSC A is the anchor MSC. The call is us-
ing resources on one pipe, MSC C to MSC A. The path is minimized; MSC B and pipes
connected to it are not participating in the call.

15.1.5 Call release

ANSI-41 also tells us how to release a call in intersystem handoff. The ANSI-41 func-
tions tell the system how to tear down the handoff links in an orderly fashion once the
call has ended.

Here is a typical call release scenario:

■ Somebody hangs up (or presses the END key).

■ The anchor MSC releases the link to the tandem MSC.

■ The tandem MSC releases the link to the serving MSC.

■ The serving MSC accepts the release and sends billing information.

■ The tandem MSC accepts the release and sends billing information.

■ The handoff circuits are all released.

15.2 Automatic Roaming

Management of roaming is the bulk of ANSI-41 activity. Roaming management is
needed every time a user terminal is activated anywhere on the system other than at
the subscriber’s home MSC. Intersystem handoffs are much rarer because they are
only needed if the subscriber moves from one MSC serving area to another during an
active call. Also, roaming is more complicated because the subscriber has to be au-
thenticated and the full array of subscriber features has to be sent from the HLR to the
serving system.

198 Key Telephony Concepts

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.

ANSI-41



15.2.1 The HLR and VLR

The home location register (HLR) is the functional entity defined in ANSI-41 that
maintains subscriber information and status. In addition to being a large and power-
ful database, the HLR provides control and processing-center functions. The HLR is the
home database for wireless subscribers.

The relatively stable information in the HLR on each subscriber includes the direc-
tory number, subscribed services and features, and whether the subscriber should be
offered or denied service. The more transient information is the location and call sta-
tus of the user terminal.

While each MSC has a separate logical HLR, a wireless service provider may opt to
put several HLRs in one centralized computer. It is often more efficient to administer
one large computer in one place than a collection of smaller machines at separate phys-
ical locations.

The visitor location register (VLR) is a database of valid roaming subscribers in an
MSC region. These are subscribers who have registered, though they may never make
an actual wireless call. The VLR keeps a record so that the MSC is ready to serve them
for incoming or outgoing calls. The VLR is a separate logical entity, but it is usually
physically part of the MSC itself. This physical colocation has the advantage that it
streamlines the MSC-to-VLR signaling at the beginning of a call.

15.2.2 Service qualification

When a user terminal registers, the serving MSC determines whether it is a home sub-
scriber or a roamer. In either case, the MSC communicates with the HLR to verify that
this subscriber pays the bills promptly enough to get wireless telephone service. In the
roaming case, the serving MSC contacts the subscriber’s home HLR and its own VLR
to figure out the status of the user terminal; it already may have registered recently in
this system. The serving MSC contacts the HLR when the user terminal registers,
when it moves out of the qualified area, when its allocated time authorization runs out,
or when the HLR asks for an update.

The HLR can revoke service privileges for a user terminal by sending a message
to the serving MSC and VLR. ANSI-41 does not tell the serving system how to re-
voke service; it might play a prerecorded message when the subscriber tries to make
a call.

15.2.3 Location management

The HLR keeps track of where its user terminals are located. This location is at least
as precise as knowing what system the user terminal was in when it most recently reg-
istered, but it may have more precise information. The HLR is notified whenever the
user terminal registers in a new system. This is the location-update process.

There is also a location-cancellation process. This occurs when the user terminal
sends a power-down signal to the serving MSC or when the user terminal fails to re-
spond when a registration request is sent to it.

The roamer location management system has specific protection in it for inter-
system confusion at call setup. When a user terminal tries to access the serving sys-
tem, a neighboring system can pick up the signal and think it is being accessed for
a call on one of its own base stations. We call a cell that can pick up a false access
attempt a border cell. The HLR knows that something is going wrong when it gets

ANSI-41 199

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.

ANSI-41



two information requests from two separate systems for the same call. One of the sig-
nals is from the intended serving MSC, and the other is from an unintended MSC.
Part of the call-attempt message from a serving MSC to the HLR is a radio signal
path measurement, at least for potential border cells. When it gets the two conflict-
ing messages, the HLR uses the two radio signal strength measurements to deter-
mine which of the two systems should be serving the call. It then tells the other sys-
tem to abandon it.

15.2.4 User terminal state management

The user terminal state is either active or inactive. An active mobile telephone is one
that is available for call delivery. While an inactive mobile telephone cannot receive
telephone calls, it may still be able to accept SMS deliveries.

A user terminal is inactive under these circumstances:

■ It has not registered anywhere.

■ There is no valid location.

■ It goes out of radio contact when it misses a registration, whether an autonomous regis-
tration or one scheduled by the system.

■ It is in sleep mode, a subscriber-designated setting where it can place calls but not receive
them.

■ The serving system has designated the user terminal inactive according to the server’s
own internal rules.

An inactive user terminal remains inactive until a serving MSC sends the HLR a reg-
istration notification message.

15.2.5 HLR and VLR fault recovery

The ANSI-41 specification allows for the case where an HLR or VLR can lose its cur-
rent status data for its subscribers. While we would hope that wireless service
providers would do frequent backups on their HLR databases so that the account
records would be safe from mishap, the HLR and VLR keep a moment-by-moment
record of the location and registration state of a large number of mobile stations. The
HLR and VLR have procedures to follow if these data are lost.

The HLR is required to keep a nonvolatile storage area with a list of all possible serv-
ing systems and another list of all active serving systems, systems actually serving one
or more of its subscribers at any particular time. (A disk file is nonvolatile enough for
these purposes. The ANSI-41 requirement for nonvolatile is simply that the file is not
lost when the power goes off or when a computer is shut down and restarted.) In case
of data failure at the HLR, when the HLR recovers, it sends an unreliable roamer data
directive message to every serving system on its list so that the serving MSCs can send
messages updating the HLR data files. In this way, the HLR can start fresh with a
clean and correct representation of its own subscribers.

The VLR has similar protection against data failure. It keeps a nonvolatile storage
area with a list of all possible HLRs and a list of all HLRs with active visiting sub-
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scribers. Should the VLR have a failure, when it recovers, it sends a bulk deregistra-
tion message requesting an update to all the HLRs on its list.

15.2.6 Roamer call delivery

When a roamer makes a call, the serving MSC and VLR coordinate with the HLR to
authenticate the subscriber’s validity and level of service. This should be done when
the user terminal registers. From this point, the subscriber’s call looks like an ordinary
mobile telephone call.

Incoming calls require more coordination between home and serving systems be-
cause the call comes into the originating system rather than the serving system. ANSI-
41 allows that the originating system where the call comes in may not be the same as
the subscriber’s home system. The originating system is called the gateway system
when it is not the home system.

Automatic routing of roamer incoming calls relies on the user terminal location data
in the HLR and that the user terminal is in the active state. For the duration of call
completion, the user terminal is assigned a temporary local directory number (TLDN).
A subscriber can disable the automatic call delivery feature.

Here is a typical call delivery scenario:

■ The originating MSC queries the HLR about the subscriber status.

■ The HLR sends a route request to the serving MSC.

■ The serving MSC allocates a TLDN to the user terminal.

■ The serving MSC tells the HLR the TLDN.

■ The HLR tells the originating MSC the TLDN.

■ The originating MSC routes the call to the TLDN.

■ The serving MSC associates the TLDN with the user terminal.

■ The serving MSC pages the user terminal.

■ The user terminal responds to the page.

■ The radio link is created for the call.

■ The serving MSC sends an alert message.

■ The call proceeds normally.

15.3 Short Message Service (SMS)

Wireless telephone subscribers and PSTN subscribers sending pages and similar mes-
sages use short message service (SMS) to send messages of one or two sentences to an-
other SMS subscriber. The SMS subscribers do not have to be wireless, but the service
certainly seems to be concentrated in the wireless community.

15.3.1 Short message entities

A short message entity (SME) is anything capable of originating and receiving a short
message using SMS. An SME may be in a fixed network outside the ANSI-41 network,
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or an SME may be within the ANSI-41 network, typically a mobile terminal. It should
be able to

■ Compose short messages.

■ Send short messages.

■ Receive short messages.

■ Store received short messages.

■ Manage stored short messages.

■ Display short messages.

■ Request supplementary services.

ANSI-41 does not specify how these tasks are done. These functions are defined in the
SMS standard (see Chap. 20). Many SMEs, including broadcast paging services, are on
data networks. ANSI-41 only defines the functional components and processes that al-
low SMS messages to move through the cellular network.

15.3.2 Message centers

Message centers (MCs) are the ANSI-41 store-and-forward hubs for most mobile-
originated short messages and for all mobile-terminated short messages. These are
usually physically separate machines but may be combined with other functional enti-
ties. Each SMS subscriber is associated with a home MC in the subscriber’s home sys-
tem. The MC should be able to forward short messages to the user terminal SME, store
short messages for unavailable user terminal SMEs, and perform other administrative
services as required.

For roamers, the serving MC coordinates with the HLR for location update and user
terminal state. To receive a message, the user terminal must be located, be in an active
state, and be authorized to receive short messages in the serving system.

15.3.3 Short message processing

Here is a typical short message scenario from mobile A to mobile B:

■ Mobile subscriber A sends a short message.

■ Serving MSC A uses ANSI-41 and SS7 to route the message to MC A.

■ MC A sends acknowledgment to serving MSC A.

■ Serving MSC A sends acknowledgment to user terminal A.

■ MC A sends the message using the Transmission Control Protocol/Internet Protocol
(TCP/IP) to MC B.

■ MC B uses ANSI-41 and SS7 to route the message to serving MSC B.

■ Serving MSC B sends the message to user terminal B.

■ User terminal B sends acknowledgment to serving MSC B.

■ Serving MSC B sends acknowledgment to serving MC B.
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■ The message transfer is complete.

■ It is up to subscriber B to respond to subscriber A.

15.4 Operations, Administration, and Maintenance (OA&M)

ANSI-41 allows for control of the MSC-to-MSC trunks used for intersystem handoffs.4

The trunks can be removed and reinstated, and they can be configured for loop-back
testing. This capability only affects intersystem handoff, not roaming and not ordinary
call completion. An MSC-to-MSC link has four states:

■ Active

■ Locally blocked

■ Remotely blocked

■ Locally and remotely blocked

The trunk is locally blocked if it is removed from service at the local end, and it is re-
motely blocked if it is removed from service at the other end.

Loop-back testing has one end of a normal two-way trunk looped back at one end, as
shown in Fig. 15.3, so that the signal received is immediately transmitted back the
other way. Once the loop-back is in place, the trunk can be tested by sending signals
along the trunk and making sure that the same signal comes back the other way.

15.5 Over-the-Air Service Provisioning (OTASP)

OTASP allows a subscriber to get wireless telephone service without having to visit a
retail establishment. When OTASP is working properly, it makes service activation
easy, it avoids programming errors from manual data entry, and it reduces the costs as-
sociated with operating retail wireless phone-center stores.

Using only the radio link, the base station transmits encrypted data to the user ter-
minal in order to program its number-assignment module (NAM). Typically, the poten-
tial subscriber who already has a mobile telephone speaks to a highly trained service
representative to obtain service. Financial information is provided by the subscriber
and confirmed by the sales representative, and then OTASP is used to activate service
for the user terminal.

Over-the-air parameter administration (OTAPA) makes it possible to adjust pre-
ferred roaming lists (PRLs), to update intelligent roaming databases (IRDBs), and to
change the mobile identification number due to area-code changes. OTAPA works
whenever the user terminal is powered on and requires no input from the subscriber.

OTASP and OTAPA require good radio signal because we do not want any mistakes
to happen here. We also do not want anybody to overhear these transactions, so a very
sophisticated encryption scheme is used for OTASP and OTAPA, the Diffie-Hoffman
Key Agreement Standard. Diffie-Hoffman has no public keys to publish and no private
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keys to store securely, but it is computationally complex and typically takes a user ter-
minal several minutes to calculate. It is worth this kind of wait to ensure ultrasecure
transactions for service provisioning and parameter adjustment. CDMA-based ANSI-
41 networks use the SMS capability to send their OTASP data.

Proprietary services can extend the functionality of OTASP and OTAPA. For exam-
ple, some cellular services, including Sprint PCS, are able to reconfigure telephones to
correct technical problems or update user features across the air interface. The service
provider may maintain a database of cellular telephone equipment and its internal sys-
tem control codes, making it possible to modify specific equipment in specific ways.

15.6 Interaction with Other Networks

Most of the internetwork issues for ANSI-41 networks are solved by SS7. We do not
have to worry about network addressing for packet messages, internetwork communi-
cation issues, or even international roaming because the worldwide SS7 network has
already dealt with most of these issues. There are issues with international numbering
plans because the mobile identification number (MIN) is usually the mobile directory
number in the United States and Canada. This creates some confusion because inter-
national country codes look a lot like U.S. area codes.5 New numbering plans are in the
works as the international standards committees work on the mobile numbering
problem.

cdmaOne, cdma2000, and wideband CDMA (W-CDMA) all use ANSI-41 networks,
but there are 700,000,000 GSM cell phones in service that use the GSM signaling pro-
tocols. Since W-CDMA is an outgrowth of GSM, we expect W-CDMA user terminals to
be dual-mode mobile telephones supporting both GSM and W-CDMA. This means that
the same user terminal may find itself in a GSM system one day and in an ANSI-41
system the next, so we need some form of signaling communication between GSM and
ANSI-41.

While the two signaling languages are not the same, they have much vocabulary in
common. Since telephone signaling systems do not have the universal translators used
on the “Star Trek” television show, we have to employ a more down-to-earth solution.
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Figure 15.3 Loop-back trunk testing.

5For example, Mexico’s country code is 52 and Arizona has a 520 area code, so an Arizona sys-
tem could refuse service to a Mexican roamer with a confusing number.
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The term interworking is used for the communication between GSM and ANSI-41 sig-
naling systems. There are enough differences that there is not going to be full compat-
ibility between the two systems, but there is enough in common that a subscriber can
have a single subscription that operates in both environments. The interworking func-
tion (IWF) is the functional entity that does the translations. The IWF could be physi-
cally located in either system or somewhere between the two systems, but the basic pic-
ture is shown in Fig. 15.4.6

The most basic form of the IWF is a separate machine that connects to the GSM and
ANSI-41 signaling networks just as the figure shows. Another implementation of the
IWF is a dual-mode HLR, a single HLR machine that signals in both GSM and ANSI-
41 protocols. In any case, neither GSM nor ANSI-41 is going away any time soon, so in-
ternetwork communication is going to be a part of the wireless signaling system for
many years to come.

15.7 Conclusion

The ANSI-41 standard governs inter-MSC communications in support of advanced cel-
lular services. This standardization of the cellular network specification simplifies
management of cellular networks and reduces the cost of equipment design. ANSI-41
continues to grow, meeting new demands of cellular subscribers and service providers.
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Figure 15.4 Interworking function (IWF).

6There is a separate interworking function that translates between circuit-switched and packet-
switched (IP) transport networks described at the beginning of this chapter.
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16
Call States

The call state diagramming method is a useful tool for describing the operations of a
telephone network. Modeling with call states allows system designers to make sure
that the system is conceptually robust. If the physical model and physical implemen-
tation deliver the conceptual model successfully, and the conceptual model is robust,
then the system should work as specified. State diagrams are also useful to engineers
who are tracing network problems.

16.1 Defining Call States

A telephone call is a sequential process with a beginning, an end, and a logical pro-
gression of call states along the way. We model sequential processes as states and stim-
uli that can move the component or system from state to state. Making state diagrams
and enumerating the various stimuli are major components of almost any system
design.1

A state diagram is only a model and is not required to have every level of detail. Just
as a map can be high level or close up, state diagrams can show varying levels of detail
depending on what we are using them for. In creating the state diagram, we decide
which states are important to model. Once the states are determined, we need to find
each relevant stimulus that changes the state of the telephone. The notion of a stimu-
lus being relevant gives us latitude in describing the call process. Depending on what
we want to accomplish, we can choose a more general diagram to give a simple big pic-
ture, or we can work through all the possible stimuli and get the details right.

Allow us to illustrate the process with a basic description of the states of a landline
telephone. At the highest level, a normal residential telephone has two basic states,
sitting idle or being used. When the telephone is sitting idle with the receiver in the

1A call-state diagram is not quite the same as the flowchart that our teachers told us to make
before writing a computer program, but the two are similar. Making call–state diagrams forces
system designers to think about all the relevant states and stimuli in an organized way. For peo-
ple with an information technology background, call-state diagrams are deceptively similar to
data-flow diagrams. However, the circles in a call state represent states, not processes, and the ar-
rows represent transitions between states, not data items that move from one process to another.
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cradle, we say that it is in the ON-HOOK state. And any time the receiver is not in the
cradle, the telephone is in the OFF-HOOK state. These states are depicted in Fig. 16.1.
We use circles for the states and arrows for the state-to-state transitions. The labels on
the arrows name the stimulus that causes the transition from one state to another.

In the case of these two states, there are only two stimuli that can cause the tele-
phone to change from one state to another. When the telephone is idle, in the ON-HOOK

state, somebody can come along and pick up the receiver and put the telephone into the
OFF-HOOK state. This is the PICK-UP stimulus.

The telephone will act differently depending on both what event occurs and what
state it is in when this event occurs. In the ON-HOOK state, the telephone rings when a
90-V, 20-Hz signal is applied. In the OFF-HOOK state, the telephone sends digits and en-
gages in two-way voice communication when someone makes a call. So long as the tele-
phone does these things, the telephone is working properly, at least at this level of mod-
eling. It is important to understand that the telephone behaves differently in each of
the two states of this model.

Another important behavioral difference between the two states is the response to an
incoming call. This two-state model may not be sophisticated enough to represent the
difference between incoming and outgoing calls, but the rest of the telephone network
still cares. A telephone in the ON-HOOK state is receptive to an incoming call. When a
telephone is in the OFF-HOOK state, the switch returns a busy signal to the caller.2

There is a level of abstraction in analyzing states. Terms such as PICK-UP are gen-
eral terms that can represent a large number of actual events. For example, the PICK-
UP stimulus that sends the telephone from ON-HOOK to OFF-HOOK can be picking up a
telephone receiver, pressing the SPEAKER button on a speakerphone, pressing the TALK

button on a cordless telephone, or having a fax machine automatically answer. So far
as this model of a telephone is concerned, all these are the same PICK-UP stimulus. In
the case of modeling the fax machine this way, the telephone component is being picked
up by the fax-modem component.

State diagrams have many uses. In Sec. 4.8 we used equipment-state diagrams to de-
termine reliability, that is, the likelihood of the equipment being in a failed state. In
call processing, state diagrams are used as a kind of checklist. The diagrams help the
designers to make sure nothing unexpected is going to happen, for example, to ensure
that there are no glare conditions, as described in Sec. 23.6. In call processing, we do
not like surprises.

208 Key Telephony Concepts

On-Hook Off-Hook

Hang-Up
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Figure 16.1 Call-state diagram of the two basic states of a landline
telephone.

2Call waiting and three-way calling are discussed later.
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16.2 PSTN Call States

The public switched telephone network (PSTN) provides many services besides basic
call setup and teardown and handles these extra capabilities by cleverly using the call
states we discussed earlier and extending them to provide these services. Many of these
extra capabilities were added in support of the idea that the telephone service should
switch from being location-based to being personal, or subscriber-based. We call these
extra capabilities vertical services that started with custom calling (see Sec. 12.1) and
have expanded into voice-mail messaging services and beyond. Let us examine the ba-
sic PSTN call first and then delve into call waiting and three-way calling.

The other two custom calling features, speed dialing and call forwarding, are less in-
teresting to us here. Speed dialing determines how a call is routed from its abbreviated
dialed digits, and call forwarding affects how the network routes an incoming call, a
landline function similar to roaming.

16.2.1 Basic PSTN call states

Consider regular landline telephone calls being made on a regular landline telephone,
with no call waiting and no three-way calling. This model will be more detailed than
the two-state model examined earlier. Let’s examine the four states QUIET, RINGING,
DIALING, and TALKING shown in Fig. 16.2.

The QUIET state has the telephone just sitting there. Restricting our attention to
PSTN call processing, we ask ourselves, “What can happen next?” One stimulus is that
somebody calls, and the phone starts ringing. A ringing telephone is in a different state
than an idle telephone; it responds differently when somebody picks up the receiver
and goes off-hook. An INCOMING-CALL stimulus sends the telephone from the QUIET

state to the RINGING state. The other stimulus is somebody picking up the receiver to
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Figure 16.2 Four-state diagram of a basic PSTN telephone.
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make an outgoing telephone call. A PICK-UP stimulus sends the telephone from the
QUIET state to the DIALING state.

From the RINGING state, two things can happen. One stimulus is that the caller gives
up, and the telephone stops ringing. The THEY-HANG-UP stimulus sends the tele-
phone from the RINGING state to the QUIET state. The other stimulus is that the tele-
phone is answered, in which case the PICK-UP stimulus sends the telephone from the
RINGING state to the TALKING state, the stable call we described in Sec. 12.1.

Is the PICK-UP stimulus that sends the telephone from QUIET to DIALING the same
stimulus as the PICK-UP stimulus that sends the same telephone from RINGING to TALK-
ING? This model has two stimuli from two different states with the same name. From
the state-diagram point of view, it does not matter: It is the state and stimulus together
that determine the flow. We could be more precise and call them PICK-UP-WHILE-
QUIET and PICK-UP-WHILE-RINGING, but this does not change the state model.

From the DIALING state, the HANG-UP stimulus sends the telephone back into the
QUIET state. And the CONNECT event sends the DIALING telephone into the TALKING

state. Finally, the HANG-UP stimulus or the THEY-HANG-UP stimulus sends the tele-
phone from the TALKING state back into its QUIET state.

This four-state picture shows the progression of a telephone in a simple call. A busy
signal is a call in the DIALING state that does not connect.

16.2.2 Advanced PSTN call states

In Fig. 16.2 the only meaningful stimuli in the TALKING state are HANG-UP and THEY-
HANG-UP. Somebody else trying to call gets a busy signal, and the current call status
remains unchanged.

Call waiting is a custom calling feature that allows an incoming call to interrupt a
call in progress. A subscriber with this feature hears a tone during a call to signify a
second caller. The second caller has the usual ringing sound, no signal that the call at-
tempt is interrupting anything, The subscriber with call waiting can switch between
the two callers using a flash (also called a switchhook flash). On a regular, plain-Jane
telephone, a flash is executed by holding the switchhook down for about half a second,
not long enough to end the call. Some fancy telephones have a special FLASH key, usu-
ally with a little lighting bolt on it, and this key is programmed to break the link for
the right amount of time for a flash. Cordless telephones flash by pressing a button, of-
ten the TALK button.

This flash-to-switch arrangement continues until one of the calling parties hangs up
and the call reverts to a normal two-way call. If the subscriber with call waiting hangs
up to end a conversation with one caller and the other caller stays on the line, then the
telephone rings back with the other caller on the line. This callback feature works even
if the subscriber has not flashed yet.

Adding call waiting adds more states to the diagram shown in Fig. 16.3. In this case,
a TALKING telephone can have an INCOMING-CALL stimulus and change to a state we
will call TALK1. The telephone user is informed about the change of state from TALKING

to TALK1 by the beep interrupting the voice telephone call.
Unlike the TALKING state, the TALK1 state responds to a flash to talk to the other

party. From the TALK1 state the FLASH stimulus switches to the other call-waiting
state, TALK2. Another FLASH stimulus sends the telephone back to TALK1.

From either call-waiting state, TALK1 or TALK2, having ONE-OF-THEM-HANGS-UP
changes the telephone call back to the regular TALKING state. If the TALK1 or TALK2 tele-
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phone has a HANG-UP stimulus, then it goes into a RINGING state with the other party
on the line. This is a feature of call waiting where the subscriber who hangs up gets
called back with the other party on the line.

Three-way calling is a custom calling feature that allows a subscriber to talk to two
other parties at once. The subscriber flashes to make a second call, the first call is put
on hold, and the subscriber gets a dial tone. This dial tone usually starts with some
tone pulses to make it sound distinctive, and this is called a broken dial tone. The sub-
scriber can dial another telephone number and wait for it to connect while the first call
remains on hold. This second call can continue for a while until the subscriber with
three-way calling flashes again and all three parties are on the same call. This is dif-
ferent from call waiting, where flashing alternates the two calls and the three tele-
phones never share the same line. Often we say the second flash conferences in the
other party from the original call. Another flash from the three-way calling subscriber
disconnects the second call and leaves the original call intact.

If the three-way calling subscriber hangs up, then both calls end, but if either other
party hangs up, then the call continues with the two remaining parties as an ordinary
two-way call.

In some office systems run by a private branch exchange (PBX), when the original
three-way calling subscriber hangs up, the other two parties remain connected in their
own call. This feature is often called call transfer because it is used to transfer incom-
ing calls.3

Adding three-way calling to a diagram with call waiting makes the call-state picture
more complicated. The interactions between the two features may differ on different
systems. In most, if a single call is in progress and the originating caller initiates
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Figure 16.3 PSTN call states with call waiting included.

3The typical scenario is I get a call from somebody who really should be talking to you, so I flash
and three-way call you; I tell you who is calling; I flash again to make the call three-way; and then
I hang up.
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another call with a flash, the call will become three-way when the originating caller sig-
nals the system with a second flash. However, if the call is interrupted by a third party,
then the call-waiting mode will be active, and the flash key will alternate between the
two calls. A fairly complete state diagram with call waiting and three-way calling is
shown in Fig. 16.4.4

Call state diagrams can be used to describe the state of a single piece of equipment,
the states of an entire network, or the states of multiple components interacting on a
network. When designing a messaging system using a protocol such as Integrated Ser-
vices Digital Network (ISDN), it is important that every state of every node have some
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Figure 16.4 PSTN states with call waiting and three-way calling.

4We say fairly complete for two reasons. First, not all telephone systems do the exact same thing
when call waiting and three-way calling are both involved. We have seen systems that do not al-
low both call waiting and three-way calling to be used at the same time, and we have seen other
systems that do. Second, as discussed earlier, call state diagrams operate at a level of abstraction
that may not include all details.
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response to every message in the protocol. This response may be not to do anything, not
to change state, or not to send any messages anywhere, but freezing up and not know-
ing what to do is not a healthy design option. The entity sending the message has its
own state space and is responding to its own stimuli, including other protocol mes-
sages. The design challenge of a multinode messaging system is in resolving the con-
fusing combinations of states without creating glare conditions.

One example of this is in the ANSI-41 protocol (see Chap. 15). A serving mobile
switching center (MSC) looking for handoff opportunities asks candidate MSCs to re-
spond. If the candidate MSC is unable to take the call, it simply does not respond
within a specified time period. This is a valid action. The serving MSCs call state dia-
gram would include an appropriate action to take when not receiving a response. That
action would be to drop the switch that did not respond from the candidate list.

16.3 Wireless Call States

With its preorigination dialing, the wireless telephone has no DIALING state. Instead,
dialed digits are kept in the user terminal until the SEND key is pressed. The digits are
dialed and kept in the cellular telephone until the subscriber presses SEND, and then
the system sends a message requesting dialed digits.

The simple four-state wireless diagram is in Fig. 16.5. Dialing digits, the DIGITS
stimulus, puts digits into the internal telephone registers but does not change the state
of the telephone. While dialing digits does not change the state on this diagram, we feel
that it is subscriber behavior that is important enough to put on the state diagram.

The QUIET, RINGING, and TALKING states for incoming calls are the same as landline
states. Instead of a DIALING state, wireless calls have a CALLING state, where the system
is trying to complete the dialed call. This state is distinguished by having a voice link
to the subscriber with no connection to another telephone.
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Figure 16.5 Four-state diagram of a basic wireless telephone.
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Custom calling had to be reengineered for wireless to take preorigination dialing into
account. Using the SEND key for a flash was natural, but the notion of dialing digits for
three-way calling has some confusion.

This means that wireless call waiting is almost exactly the same as regular landline
call waiting with the flash key being the SEND key.

In 1981, the Advanced Mobile Phone Service (AMPS) system trial telephones had no
tones associated with dialed digits because they were only used for preorigination
dialing. In fact, they were deliberately made silent so that a subscriber could key in a
telephone number as it was spoken (by directory assistance, for example), press END,
and press SEND to make a new call. The notion of pressing buttons to send Touch Tone
digits on a telephone call required the telephone design to change, and the buttons on
wireless telephones have been dual-purpose ever since. The numbered buttons on a
wireless telephone put digits into a register to be sent the next time the SEND key is
pressed, and those same numbered buttons send Touch Tone signals when a call is in
progress.

Wireless three-way calling uses the same digit registers as initiating a wireless tele-
phone call, so the Touch Tone sounds serve no purpose. A three-way caller dialing a sec-
ond call almost certainly does not want spurious tones on the first call, so an extra step
was added to the wireless three-way calling process.

The first flash sends the call into a quiet mode so that the subscriber can send digits
for the second call.5 Once those digits are entered to the subscriber’s satisfaction, SEND

is pressed again, and the system attempts to complete the second call. From this point
on, a wireless three-way call is the same as the landline version, with the SEND key be-
ing used for a flash.

Figure 16.6 shows a call-state diagram for wireless with call waiting and three-way
calling. As in the landline case, the interaction between these two custom calling fea-
tures can vary a little from system to system.

The voice-mail service (sometimes called call messaging or call notes) provides the
services of an answering machine, with the telephone network storing messages for the
subscriber. It has an additional advantage in that if a new call comes in while you are
on the line (and you do not have call waiting or have disabled it), the call will go to the
automated answering service. This is not possible with a traditional landline answer-
ing machine. Voice mail is available both on the PSTN and on cellular systems. The
voice-mail system does not require any new states for the telephone itself, but one could
create a state diagram to represent the system states.

On the PSTN, the voice-mail service notifies the subscriber of new voice mail with a
broken dial tone. The customer calls a special phone number to reach an automated
message center and enters a passcode to listen to and to manage messages.

On cellular systems, the network pages the cellular telephone over the signaling
channel, and the telephone signals the user with a distinctive ring, a flashing light,
a text message, or even all three. On some phones, the user can call the automated
message center to listen to and manage messages using a single keystroke. A pass-
code is not needed if the caller is picking up messages from his or her own cellular
phone.

214 Key Telephony Concepts

5Digits also can be entered during the nonquiet part of the call, but then there will be Touch
Tone sounds on the line.
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16.4 Wireless Radio States

In the same way that call feature designers use state diagrams to work out the flow of
a telephone call, radio technology designers use similar state diagrams to work out the
air interface. A high-level view of the wireless call setup is shown in Fig. 16.7. The user
terminal is turned on and sends its registration message. The wireless system accepts
the message and acknowledges the registration. The user terminal is now ready to
make and receive calls.

Three things can happen to a registered wireless telephone, a call can come in, the
subscriber can make a call, or the subscriber can turn it off. Once the user terminal re-
ceives a page, it establishes a connection with the system the same way it does when
initiating a call. Radio link parameters are established, and a voice link is established.

This state diagram is a picture of what happens when things go right. It does not
show all the alternative pathways where things go wrong. Some of those alternatives
are explained clearly in technology specifications, whereas others are left up to the
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equipment vendor. Without going too far into the details, let us go over some of these
cases:

■ A mobile telephone may not detect the system paging data stream. Perhaps the radio en-
vironment is too hostile, or perhaps the system’s radio interface is not a technology the
mobile telephone can support. A Global System for Mobility (GSM) telephone should not
recognize a code division multiple access (CDMA) paging stream.

■ The user terminal’s registration can be rejected because the telephone is not working cor-
rectly or because it is corrupted by radio noise.

■ The system may determine that the telephone is not to be served. This could be the result
of a customer not paying the bill or a cellular telephone reported stolen. However, the reg-
istration may still be completed because wireless systems should still be able to give emer-
gency service (911 in the United States) to telephones even when they are otherwise out
of service.

■ The system acknowledgment of the registration also can fail, and there is no two-way com-
munication between the system and the mobile telephone.

■ There is another curious kind of registration error created by the type of wireless tele-
phone fraud called cloning. A telephone may be cloned, and the copy will have the same
registration information as the original user terminal. Thus a registration attempt may
appear with the same serial number and telephone number as another registration. The
system operator may decide to serve one, both, or neither, but the system does have to deal
with duplicate registrations.6

■ Registration has to be renewed periodically. Otherwise, a user terminal would remain
in the system database long after the subscriber shut it off or moved too far outside the
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Figure 16.7 High-level wireless call setup state diagram.

6Aside from fraudulent usage, there are also combinations of two cellular telephones with the
same number so that an incoming call pages both and both telephones ring.
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service area. The repeat registration can be lost or garbled, or it may be received and its
acknowledgment may not be.

■ Incoming call pages may not be received. When a system does not get a response for an in-
coming call, it tries again and it may try a third time, but it has to give up eventually. The
caller gets a recording about the cellular subscriber being unavailable. At this point, a sub-
scriber’s voice-mail service may come in and take a message.

When a page is received or when the subscriber presses the SEND key, the user ter-
minal establishes a link with the system. Several messages go back and forth, includ-
ing dialed digits for wireless originations, and any of these can be missed or garbled.
These messages have been designed aggressively to have enough redundancy not to be
misinterpreted. It is pretty safe to say that they are received correctly or not received
at all. It is also pretty safe to say that the same designers made sure that such an un-
likely event is handled to avoid glare conditions, as described in Sec. 23.6.7

The voice link can fail while the call is in progress. Not only may the user terminal
be moved into a poor coverage zone, but it may be shut off midcall. Back in the car-
phone days before user terminals had battery power, it was common to park the car
while talking on the telephone, to follow the usual routine, to shut off the ignition, and
oops, to lose the call. Even today, however, batteries can go dead during a call, or users
can drop the telephone, causing the battery to pop off.

This is just the highest-level overview of wireless call setup; each of these states can
be divided into a more detailed view of the process. Much of this detail is described in
specifications, but quite a bit is left to the individual equipment designer.

We also can create call state diagrams for each aspect of cellular technology: for call
maintenance, for power control for handoffs, and so forth. Soft handoff improves CDMA
call performance, at some cost of capacity, and it increases the radio state space con-
siderably. Not only are soft and softer handoffs (described in Sec. 8.7) themselves more
involved than the older hard handoffs, but soft-handoff systems also still have to sup-
port hard handoffs between CDMA carriers, between CDMA and analog, when the pi-
lots are not compatible for soft handoff (disjoint active sets), or when there are not
enough radio resources (frame offsets) to support soft handoff.

There is one piece of good news in wireless call state analysis. The call-processing
states and the radio states are almost completely independent. From the call process-
ing point of view, establishing the radio link is part of a single step, and the call-main-
tenance tasks of power control and handoff occur completely behind the scenes. And
from the radio link point of view, the call processing is almost as invisible. Custom call-
ing features require an occasional SEND key, but otherwise the radio link does not even
know if the call was completed. A completed call and a busy signal are both voiceband
signals.

There are two exceptions to this rule, and both are relatively benign. The first is that
user terminals have restrictions and conditions of service more complex than landline
telephones. Landline telephones are active or they are not active, whereas wireless
telephones, even fraudulent or in default, can still make emergency calls according to

Call States 217

7One glare condition observed by one of the authors (Kemp) appears to be the result of a design
error in message handling. This is a case where a CDMA cellular telephone is turned on by the
subscriber and, as the user is dialing digits, a signal comes in informing the user of new voice mail.
The telephone enters a state where the user is unable to make a call out until the subscriber ei-
ther checks the voice mail or waits a considerable time before trying the call again.
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the Federal Communications Commission’s (FCC’s) enhanced 911 (E911) standard.
Thus the call processing has to have a state where the telephone is able to call 911 and
not much else.8

The second is an accounting issue for three-way calls. Wireless has a separate billing
concept called air time. We pay not only for how much telephone time we use but also
for how much radio time we use. Some wireless providers waive the air-time charges
for incomplete, busy or no-answer calls, and it is tempting to use the call-processing
billing records. After all, each complete call appears, from beginning to end, in the au-
tomatic message accounting (AMA) records.

The rub is that three-way calls are counted twice in the AMA records. Consider a 10-
minute call using 10 minutes of air time. Suppose that the subscriber spent 6 of those
minutes on a three-way call. The total call time is 16 minutes, but the total air time is
still only 10 minutes. Just using AMA records will double-bill the customer for those 6
minutes.

This billing issue means that the system has to have some record of radio-link starts
and stops as well as telephone-call starts and stops. For those wireless service
providers not billing customers for busy and no-answer calls, the accounting system
has to have some combined understanding of radio-link and call-processing states.

16.5 Conclusion

Call-state diagrams are valuable tools for component design, network planning, and
network troubleshooting. Any cellular engineer will benefit from being able to read and
interpret state diagrams. In addition, it is valuable to practice creating them and ex-
plaining them to others. Walking through plans and problems together with diagrams
allows cellular planners and engineers to validate designs and resolve problems
quickly.
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8A cellular telephone also can be locked to prevent others from making calls, but it can still
receive incoming calls. This is the electronic equivalent of the lock and key we used to put on a
rotary-dial phone, and it does not really change the call-state space.
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Part

4
Key Data Concepts

Today’s and tomorrow’s cellular networks rely on digital technology
and offer services that carry user data. However, engineers with a
telephony or radio engineering background may not have a deep
familiarity with the data standards and protocols that have
developed over the last 30 years.

“Key Data Concepts” provides the background in information
technology (IT) networking needed to plan and grow cellular systems
as the convergence of voice and data systems continues and as third-
generation (3G) cellular systems are being deployed.

In Chap. 17, “Quality of Service (QoS),” we address the most
fundamental challenge facing engineers who are developing systems
that will carry both voice and data: the different quality
requirements of each service and how to manage those different
requirements on a single network.

In Chap. 18, “Speech Coding,” we provide the details of a key
application of data technology to telephony and cellular systems: the
process of digitizing voice signals.

Starting in Chap. 19, we turn to the world of IT. In Chap. 19,
“Hybrid Voice-Data Networks,” we take a look at existing and
emerging solutions for carrying both voice and data on the same
transport. After an extensive discussion of voice over Internet
Protocol (VoIP), we look at the use of VoIP on cellular networks and
its implementation in the process of upgrading the backhaul network
from base stations to mobile switching centers (MSC).

The last two chapters in Part 4 discuss data services for cellular
subscribers. Chapter 20, “Short Message Service (SMS),” discusses
the SMS system, which carries small user messages over the
cellular signal channel without establishing a circuit, and its
descendants, enhanced message service (EMS) and multimedia
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service (MMS), which add small voice and video attachments. In
Chap. 21, “Wireless Data Services,” we discuss the high-
bandwidth data services being deployed in 2.5G and 3G cellular
systems.
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Chapter

17
Quality of Service (QoS)

The convergence of voice and data is a key issue for code division multiple access
(CDMA) quality and capacity, particularly with the deployment of third-generation
(3G) systems. QoS is the most crucial challenge for this convergence. Overall, conver-
gence is the term used for the integration of the services, industries, and networks that
provide voice, video, and data services around the world. Television-quality video has
not yet become a major issue for wireless communications, so our primary concern is
with voice and data convergence. The public switched telephone network (PSTN) and
the Internet developed separately. Each of them is designed to provide high-quality ser-
vice for the services it offers: The PSTN offers real-time audio with good voice quality
for telephone calls, and the Internet offers slow but very reliable transmission of data.

At the same time, each system performs relatively poorly for the type of service it
was not designed to provide. A traditional analog telephone line can support, at most,
a 56-kbps data stream, and yet the same copper twisted-pair wire, when not specifi-
cally configured for voice, can support a data capacity 24 times higher in the form of a
digital subscriber line (DSL). Certain design choices on the PSTN, such as the addition
of filters that limit range of frequencies carried by local loops, are actually specifically
disadvantageous for data service. The Internet, meanwhile, offers free long-distance
Internet telephony, but when it comes to call quality, you get what you pay for.

The challenge in growing CDMA systems is to develop and implement standards and
designs that provide satisfactory QoS for both voice and data, ideally on the same car-
rier. Meeting QoS requirements for voice and data but doing so by using data-only (DO)
carriers is not an ideal solution. Using DO carriers alongside voice and data carriers
limits the flexible allocation of carriers to meet subscriber demand for either voice
or data.

17.1 The Customer Experience of Quality

The market for cellular telephones is quickly reaching the point of saturation in North
America and Europe. At this point, pretty much everyone who wants cellular service
has it, and the market shifts from a phase of rapid growth into a mature phase of com-
petition. Wireless service companies will not grow so much by entering new territory
first. Instead, they will grow by offering better services to their customers and in-
creasing market share by taking it from their competitors.
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In the mature competition phase of an industry, customer perception of quality and
value is the key to success. However, much of the customer’s perception involves things
for which the cellular engineer is not primarily responsible. Some customers get a new
cellular telephone because they like the color or style, and others switch services because
they like the speed, politeness, and effectiveness of the customer-service department. Al-
though engineering does not affect either of these directly, it does have an indirect effect.
If cost-effective engineering projects are delivering reliable service on schedule, the whole
business benefits. The customer-service department receives fewer problem calls, so it
can do its job better, and more money is available for marketing and design.

Our engineering affects the customer’s perception of quality in direct ways as well.
While engineers may separate quality and capacity, the customers just want things to
work right. Excessive call blocking is a capacity issue to an engineer, but it is a QoS is-
sue to the customer. High static causing subscribers to hang up in frustration appears
at first to be a quality issue. However, in CDMA, that static may be the result of a cell
approaching its capacity limit so that too much interference is being generated by other
calls. To satisfy customers and increase market share, we must work with the interre-
lationships of capacity and quality issues.

17.2 Capacity

As we deploy third generation (3G) systems, we need to understand the key principles
governing CDMA capacity for data, for voice, and for a combination of voice and data.

17.2.1 Acceptable delay

Practical data transmission requirements are very different from voice transmission
requirements. As long as a voice call is in progress, there is some level of communica-
tion in each direction. 3G systems can take into account the reduced amount of speech
and lessen the number of bits transmitted to reduce interference to other calls. How-
ever, at any moment, the person may begin speaking again, and voice transmission
should resume at the appropriate quality level immediately.

Data transmission does not have this requirement. A subscriber might open a data
transmission to receive e-mail, reply to it, and send out the replies. After the download,
the data session can move into a dormant state, reducing the demand on the capacity
of the cell. When the user finishes creating replies and sends them, the system can re-
activate the data transmission link. This response does not have to happen within a
fraction of a second. If it takes a few seconds for the e-mail to start moving, then that
is no problem. And a few seconds is a few thousand milliseconds. This flexibility in time
creates opportunities for optimizing capacity for multiple users. For example, a system
could be designed so that if capacity is near peak at a particular moment, a new request
for data services encounters a brief delay. This allows one or more of the other trans-
missions to complete and go dormant. Rather than getting excessive interference, each
transmission takes its turn, and all subscribers are satisfied.

17.2.2 Error recovery

In voice transmission, forward error correction (FEC) is used. As a result, the trans-
mission of each person’s voice relies on only one-half of the duplex channel. This is fa-
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miliar to us in the case of static on only one channel. One party is saying, “I can’t hear
you,” while the other party is saying, “I can hear you just fine.”

With data transmission, the situation is quite different. Data transmission relies on
error recovery, where the receiving system checks the packets it receives and requests
retransmission of any corrupted or missing packets. As a result, even if a data file is
being sent in only one direction, it relies on an operating two-way communications
channel. This can be observed by watching the number of bytes moving in each direc-
tion while downloading a file from the Internet. Although most of the bytes are coming
on the downlink, there is a simultaneous use of the uplink as the local computer con-
firms receipt of the packets. Capacity calculations for data systems need to take this
two-way flow of data used for verification or error correction into account.1

17.2.3 Data-only carriers

All three of the 3G CDMA standards (cdma2000, W-CDMA, and TD-SCDMA) are de-
veloping detail standards for DO frequencies that are designed to provide high data
bandwidth to support high-speed data transmission.2 For example, the cdma2000 1x
EV-DO standard, also known as EV phase 1, supports data rates of up to 2.4 Mbps,
whereas the standard for a mixed voice and data carrier, cdma2000 1x, supports a data
rate of 144 kbps. The DO carrier can only offer its highest rate by giving the entire car-
rier to one subscriber for a period of time. As a result, it would be impractical to sup-
port real-time voice on the same carrier. At the present time, creating a DO carrier al-
lows data transmission capacity per call to increase by a factor of more than 16.

Wideband CDMA (W-CDMA) takes a different approach to managing DO channels.
This approach has several elements that are described in Sec. 10.3. The elements in-
clude the ability of the user terminal to define its voice and data capacity, the defini-
tion of four QoS classes, the use of time division carriers to support high-speed data ser-
vices, use of the Aloha protocol to allow user terminals to request supplemental data
bandwidth, and the availability of high-speed data transmission on the downlink to
support services such as Web browsing that require higher download speeds than up-
load speeds.

Time division synchronized CDMA (TD-SCDMA) provides the most flexible service,
allowing variable data rates on demand in both directions, with rates equivalent to
those found in other 3G services. TD-SCDMA has the ability to assign a data channel
to the least-interfered time slot and then to select the optimal CDMA code within that
time slot.

As these approaches to data-only carriers evolve, it will be up to system planners to
decide which carriers to allocate to DO services.
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1In data communications on systems with very low error rates, the data system may be designed
not to use error recovery. In this case, the data transfer relies on FEC alone, just as voice calls do.
Application designers can choose depending on the criticality of the information being delivered
and the consequences of an error. For example, a Web browser reading HyperText Markup Lan-
guage (HTML) will, at worst be unable to read the page if it contains an error. The user will be
notified of the problem and press or click on Refresh to solve it. However, if a file is being down-
loaded for later use, using the File Transfer Protocol (FTP) rather than HTTP, error recovery is
essential to ensure that the file, which may not be used until much later, is received correctly.

2As we discussed in Chap. 9, we use the term detail standard to refer to a standard that is part
of a larger standard.
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17.2.4 Mixed voice and data carriers

Existing carriers already support low data rates, and improvements to the channel will
increase these rates. However, mixing voice and data on a single CDMA channel is
likely to be less efficient than using separate carriers most of the time.

When a DO carrier is in place, it can offer a very high data rate to a single subscriber
by temporarily reducing service to other subscribers on the same cell or even by lock-
ing them out for brief periods. This is acceptable to most users in data communications.
We are all familiar with clicking to receive new e-mail and seeing that sometimes we
get an immediate response, but sometimes we have to wait several seconds before any-
thing comes through. Current DO channels rely on this willingness to wait so that they
can provide high-speed services to individual subscribers. This is incompatible with
carrying voice calls on the same channel because it is not acceptable for a voice call to
drop out or experience extremely high interference for a few seconds. As a result, it
would be inappropriate for a single subscriber to dominate a carrier supporting voice
calls.

There are some other issues that will need to be addressed in the design and imple-
mentation of 3G standards. With CDMA, high-speed power control is a crucial tool in
managing interference, and this power control uses capacity on the carrier. Also, a
channel must be maintained at an acceptable error rate rather than be set for the
fewest possible errors because having fewer errors requires a higher power level for
that one channel, and this produces more interference for other channels on the same
CDMA carrier.

For cdma2000, support for cmdaOne on the same channel requires backward com-
patibility. This limits the flexibility of design because any system must continue to sup-
port existing user terminals.

As a general rule, the wider the bandwidth a carrier has, the more bits it can carry
on each channel. There are two ways of giving an individual subscriber a higher data
rate. One approach uses supplemental channels, and the other uses carriers with wider
bandwidth.

In the first alternative, supplemental channels are provided when they are needed.
This is handled differently depending on whether the request is for high-speed data on
the reverse channel or on the forward channel. For the reverse direction, the user ter-
minal requests additional capacity for a higher data rate, and the base station sets up
the supplemental channel. In the forward direction, the base station sets up the sup-
plemental channel and informs the user terminal as to what channels to access. As long
as the user terminal has only one receiver, the maximum data rate is limited by the
maximum capacity of the carrier. The technique of using supplemental channels can
only increase the data rate to the maximum data rate of the carrier. To achieve higher
data rates, carriers with greater capacity are needed.

This problem is resolved in 3G CDMA implementations by offering carriers with
wider bandwidth.3 These carriers have higher chip rates and bit rates than the nar-
rower 1.25-MHz cdmaOne carriers. This increases the maximum data rate that can be
offered on a single carrier. It is important to note that while the maximum data rate
does increase, spectral efficiency does not. Using 1 percent of a 3x carrier is no more ef-
ficient than using 3 percent of a 1x carrier.

224 Key Data Concepts

3This is the W in W-CDMA.
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The carrier bandwidth for 3G systems will migrate from the second-generation (2G)
standard of 1.25 MHz up to 5 MHz in the near future. cdma2000 has two ways of of-
fering 5-MHz service, 3x is a single 3.75-MHz carrier (5 MHz with guard bands), and
multicarrier is three 1x carriers coordinated to offer data rates similar to 3x. The 3G
standards for cdma2000 allow the possibility of even wider carriers, each a multiple of
a 3x carrier, 6x with 7.5 MHz of bandwidth, 9x with 11.25 MHz, and 12x with 15 MHz
plus whatever guard bands are required.

17.2.5 Allocating voice and data carriers

So far we have been focusing our discussion on the data capacity of individual channels
and the methods for increasing that capacity. There is a separate capacity challenge for
high-speed data services looming in the near future. How will the system perform when
many subscribers all want high-speed data services on the same cell sector? All the ad-
vanced planning and careful design of standards and specifications done thus far will
not answer this question. The proof is in the pudding, and sometime in the next few
years, as subscribers use more and more wireless data service, the pudding will gel.

One manageable element in optimizing CDMA cells is the distribution of carriers as-
signed for DO versus those assigned to a mix of voice and data. This optimization is po-
tentially quite complex.

Here are two approaches worth exploring:

■ Should allocation of DO carriers on a cell change with time of day? Perhaps more band-
width should be given to DO services during business hours and more to voice in the
evenings.

■ It seems highly likely that certain cells, such as those which serve downtown business dis-
tricts, will need more channels devoted to data capacity. What measurement tools, ana-
lytic tools, and statistical tools are best for estimating the total demand for data capacity?

These questions will need to be resolved in the coming years as demand for high speed
wireless data services increases.

Another variable that may be significant in overall system data capacity but which
is not as easy to manage is the amount of capacity reserved for 1x channels that sup-
port cdmaOne user terminals. These terminals operate at somewhat lower efficiency,
especially on the reverse channel, which has a pilot in cdma2000 but is pilotless in
cdmaOne. As described in Chap. 28, cdmaOne has no reverse pilot, which keeps its re-
verse voice link simple, whereas 3G systems have a reverse pilot that makes them use
the air interface more efficiently at the cost of extra complexity.

When it comes to improving the air interface, changing the base stations is only half
the story. Overall cell capacity and data capacity might be affected by the number of 
cdmaOne user terminals, versus the number of cdma2000 user terminals, active on a
cell at a given time.4 Some sources predict an increase in capacity by a factor of 1.5 to
2 when cdma2000 1x service replaces cdmaOne service as long as cdma2000 user ter-
minals are used. It remains to be seen if these improvements actually appear in a
frequency-limited real-world radio environment. If the improvements are real, then
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4It is also possible that future 3G terminals will improve the capacity of the air interface in ways
we have not foreseen. The same management issue would be relevant in that case as well.
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service providers will realize a significant cost savings if they can entice subscribers to
upgrade to cdma2000 user terminals.5 However, the service provider has no way to con-
trol those numbers directly. If it turns out to be the case that needing to support large
numbers of cdmaOne users reduces QoS or capacity significantly, cellular service
providers will have some options. The service providers could provide free upgrades or
even upgrades with bonuses to subscribers with cdmaOne equipment. Or the service
providers could lobby governments for the allocation of new bandwidth to be used for
3G services only.

17.3 Latency, Jitter, and Loss

There are three kinds of impairments in a data system: latency, jitter, and loss. Like
the noise, interference, and distortion of an analog signal, these three interact with
each other in contributing to a level of service for a subscriber.

The latency of data transport, or the delay in more casual usage, is simply how long
it takes the data to get somewhere. We can think of a data connection as having an end-
to-end latency performance, and we can think of each stage as having its own latency.
The transport links used in the data connection have some latency because it takes
some nonzero amount of time for the bits to get from one end to the other. A transmit-
ter is in one place, a receiver is in another place, and information does not travel faster
than the speed of light.

However, there is another source of latency in the tandem nodes along the way. While
circuit-switched data take some time to get from input to output inside a circuit switch
or cross-connect, packet data are much more susceptible to delays inside a packet
switch. Packets are received, checked for errors, stored until transport space is avail-
able on an appropriate route, and then sent. This notion of keeping the packets inside
the machine until there are transport resources to send them is called store-and-
forward technology. This gives packet links extraordinary efficiency compared with
circuit-switched data services, especially for bursty data such as Web surfing, but it
does mean that a packet can wait for a long time to get out of a packet switch. Since a
data connection can have several packet switches in its path, the store-and-forward de-
lays can add up to significant latency. The relationship between the congestion of a
packet switch and the latency of its pipes is discussed in Sec. 23.3.

The other time issue in data connections is that all the data packets in a single trans-
mission do not take the same amount of time to get to their destination. Packets are
routed based on available transport, so some packets may follow a less direct route
than others. The physical length of the packet pathways varies, and the number and
congestion of the packet switches vary as well. Not only might packets arrive with dif-
ferent delays, they also may arrive in a different order. Thus the packet receiver has
the responsibility not only of receiving all the packets of a transmission but also of
putting them back together in order to form the same data message that was sent. The
variability of packet delay is called jitter.6
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5Increased capacity per cell can reduce the need to deploy new base stations as demand grows.
6Jitter is primarily a packet issue, but it does come up in high-performance data circuits as well.

We hear a great deal about jitter, equally spaced data bits coming at unequal time intervals, in
audio compact disk playback technology.
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We can think of latency and jitter as statistical moments, average and variability.
There is some mean delay in a data connection, its latency, and some standard devia-
tion or variance, its jitter component. This is a simplification because the distribution
of packet times is often a far cry from a bell-shaped statistically normal distribution.
However, it gives us a visualization of the issues in maintaining QoS under time
constraints.

The third impairment in a data system is loss of information. A packet can be lost be-
cause it simply does not get there, or it can be lost because it gets there with errors, as
we discuss in the next section. In either case, a data connection loses some fraction of
its packets. Since a subscriber pays good money to have his or her data arrive safely, it
sounds negligent to admit that we lose some of them. However, it is not as terrible as
it sounds because voice and video services are adequate with losses or errors as high as
1 percent of the bits, and end-to-end data subscribers have their own software applica-
tions to ensure that their data losses are detected and either repaired or resent.7

The three impairments, latency, jitter, and loss, interact with each other in con-
tributing to service impairment. Consider a voice telephone call where a total delay of
over 200 ms from speaker to listener starts to become annoying. A wireless voice-coded
data stream goes from one user terminal through a radio link to a base station, through
a backhaul pipe to a mobile switching center (MSC), from the MSC through the public
switched telephone network (PSTN) to a telephone, a landline telephone in this exam-
ple. The voice data stream might tolerate a bit error rate (BER) of 1 percent. This
means that 99 percent of the packets have to be both correct and timely. If 0.5 percent
of the bits have errors and 0.5 percent of the packets take too long, then we have our
1 percent BER. If we design a packet link with less latency and jitter, then we can af-
ford higher loss in the radio link and still offer adequate voice quality.

Asynchronous Transfer Mode (ATM) deals with the different requirements by having
four classes of service, with class D traffic split into two subclasses. In these descrip-
tions, a service is time-sensitive if it requires low delay and latency. If the class of ser-
vice is sensitive to loss, then it requires a low error rate.

■ Class A, constant bit rate (CBR), serves a low bit rate at a steady stream and is time-
sensitive and also sensitive to loss. It is suitable for circuit-switched data service.

■ Class B, variable bit rate (VBR), serves a steady or bursty data stream and is time-
sensitive. It is suitable for real-time voice or video applications.

■ Class C, non-real-time (VBR-NRT), serves a steady or bursty data stream and is tolerant
of some delay. It is suitable for video or audio streaming.8
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7We can think of these losses like airlines losing baggage. Loss of luggage is rare enough that
many passengers check their luggage routinely and maintain a backup plan for the few times they
arrive and their suitcases do not. Fortunately, packets in subscriber data services typically arrive
with a bit error rate (BER) of 10�6, one in a million, considerably better than airlines’ rate of lost
luggage.

8Streaming is a technology in which a relatively high quality voice or video file is received and
is placed into a buffer. The file can begin to play for the user before it is finished downloading. In-
creases in delay or problems with jitter will reduce the buffer size during play. However, if the ser-
vice is robust enough, the playback will complete without interruption. Streaming video and au-
dio are used commonly on the Internet.
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■ Class D, available bit rate (ABR), serves a bursty data stream, is tolerant of delays and
some cell (packet) loss, and guarantees a level of data throughput. It is suitable for local
area network (LAN) traffic.9

■ Class D, unspecified bit rate (UBR), is a bursty data stream that is tolerant of delays and
more cell (packet) loss. It makes no guarantees other than best effort.10

We picture an array of data performance requirements as shown in Table 17.1. The
circuit-switched data subscriber requires a steady stream of highly accurate bits with
low delay, the voice call permits higher error rates but still requires low delay, and a
nightly data download requires high accuracy but can wait a few minutes or even
hours.

17.4 Error Detection and Correction

There are several techniques for dealing with bit errors. To deal with errors, we have
to detect them, and this requires enough redundancy so that errors appear wrong. If
every combination of letters in English spelled a word, then proofreading would be very
difficult, and there would be no spell checkers.

In general, we can divide error-correction schemes into two types, forward error cor-
rection and error recovery, sometimes called backward error correction. For forward er-
ror correction, we transmit enough redundant error-correcting information to allow the
receiving system to reassemble lost data (most of the time) without having to request
retransmission. In the older error-recovery technology, only enough information is sent
to allow the receiving system to determine that an error has occurred. The receiving
system must request retransmission of the packet containing the information that was
not received correctly.11
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9The packet loss is tolerated because in the LAN environment error recovery using the Trans-
mission Control Protocol (TCP) or a similar protocol will ensure that the lost or corrupted packets
are resent.

10This class of service is not really of much value for commercial purposes.
11There really is no specific term for the older send-and-retransmit method because it was the

only method available, so it did not need a unique term. Allow us to use the general term error
recovery.

TABLE 17.1 Data Service Requirements

Service Rate BER Delay

Circuit-switched Steady Low Low
Voice Steady low High Low
Video Steady high Medium Low
Web access Bursty high Low Medium
LAN Variable Low High
Data downloads Medium Low High
E-mail Low Low High

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.

Quality of Service (QoS)



17.4.1 Error recovery

Error recovery is generally used for data services. True data service requires a much
higher guarantee of accuracy than digital voice or video. A single bit error can, for ex-
ample, corrupt an entire computer program if it is not detected. However, since pack-
ets do not need to arrive in order, the receiving computer system can store all received
packets as they are received and request retransmission of missing or failed packets.
When the missing packet is received successfully, it is included in the message, which
is then assembled into a computer data or program file or other large unit of data. Data
transmission methods such as the Transmission Control Protocol/Internet Protocol
(TCP/IP) were designed to use data received out of order. As a result, error recovery,
which is more accurate but does not guarantee that packets are received quickly, is
usually better for transmission of subscriber data.

The TCP, as part of TCP/IP, is a data-recovery system. When a packet has an error
in it, the receiver sends back a request to retransmit the packet. The detection of error
is done using a cyclic redundancy check (CRC).

The CRC function performs a binary calculation on a frame and produces a frame
check sequence or frame checksum (FCS), which is sent along with the frame.12 This
means that the total transmission is the original frame and the CRC-calculated FCS.
The same calculation is performed at the receiving end, and the packet is accepted only
if all the frames have the same FCS received and calculated.

We add bits to the frames to produce redundancy. The amount of redundancy we de-
sign into the system, the relative lengths of the frame and FCS, depends on the error
conditions we are trying to protect our data against. A frame with 16 bits of FCS added
to it has 1 chance in 216, 1 in 65,536, of getting a wrong answer that passes the test.13

A simpler system of error recovery is the parity bit, where a bit is added and set to 0
if the original bit stream has an even number of 1s and 1 otherwise. We call them par-
ity bits because they measure the even or odd parity of a collection of bits. The effect of
this is that the entire bit set, including the parity bit, has an even number of 1s. This
is typically not used in data transport, but it was used in older modem systems and is
used in memory systems.14 This is done because parity bits require so much less com-
putation to check, and memory systems have to run very fast.15
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12The calculation involves remainders of polynomials in base 2.
13This is like the “casting out nines” that many of us learned about in elementary school, where

we added up the digits of all the numbers, added up those digits until there was just one digit left,
and did the additions, subtractions, and multiplications on those single-digit values. Essentially,
the remaining digit is a checksum with a 1 in 9 chance of error. This is good enough for elemen-
tary school, but packet data need stronger protection.

14Some readers may remember struggling to make modem connections by setting the number
of data bits to 7 or 8 and parity to odd, even, or zero because different early computer networks
had incompatible standards.

15Ultimately, computer memory became so reliable that the parity-checking chip generated
more errors than the memory chips did, and memory parity checking was eliminated. After that,
memory became inexpensive enough that its capacity was increased to include some forward er-
ror correction (FEC) capability.
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It is important to realize that these checks only work on the links where they are be-
ing used. IP systems often have host computers and routers at the ends of these TCP
links, and there is no error recovery or error correction in those machines. In any data
system, it is a good idea to have some kind of end-to-end error detection and correction.

17.4.2 Forward error correction (FEC)

FEC is generally used for real-time voice (and video) transmission. High-quality voice
communication must occur in real time with the entire signal received in order, but the
occasional dropping of small bits of sound is not terrible. FEC is better for these sys-
tems because the receiving system can assemble almost all the message accurately al-
most all the time.

This simple example illustrates FEC: We are going to send 8 bytes of data, 64 bits.
Let us lay those bits out on an eight-by-eight checkerboard and for each row and for
each column we will add a parity bit, a 0 if the sum of the row or column is even and a
1 if the sum is odd. If we have a single error in our original 64-bit square, then there
will be one row and one column that do not add up, as shown in Fig. 17.1. A single er-
ror in the parity row will leave all the row sums intact, and the same is true for the
parity column. If there are two errors in the 80 bits, then there is no way of knowing
the original 64 bits.

230 Key Data Concepts

0 0 1 0 0 1 1 0

0 0 0 1 1 0 1 0

1 0 1 1 0 1 0 1

0 1 1 1 0 1 0 0

0 1 1 1 0 1 1 0

1 0 0 1 1 1 1 0

1 0 0 1 1 0 0 1

0 1 0 1 0 1 0 1

1 1 0 1 1 0 0 1

1

1

1

0

1

1

0

0

Parity Row

Parity C
olum

n

Figure 17.1 Simple forward error correction (FEC).
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Thus our error-resolution algorithm at the receiving end is simple: We look at our 80
bits and check all 16 row and column sums.

■ If they all match, then we are happy with the 64 bits.

■ If just one row or one column is wrong, then we assume that it is a 1-bit error in a parity
column or row, and we are still happy with the 64 bits.

■ If one row and one column are each wrong, then we assume that the single bit at the in-
tersection of that row and that column is wrong. We flip the bit, and we are happy with
the corrected 64 bits.

■ Finally, if more than one row or more than one column is wrong, then we conclude that
there is more than one error, shrug our shoulders, and do whatever our system does with
unresolvable errors. We may take an educated guess with some likelihood of being right,
or we may report some kind of error condition depending on our data system’s architec-
ture and needs.

A system sending real-time voice or video has to send something, even if it is wrong.
If two errors are rare enough in this eight-by-eight matrix, then the wrong sound is
sent, but the problem is small enough to be disregarded. On the other hand, a computer
file transfer system likely will be better off reporting irrecoverable errors and having
the data resent. In this case, the computer system relying on this eight-by-eight matrix
error-correcting system would have limited FEC plus additional error recovery. FEC
would suffice to ensure accurate transmission in the case of a single error in one ma-
trix. Error recovery with a request for retransmission would be used as the fallback in
case there were two errors in a single matrix.

We can measure our bit error rate (BER), therefore, by counting the number of times
our error correction has to resolve an error and the number of times it cannot resolve
an error. Occasionally there will be a set of errors that cancel each other out, the sys-
tem is fooled, and the wrong 64 bits are sent without our knowledge. However, this does
not happen very often even with this primitive error-correction scheme. The mathe-
matical structure of an error-correction scheme allows us to create an accurate esti-
mate of the rate of undetected errors.

There are two measurements of BER, and it is important to specify which one is be-
ing offered. A radio channel with 3 percent BER (0.03 BER) before error correction may
have a 10�4 BER after error correction. The customer probably is only interested in the
final numbers, the data rates and BER after error correction, and does not care how
many bits and what internal error rates were used to get that result. Engineers and de-
signers, on the other hand, have to understand the channel and the error correction
and therefore pay attention to the BER before error correction, the rates of corrected
and uncorrectable errors. The bits in the message are the information bits or encoded
bits, and the larger number of bits being sent are coded bits.

The eight-by-eight matrix, using 80 bits to carry 64 bits of data with FEC informa-
tion, is useful as a simple example of how error correction works, but it is not very ro-
bust. The design of actual error-correction schemes depends on the use of the informa-
tion, the differing needs for accuracy depending on the use of the information, and the
expected quality of the transmission system.

For example, the audio compact disks (CDs) we listen to use a compression scheme
of 28 to 16 bits that resolves multiple errors and, very important for an audio signal, is
most likely to make its mistakes on the bits that affect the sound least. However, such
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a design would be very poor for computer data transmission, where no one bit can be
predetermined to be less important than any other. CD audio and data formats are
different.

Just as different channel architectures may use different modulation schemes for
different radio conditions and different customer requirements, the developers of
cellular systems use different error-correction schemes for different needs. One of the
challenges facing cellular systems today is that the systems were designed and built
for voice quality, which allows a certain degree of error. However, customers are want-
ing to use the cellular networks for data transmission more and more and, as a result,
are often dissatisfied because optimization for voice is different from optimization for
data.

The FEC scheme illustrated in Fig. 17.1 is a form of block code where each collection
of k bits is mapped into n bits (n � k), and the receiver turns n bits back into k bits even
if one or two of them is wrong.17 In this case, k � 64 bits are turned into n � 80 bits.
This example was chosen because it is easy to see how it works; there are much better
block codes for FEC, codes with better error-recovery rates.

The other kind of error correction is a convolutional code, where each k bits become n bits
using a moving window of K bits. The ratio r � k/n is the code rate and the ability of an
FEC system, block or convolutional code, to correct errors increases as the code rate r in-
creases. The Viterbi algorithm is a commonly used convolutional code for error correction.

There are longer and more efficient convolutional-code FEC algorithms called turbo
codes. Because these codes require longer sequences of bits, turbo codes create long la-
tency times for low bit rates. Therefore, they are used for high data rates or when de-
lay times are not critical.

Service providers often offer data rates that are not exactly the same as the channel
rates. This is often an opportunity for stronger FEC algorithms, but sometimes it is
simpler just to modify the bit stream.

When the rate is a simple fraction, then the bits can be repeated, such as sending
4800 bits twice on a 9600-bit channel. This multiple sending of the same bits is essen-
tially more spreading gain in the code division multiple access (CDMA) channel and
usually results in a power reduction as a result.

When the offered rate is slightly lower, 8550 bits per second on a 9600-bit-per-second
channel, some of the bits are repeated. Because most of the bits are sent just once,
there is no economy of power available. We end up wasting the extra data capacity.

When the offered data rate is slightly higher, 980 kbps on a 921-kbps channel, then
we can employ a trick known as puncturing, where we steal a fraction of the bits and
use them for extra data. The 921-kbps stream is turned into a larger stream of FEC
coded bits, and some of these bits are deliberately replaced with a coded version of the
other 59 kbps, but with few enough changes so that the FEC algorithm is not broken.
The receiver detects the extra bits and uses them, whereas its FEC is robust enough to
recover the original bit stream being sent. This does require a lower BER and more
CDMA channel power because the error correction is weakened by puncturing.
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17The various flavors of block codes are beyond the scope of this book, but the reader may en-
counter, for example, linear block codes, binary cyclic codes [also called cyclic redundancy check
(CRC)], and Bose-Chadhusi-Hocquenghem (BCH) codes.
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17.5 Conclusion

Defining quality makes the essential link between good engineering and good business.
Over the last 30 years, manufacturing companies have moved to systems that measure
and ensure quality all the way from raw materials to satisfied customers. Defining the
quality of services, rather than that of manufactured products, is more challenging,
and the transition is recent. However, with convergence and an increasingly mature,
competitive market, implementation of fully defined and measurable QoS is essential
to business success.
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18
Speech Coding

The digitization of voice is a two-step process. In the first step, a microphone converts
sound waves into electrical waves following the same pattern. This is an analog signal,
a signal where the electrical pattern is analogous to the original pattern. Prior to digi-
tal technology, in telephone communications the analog signal was transmitted and
then retranslated back into sound at the far end. Vinyl phonograph records created an
analog pattern of bumps in the vinyl that reproduced sound waves. Magnetic audiotape
recorders created an analog pattern of magnetized iron on the tape that could generate
an electrical signal that reproduced the audio tone.

If we take the electrical wave pattern and translate it into a digital signal, this is en-
coding, which is the second step of creating a digital signal. Digital telephony, includ-
ing digital cellular telephony, creates a digital signal for transmission. Digital encoding
also can be used for storage. Audio compact disks (CDs) use digital coding. Whether the
system is used for transmission, for storage, or for both, the sound going in is the au-
dio input, and the sound coming out is the audio output.

Turning an audio or video signal into a code is performed by a device called a coder,
and the reverse process is performed by a decoder. The output of a decoder is an ana-
log audio signal that can be sent to an amplifier or speaker. Typically, a single physical
device called a codec performs both functions. Sometimes the term codec is used to re-
fer to the coding scheme as well as to the physical device.

In this chapter we will explore the engineering issues of digital encoding. There are
several fundamental concepts that will come into play as we look at the various coding
schemes that have been used in telephony and other audio technologies:

■ There is an inverse relationship between the quality of reproduction of audio sound and
the bandwidth (bits per second) of the signal. In a given coding scheme, better sound takes
more bits.

■ Different coding schemes have different amounts of intelligence built into them. A scheme
that takes into account how human beings speak or hear can be more efficient, getting the
same quality at lower bandwidth than a less intelligent coding scheme.1

1This may seem like an odd use of the word intelligence. We would suggest that even a type-
writer keyboard has intelligence built in. Knowledge of the frequency of letters in the English al-
phabet was used in choosing where to place the letters. That is intelligence. In fact, the standard
keyboard was designed to be slow so that fast typists would not jam the keyboards of mechanical
typewriters. Electronic keyboards and other higher-speed devices can use a different layout, such
as the Dvorak keyboard, which is optimized for speed, allowing for faster typing. Similarly, audio
coding schemes can be more intelligent if they use our knowledge of how people speak and hear
in order to optimize quality or maintain acceptable quality with reduced bandwidth.
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■ Once a signal is encoded, it is a digital bit stream. It can have error correction added. It
can be packaged, stored, and transported in any number of ways. Whatever is done to it,
if the bits present at the communications receiver or output device are the same as the
bits at the input device, then the signal is transmitted accurately.

■ For audio transmission, the code present at the end of the process does not have to be a
perfect match for the original code. Some loss or distortion is acceptable.

In this chapter we will look at several types of pulse code modulation (PCM), a com-
mon type of encoding for telephony that is also used in the production of digital music
CDs. Then we will look at linear predictive coding, including code-excited linear pre-
diction (CELP), the coding scheme used for code division multiple access (CDMA) cel-
lular telephony. We will close the chapter with a discussion of how the quality perfor-
mance of speech coders is evaluated.

18.1 Pulse Code Modulation (PCM)

The most basic way to send an audio signal as a sequence of bits is called pulse code
modulation (PCM). Traditional circuit-switched telephone lines use PCM, as do audio
compact disks. To perform PCM encoding, we start with an audio signal in electrical
form, a voltage level as a function of time, as shown in Fig. 18.1.
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Figure 18.1 An audio signal, voltage as a function of time.
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First we sample the timeline by dividing it into discrete intervals, which we call sam-
ples. The number of samples per unit time is called the sampling rate. For each sam-
ple, the audio input measures the signal voltage at that instant in time. The audio out-
put starts with the sample measurements and reconstructs the audio waveform by
filling in the gaps, as shown in Fig. 18.2.

The sample reconstruction loses wiggles in the audio signal that are smaller than the
sampling interval. There is a fundamental limit called the Nyquist frequency, half the
sampling rate. Since a CD samples its audio input 44,100 times per second, its Nyquist
frequency is 22.05 kHz. Our telephone PCM systems sample their audio 8000 times per
second, so their Nyquist frequency is 4000 Hz, more than adequate for the 300- to 3300-
Hz frequency range of a telephone voice signal.

It is important that the audio input be filtered carefully to stay within the Nyquist
range. At a sampling rate of s, the audio output has no way of telling frequency f from
frequency ks � f or ks � f, for k � 1, 2, .... All these frequencies will have the exact same
values in the stored samples. The term for this incorrect mapping of frequencies is
aliasing. In our telephony example of 8000 samples per second, a 5000-Hz component
of the audio signal samples the same as a 3000-Hz component and plays back as 3000
Hz. This can be a very annoying distortion, and we employ antialiasing filters to make
sure that the audio input bandwidth stays within the Nyquist limits.

The Nyquist frequency is an unattainable upper limit for sampling theory the same
way the speed of light is an unattainable upper limit for the theory of relativity.
Getting to two-thirds of the Nyquist frequency is easy, but getting closer requires more
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Figure 18.2 Reconstructing the audio wave from samples.
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effort. Close to the Nyquist frequency, very small perturbations in the sample values
make large errors in the audio output. Using 8000 samples for 3300 Hz gives the tele-
phone system some extra room for sampling inaccuracies that using 7000 samples
would not.2

Now that we have discussed sampling of time, we consider dividing the voltage range
into discrete levels, first linear and then logarithmic. Quantization is the term for di-
viding continuous measurement into discrete levels.

18.1.1 Linear pulse code modulation

We can quantize the voltage levels by picking a discrete set of values and assigning
each value a number. When these levels are uniformly spaced from a minimum to a
maximum voltage, we call the process linear PCM. Figure 18.3 shows the sampling
process for the audio signal that we saw in Fig. 18.1. Each of the circles represents the
closest level of the voltage at the sampling time. The figure shows nine distinct levels,
whereas a CD is linear PCM with 65,536 levels (16 bits). When telephone systems use
linear PCM, they use 8192 levels (13 bits).

Each sample is converted to a binary number that goes to the audio output, which
converts it back into analog electrical signals, as shown in Fig. 18.4. Linear PCM has
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Figure 18.3 Linear PCM sampling of an audio signal.

2This issue comes up in digital audio design regarding the CD, where designers try to achieve
a top end of 20 kHz and make compromises in other parts of audio performance.
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voltage quantization errors as well, in addition to the time-sampling errors we saw in
Fig. 18.2.

The bit rate required for linear PCM is the sampling rate times the number of bits
required for each sample. Thus a CD audio stream requires 44,100 samples times 16
bits per sample times 2 for stereo for a grand total of 1,411,200 bits per second.3 Using
8000 samples times 13 bits per sample, we get 104,000 bits per second for a linear PCM
telephone link.

The 104,000-bit-per-second linear PCM link described here is never used in tele-
phone transport.4 The linear PCM is converted to a logarithmic scheme (�-law or A-
law) or to adaptive differential PCM (ADPCM), as described in next two subsections.

18.1.2 �-Law and A-law PCM

Looking at the reconstruction in Fig. 18.4, we notice that the small signal on the right
is lost in the voltage quantization error. Both in music and in speech, normal audio
has loud and soft periods. The audio waves shown in these figures have a loud period
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Figure 18.4 Reconstructing the audio wave from linear PCM.

3In fact, a CD has a robust error-correction scheme that uses 14 bits to get 8 correct bits, so the
total raw bit count is more like 2.5 Mbps.

4We are loathe to say “never” here because somebody, somewhere, somehow probably is using
104,000-bit linear PCM on a telephone link. But we have not heard of anybody using it.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.

Speech Coding



followed by a soft period, with voltage about four times higher during the loud part.
A factor of 4 in voltage is about 12 dB according to Eq. (1.4). We say that this audio
signal has a dynamic range of 12 dB. Our ears care about errors that are proportional
to the signal, so we mind the greater relative magnitude of the quantization
error during the quiet period more than we mind the same error during the loud
period.

We can improve the performance during the softer periods with only minor degrada-
tion of the loud periods by having more levels near 0 V, as shown in Fig. 18.5. There are
two different logarithmic PCM standards, �-law PCM used in DS-0 voice links and
A-law PCM used in E-0 voice links.5

The �-law formula calculates the signal function s(t) from the input function i(t) us-
ing Eq. (18.1):

s(t) � sgn[i(t)]�ln[1
ln

�

(1
�

�

|i
�

(t
)
)|]

� (18.1)

The input function i(t) goes from �1 to 1. The sgn(x) function is �1 for positive x and
�1 for negative x, so the calculation is symmetric for positive and negative input val-
ues. The parameter � is set to 255 in the United States.
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Figure 18.5 Logarithmic PCM sampling of an audio signal.

5�-Law is sometimes spelled out mu-law and is pronounced “myoo-law.”
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The A-law formula calculates its signal function s(t) using Eq. (18.2):

s(t) � sgn[i(t)]�
1 �

1

ln

�

[A

ln

|

A

i(t)|]
� �

A
1

� � |i(t)| � 1
(18.2)

s(t) � sgn[i(t)] �
1

A
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A
�, 0 � |i(t)| � �

A
1

�

As in the earlier equation, the input function i(t) goes from �1 to 1. The value A � 87.6
is typically used in Europe.

When we put the logarithmic PCM bits back into audio output, we see better resolu-
tion of the soft passage in Fig. 18.6 than we saw earlier in Fig. 18.4. The logarithmic
PCM schemes, both �-law and A-law, allow 8 bits per sample to work as well as 13-bit
linear PCM. These 64,000-bit-per-second schemes are full-rate PCM telephone links.6

The A-law function s(t) is logarithmic for |i(t)| � 1/A and linear for |i(t)| � 1/A.
A-law provides better signal performance than �-law at higher levels at the expense of
some performance at lower levels.7 Telephone communications between �-law systems
and A-law systems must have conversion routines in their transmission paths.
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Figure 18.6 Reconstructing the audio wave from logarithmic PCM.

6The PSTN in the United States reserves 1 bit per sample, 8000 bits per second, for its own sig-
naling, so DS-0 speech coding is usually 7 bits per sample, 56,000 bits per second.

7Is this because Europeans talk louder or more consistently loud than Americans?
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18.1.3 Adaptive differential pulse code modulation (ADPCM)

While logarithmic quantization brings our requirement down from 13 to 8 bits per sam-
ple, we can do better by using differential coding. Instead of encoding the voltage for
each sample, we can make a prediction of the next sample based on the recent sample
history and encode the difference between the actual sample voltage and the predicted
voltage. This technique is called differential PCM and can provide comparable speech
quality with only 4 bits per sample, 32,000 bits per second.

The common differential speech coder, adaptive differential pulse code modulation
(ADPCM), converts linear 13-bit PCM to 15 levels, 4 bits per symbol. If the source is
analog voice, then it first must be converted to linear PCM. �-Law and A-law PCM
streams are converted from their logarithmic steps to linear PCM with equal steps be-
tween levels.

It will help us understand the ADPCM encoding process if we look at the decoder
first. As each ADPCM 4-bit sample A comes into the decoder, it goes through an inverse
adaptive 15-level quantizer, as shown in Fig. 18.7. The output of the inverse adaptive
15-level quantizer is a difference calculation D. The sequence of D samples is fed into
an adaptive predictor whose output is a prediction P. When the prediction and differ-
ence terms are added, P � D becomes the linear PCM output. This linear PCM stream
can be converted to �-law or A-law PCM for transmission, or it can be converted to ana-
log audio for somebody to hear.

Now let us turn our attention to the ADPCM encoding process shown in Fig. 18.8. As
each linear PCM sample L comes into the encoder, it is compared with the adaptive pre-
diction P for that sample. The difference L � P goes into the adaptive 15-level quan-
tizer and becomes the ADPCM output sample A. This same output sample goes into an
inverse adaptive 15-level quantizer and an adaptive predictor exactly like the ADPCM
decoding process to form the prediction for the next sample. In this way, the prediction
samples P used in the encoding difference calculation are the exact same sequence of
digital bits as the prediction samples P used in the decoding process. This feedback
process continuously steers the differential calculations so that the output of the
ADPCM decoder D � P is as close as possible to the linear PCM stream L that went
into the encoder.

How is ADPCM able to deliver the same high-speech quality in 4 bits per symbol that
takes 8 bits per symbol with �-law or A-law PCM? The extra 4 bits worth of informa-
tion is coming from the intelligence built into the adaptive predictor. If the predictor
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Figure 18.7 ADPCM decoder.
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does a good job, then the L � P terms will stay small, and 15 levels of difference will
cover almost every sample. ADPCM relies on the adaptive predictor’s ability to antici-
pate the next sample.

The intelligence used in ADPCM is the result of study of the typical variations over
time of the frequency and volume of human speech. As a result, ADPCM can create
sound quality that is very close to �-law PCM using half the bandwidth. However,
ADPCM would not be best for modem or fax transmissions because these signals are
quite different from human speech patterns.8

18.2 Linear Predictive Coding

The PCM schemes operate in the time domain. The next steps in speech coding effi-
ciency take us out of the time domain into the frequency domain. Speech waveforms
are decomposed into their component frequencies and amplitudes, as we discussed in
Sec. 1.2. By modeling speech as a frequency spectrum varying over time, we can use
the redundancy of human speech audio signals to send speech with a bit rate that is
lower than ADPCM.

18.2.1 Code-excited linear prediction (CELP)

The CELP speech coder used in one form or another in all our CDMA wireless tele-
phone systems uses a table of speech sounds called a codebook. The decoder looks up
the codebook index I and multiplies it by a loudness-level factor G to get a basic sound.
This basic sound then goes through a synthesis filter with three parameters called
pitch lag L, pitch gain b, and pitch spectral lines i. The output of this goes through a fi-
nal sound cleanup, a spectral postfilter and gain control. Since the CDMA coders uses
variable bit rates, there are different parameter coding schemes for the different
speech data rates. The lowest rates use a simplified algorithm appropriate for the case
where the subscriber is not speaking.

The CELP encoder is more complicated than PCM-based encoders because it must
determine the values of I, G, L, b, and i to send over the CELP speech coding link. As
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Figure 18.8 ADPCM encoder.

8Although one of the authors (Kemp) has met some computer technicians who are capable of re-
producing modem signals with their mouths, just as some auto mechanics can illustrate the
sounds of a car in distress.
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in the case of ADPCM, the encoder has a complete decoding system within it, and it
compares the output of the decoder with its own input to refine the signal being sent.
The encoder computes line spectral pairs (LSPs) and pitch spectral lines i values. Then
it uses an analysis-by-synthesis optimization employing a weighted error measure in a
closed-loop feedback system to find the best values for pitch lag L and gain b. Finally,
the selection of codebook index I and loudness G are made with a similar optimization
based on i, L, and b values.

CELP is significantly more complex than ADPCM, and it uses a great deal more com-
puter memory. Most of the computational complexity is in the encoding stage, where
the optimization computations occur. Also, CELP is decidedly more tuned to the human
voice than the PCM coding schemes by putting more information in its prearranged
codebooks rather than in its bit stream. The CDMA development group (CDG), an in-
dustry association promoting CDMA and developing standards, has adopted CELP for
CDMA. As a result, the 13-kbps rate set 2 (RS2) cdmaOne coding scheme is sometimes
called CDG encoding.

18.2.2 Vocoders

The extreme low-bit-rate end of the speech coding spectrum is the vocoder. The forms
of human vocal sounds are modeled and formed into an electronic vocal tract to produce
human speech. The vowel and consonant sounds of speech are simulated by a set of
source-filter parameters based on a speech-production model. Voiced speech is pro-
duced by generating a periodic pulse to simulate the opening and closing of vocal cords,
whereas unvoiced speech is produced by exciting the same filter with random noise to
simulate air rushing through the vocal tract. The receiver decodes the bit stream by us-
ing a speech synthesizer based on the same model.

The key to the vocoder is the perceptual model of speech, so vocoders do very poorly
in sending nonspeech sound and particularly poorly for complex signals like analog
modems and fax machines. Because it forms the sound in its own mathematical simu-
lation of a human throat and mouth, the vocoder creates intelligible speech at very low
bit rates. The vocoder speech, however, has a mechanical, robot-like quality. The
speaker’s soul seems filtered out. This is a speech coder that we can get away with for
a few seconds without anybody noticing the difference, but extended use of a vocoder is
not satisfactory for a wireless telephone system.

18.3 Speech Coding Performance

We evaluate speech coders by their mean opinion score (MOS). A large community of
human listeners rates the voice quality in a scientific, controlled test process. While it
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TABLE 18.1 Mean Opinion Score (MOS) Definitions

MOS Rating

5 Excellent
4 Good
3 Fair
2 Poor
1 Bad
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is expensive and time-consuming to have a large number of listeners evaluate a speech
coding system, it does give statistically valid comparisons. The MOS is defined in In-
ternational Telecommunications Union–Telecommunications Standardization Sector
(ITU-T) Specification P.800. The quality of reproduced speech is ranked by the listen-
ers on a scale from 1 to 5, as shown in Table 18.1.

Table 18.2 shows a range of speech coders and their MOS values ranging from the
very high quality of full-rate DS-1 �-law encoding at 4.3 down to a marginal Advanced
Mobile Phone Service (AMPS) channel in a moving vehicle at 2.3. It is noteworthy that
8-kbps enhanced variable-rate codec (EVRC) has the same high MOS of 4.1 as 32-kbps
ADPCM. Speech coding technology keeps getting better sounding with more compli-
cated and sophisticated algorithms.

18.4 Conclusion

In this chapter we have explored the coding schemes used most commonly in landline
and wireless telephony. The ability of the 13-kbps CDG CELP standard and, more re-
cently, 8.55-kbps EVRC to provide sound quality nearly as good as standard �-law
PCM is significant to the cellular industry. Providing essentially equal quality in less
than one-quarter the bit rate per call means that each call takes less than one-quarter
the bandwidth of the carrier than would be needed if the standard PCM coding scheme
were used. One-fourth the bandwidth per call translates directly into a factor of 4 in-
crease in the call capacity of the cellular carrier.

In the next chapter we will turn our attention to the methods of transporting digital
data over networks that were first developed within the information technology indus-
try and are now used for both computer data transmission and telephony.
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TABLE 18.2 Mean Opinion Scores of Speech Coding Systems

Coding scheme Score

64-kbps �-law 4.30
CDG 13 kbps for cdmaOne 4.15
32-kbps ADPCM 4.10
8-kbps EVRC 4.10
Stationary AMPS, 26 dB S/I 4.00
8-kbps IS-96 3.65
13-kbps GSM 3.65
2400-bit vocoder 2.30
50 km/h AMPS, 17 dB S/I 2.30
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19
Hybrid Voice-Data Networks

The basic advantage of a single network carrying both voice and data is clear: If one
network carries both, then we incur the expense of creating and maintaining only one
network instead of two.

When low-speed data transfer was acceptable, hybrid local access and hybrid net-
works were easy and common. For local access, we used a modem over the telephone
line instead of getting an expensive data line. Back in the early 1990s, Columbia Uni-
versity had a hybrid voice-data network for the entire campus. The university installed
a telephone system that also supported digital data at 19.2 kbps. Over short distances,
the wiring could even be used to support 4-Mbps token ring local area networks
(LANs). We find similar examples in wireless with the use of low-speed modems over
the cellular system.

In the twenty-first century, a hybrid voice-data network that meets the demands of
high-speed data is a greater challenge. We have discussed the reasons for this in ear-
lier chapters. And we have introduced the technologies that are overcoming these chal-
lenges. In this chapter we take a brief look at the status of actual implementations of
hybrid voice-data networks, public and private, in the year 2002.

19.1 Quality of Service (QoS)

There are three basic approaches to creating a hybrid voice-data network: adding voice
on an existing data network, carrying data on an existing voice network, or building
the network from the ground up. In the last category, we include any thorough reengi-
neering of existing facilities to upgrade the capability of the network.

All three approaches face the same challenge: providing voice quality for voice while
providing data quality for data. The voice channel is time-sensitive, requiring low de-
lay and low jitter, but it can tolerate a higher error rate. The data channel can tolerate
more delay and jitter but requires a much lower error rate.

Due to the different methods of achieving these different classes of service, the net-
work must function differently for voice and for data. For voice, the signal includes for-
ward error correction (FEC). As a result, it is best to reassemble the entire data stream,
even if it contains errors. It is better to have a corrupted bit than to discard an entire
frame or packet. However, for data services, a bad packet should be discarded as soon
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as possible, allowing a request for retransmission. Very low-level protocols, at the In-
ternet Protocol (IP) packet level and even at the data-link layer, need to be redesigned
to accommodate this flexibility. Switches and routers operating at these levels must be
able to identify the type of service needed for the data in the packet and act differently
depending on that need, that class-of-service request.

As networks become more sophisticated, the class-of-service request has other func-
tions as well. On networks with multiple paths, it is possible for routers and switches
to pass information back and forth, which informs each piece of equipment of the state
of the network. Routers can then identify paths with low latency and jitter that should
be used for real-time service. Using these paths maintains a low-delay, low-jitter cir-
cuit, or virtual circuit, for telephone signals. Data packets are sent on slower routes to
keep the high-speed route available for voice. We see an analogy for this in the opera-
tion of our highways at rush hour. Frequent radio reports of accidents and delays allow
drivers to select alternate routes during rush hour, optimizing their travel time to their
destinations. This system has been enhanced in the last few years as drivers with cell
phones have been calling to inform radio stations of accidents and delays. The sooner
intelligence is passed to the agents capable of selecting routes, the more flexibly the
network can respond, reducing traffic jams.

Similar technology is being developed for networks. Several different designs are be-
ing tested. There are two basic approaches. One involves using some type of central
control for the entire network, and the other involves building intelligent routing ca-
pability into each network device. In both approaches, it is crucial to have a method of
signaling that informs devices of network conditions.

The methods that use intelligent routers and switches rely on providing each device
with information about network timing and delays. The devices use this information to
make decisions regarding where to send voice packets and where to send data packets.
Some systems report status using signals among switches and routers, and others use
timing codes included in the data packet headers. Timing methods are, at present, used
on Asynchronous Transfer Mode (ATM) networks but not on IP networks. In ATM, ATM
adaptive layer 1 (AAL1) cells can provide information to the network, but the func-
tionality of that information is somewhat limited. The signaling approach uses network
overhead, but it has an advantage over the timing-code approach. When the timing
codes are read by a router or switch, the node can calculate what is happening on the
part of the network from which the packet came. However, the information only de-
scribes what happened to the packet as it was heading toward the switch. It does not
provide any information about the status of the path away from the switch. This limi-
tation of the timing-code approach means that the device, in deciding which path to
send packets on, must assume that information regarding the status of the incoming
direction is useful in deciding what to do when packets need to go back in that direc-
tion on the opposite side of the full-duplex channel. This assumption is not always war-
ranted. Networks can be clogged at a certain point, but only in one direction, just as a
highway can have a traffic jam in only one direction.

19.2 Voice and Data Sharing Physical Transport

The simplest case of mixing voice and data would not be seen as a single network at all
by some, but it still has some of the economic benefits. If a pipe is laid with multiple
channels, some of those channels can be used for voice and others for data. In the pub-
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lic switched telephone network (PSTN), the larger trunks, DS-3 and higher, carry many
DS-1 circuits via time division multiplexing (TDM). The channels are independent. As
a result, it does not matter if the DS-1 link carries 24 voice calls or one 1.536-Mbps data
signal. At each end, the voice calls are routed to a voice switch, and the data calls to
TDM equipment designed for data.

We find a similar approach used with fiberoptic transport. Companies that own fiber
lease capacity in two forms. Dark fiber is a set of glass tubes with a certain carrying ca-
pacity from one point to another. The owner of the fiber leases it, and the lessee adds
equipment and uses it for any purpose. Or the owner can set up a service, such as ATM
or Synchronous Optical Network (SONET), and lease active capacity on a fiber back-
bone. Sometimes three companies are involved. One company that owns the physical
transport leases dark fiber to a local exchange carrier, long-distance carrier, or data
network services company. This company lights up the fiber and leases services to a
third company. Some large companies may lease dark fiber directly from the owner of
the physical transport and maintain their own networks as well.

The same approach is used in wireless carriers. If a company has capacity on a mi-
crowave channel, it can use that capacity for a mix of voice telephone calls and data
service. The company also can lease some of the line’s capacity to other customers.

In the cellular network, the current air interface is used primarily for voice calls, but
there is some use for low-speed data and fax services. With the advent of third-gener-
ation (3G) data services, the cellular network will become a hybrid channel with high-
speed data capacity. When this is done using data-only (DO) carriers, the approach is
analogous to sharing a single pipe, with some optical fibers used for data and some for
voice. Let us take a look at the way in which hybrid voice-data networks are evolving
over time. The earliest approach was discussed earlier: Using a single physical trans-
port with different data-link-layer protocols has the advantages of making use of ex-
isting capacity and reducing the need to install new physical facilities. However, this
approach also has two significant limitations:

■ The terminating and routing equipment for voice and data is different and separate. This
increases the equipment cost substantially.

■ Once the carriers are set up, each carrier is locked in for use for only voice or only data.
There is no possibility for dynamic allocation of bandwidth across types of service.1

This second point is worth elaborating on. A flood of telephone calls could create block-
ing, even while the data stream has open channels. Similarly, if the data capacity is
used up, the data transport network cannot make use of excess capacity on the trans-
port dedicated to voice service. Because the pipes using data equipment are not suit-
able for voice, the full capacity of the pipes cannot be flexibly allocated on demand.

There are two common ways of managing around this problem, but neither of them
is ideal. The first method is to provide excess capacity for peak demand on the voice
service and let the data network deal with delay due to low bandwidth. This may be ac-
ceptable because data systems have a higher tolerance for delay than do voice net-
works. This approach is commonly taken by telephony carriers who want to use some
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of their excess capacity to serve data customers. However, it still leaves a large part of
the capacity assigned to voice use unused except at peak hours.

The other approach is to have an alternate route for voice calls. Of the total trans-
port capacity available, enough is given to data services to satisfy peak demand. Excess
transport capacity is given to a limited number of voice channels. When these voice
channels are used up, the switches at each end adopt an alternate route for any new
telephone calls that come in. This solution is used commonly by private companies. The
point-to-point links, which are leased for wide area network (WAN) data uses, have ex-
cess capacity beyond the current demand for data, usually because they were leased
with future capacity in mind. The excess capacity is given to the internal private
branch exchange (PBX) telephone switches. It is the preferred route because it offers
long-distance service within the office without a per-minute charge. Whenever the in-
ternal network reaches capacity, the next request for an office-to-office call that comes
to the PBX is sent to the chosen long-distance telephone service. Some companies have
enhanced this functionality by having the PBX use the internal lines to serve certain
outgoing calls, as well as intercompany calls.2 This approach has the advantage of
making very good use of available capacity, but it requires the existence of a reliable al-
ternate route.

Sharing physical transport media and the physical layer of the Open Systems Inter-
connect (OSI) model does have some cost-saving advantages. The techniques described
earlier make good use of capacity within the limits of the technology. However, they
also illustrate the limitations of this approach.

New approaches allow dynamic sharing of a single pipe defined at the data link layer
or network layer for a mix of voice and high-speed data. For reasons explained in Chap.
23, high-quality voice networks almost always have unused capacity. Technologies that
dynamically allocate channels to voice or data as needed can make use of this capacity,
reducing transport costs. However, this requires that voice and data both be carried
over the same equipment, as well as being carried over the same physical transport
medium. In the remaining sections of this chapter we will look at several solutions to
this problem.

19.3 Voice and Data Sharing ATM

ATM, with its defined QoS levels, its ATM adaptive layers (AALs), and its high-speed
cell-based transport service, provides a data-link layer that can carry a mixture of voice
and data services. The various AAL protocols translate the service being offered. If the
customer has asked for frame relay, the customer sees frame relay, and the same is true
for customers who want voice channels or other services.

Major corporations use ATM for this function. One cellular carrier built an ATM net-
work that provided data management services, allowing its network operations center
(NOC) to monitor the entire computer network as well as the switch status at its mo-
bile switching centers. The company also routed customer-service calls from cellular
subscribers who dialed 611 over the same ATM network. As a result, the majority of
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2For example, if a company has offices in Atlanta and San Antonio and an employee in Atlanta
makes a call to a destination in the local San Antonio area, this call can be routed over the inter-
nal network from the Atlanta PBX to the San Antonio PBX and then routed from the San Antonio
PBX to the local exchange of the PSTN, eliminating long distance charges for the call.
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customer-service calls from its own subscribers nationwide reached the call center
without incurring any long-distance charges. The ATM network handled these voice
calls whenever it had the capacity to do so. If the ATM network was at capacity, the cus-
tomer calls were routed to the PSTN. The result was a significant reduction in the cor-
poration’s monthly long-distance bill with no loss of call quality.

ATM would seem like an ideal solution to the problem of optimizing capacity, and it
is, up to a point. The limitation arises when the network nears capacity. ATM, as cur-
rently implemented, has two shortfalls that can be improved on in future standards.

The first area for improvement is in the arena of managing QoS within the call path.
Although the network knows the QoS class requested for each cell of data, it does not
have advanced alternate routing capability within the network. Standards and systems
are under development to provide better management in situations in which bottle-
necks could occur. Some of these improve ATM, and others operate with new services
that compete with ATM. ATM performance will improve as two specific issues are ad-
dressed. The first is an improved ability to create virtual circuits providing QoS spe-
cific to time-sensitive service, and the second is the ability to adjust dynamically to
changing network conditions even during a call or session.

The second area for improvement is related to the encapsulation of higher-level-
protocol data units (PDUs) into ATM cells. If a way can be found to create networks
that send IP packets with low latency and jitter without encapsulating them, it would
have two advantages. First, the processing time for encapsulation of the IP PDU would
be eliminated. Second, effective capacity would increase because ATM has a relatively
large header size for its payload.3

ATM was a well-suited technology at the time it was developed. But now it may be
possible to implement technologies that use variable-sized packets and also are able to
reduce latency and jitter to the point where the network can support real-time voice
and video when operating at or near capacity.

So far we have talked about alternative physical media, physical-layer implementa-
tion, and data-link-layer implementation. However, the voice channels have still been
DS-0 circuits, and the data channels have used IP packets. In the next section we will
change this scenario by looking at voice services over the IP at the network layer of the
OSI model.

19.4 Voice over IP (VoIP)

VoIP in packet pipes improves resource utilization because, for each call, only the ca-
pacity needed is actually used. In circuit-switched technology, a full-duplex channel is
always provided for each call. Switching to VoIP increases the total capacity of the pipe
significantly for several reasons:

■ In most phone calls, most of the time, only one person is talking at a time. Voice activity
detection (VAD) is a natural way for VoIP to send fewer bits and packets when the one
party is not speaking.

■ Depending on a variety of conditions, low-bit-rate codecs reduce the resources needed to
carry voice-quality audio.
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3The ATM header-to-payload ratio is 9 to 44. Additional bytes are lost due to padding when the
last cell containing a PDU has fewer than 44 bytes.
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■ On cellular networks, such codecs are already in place for use on the air interface. Keep-
ing the signal encoded all the way to the mobile switching center (MSC) makes sense.

VoIP can be used by large corporations on their own networks. The functionality is
similar to the case of an internal ATM network carrying both data and voice: If the ca-
pacity is there for data, why not put voice on it when we can? As of 2001, one major
company answered this question: Because we cannot ensure voice quality well enough
with any product now on the market. But this is changing, if not this year, then very
soon. Companies are beginning to adopt VoIP for internal long-distance services to re-
duce long-distance telephony charges. In addition, VoIP is available for general use on
the Internet, and it will be coming into use on the PSTN.

19.4.1 VoIP on the Internet

VoIP on the Internet first arrived in the late 1990s as a form of free long-distance tele-
phone service. Using a microphone and speaker attached to a personal computer, spe-
cial software, and an Internet connection, people could talk to other people over the
Web and not pay any long-distance charges. This gave it a small niche, especially for
international telephone calls. However, early VoIP simply relied on the fact that
the Internet had available bandwidth and would deliver acceptable call quality for the
price.

Some efforts have been made since then to create a viable commercial product. These
efforts must overcome several technical hurdles:

■ Service must be available to telephones, not just computers. The callING party must be
able to place a call from a telephone to a telephone switch that then moves the call to In-
ternet transport.

■ The service must reach all telephones. It must become possible for any callED party with
a computer, landline phone, or cellular phone to be reached. This requires that the net-
work establish a point of presence (POP) in every local access transport area (LATA).

■ Some level of call quality must be ensured. If this level is lower than traditional telephony,
there will be a market as long as price is also lower.

■ An alternate route via a long-distance carrier should be available if the Internet cannot
support the call. If the call will be billed at a different rate when it goes over a traditional
long-distance carrier, the user will need to be prompted and given a choice as to whether
to place the call.

Overcoming these hurdles requires a major business investment as well as significant
technical expertise. On the business side, establishing a POP in every LATA being
served and negotiating with local telephone companies (nationally or internationally)
to become a long-distance service provider mean satisfying many regulatory require-
ments and negotiating major contracts. It also requires a significant investment in
infrastructure.

On the technical side, even confirming rapid delivery of packets for time-sensitive
services on the Internet is difficult. Guaranteeing rapid delivery, with current technol-
ogy, is impossible. It may be possible to measure latency and jitter end to end during
call setup and only connect the call if the service works at that moment. However, the
Internet has no provisions for latency or jitter management during the call. Traffic bot-
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tlenecks, equipment failures, and denial-of-service attacks would all threaten active
calls. If calls are dropped in the middle, people are unlikely to accept the service.4

In the meantime, the cost of long-distance and international telephone calls contin-
ues to drop. In North America, long-distance service is now readily available for 5 cents
a minute or less. International rates are dropping as well. It is difficult to make a busi-
ness case for developing VoIP on the Internet when competitors with infrastructure al-
ready in place have such low costs.

Another challenge to the business case for VoIP on the Internet is the historical un-
reliability of the Internet. The Internet is becoming more reliable, but this is more the
result of overprovisioning capacity than it is the result of improvements that define
QoS at the network layer. If vendors overprovision capacity and, based on this, guar-
antee QoS, this may help with the business case. However, this option to some extent
means that VoIP is working but that it is not creating greater efficiency in the use of
transport capacity. With all of this, two key facts remain. First, the Internet is used for
many things, and demand for its capacity is shared among these functions. Without im-
proved management of the network supporting defined QoS, it is difficult to ensure
support for time-sensitive voice and video services. Second, the Internet is more vul-
nerable to attack than the PSTN. As a result, the system a VoIP on the Internet
provider is relying on (and trying to sell to venture capitalists) is not under the control
of the provider that must guarantee quality to its customers. Investing in VoIP on the
Internet might seem like investing in a competitor for Greyhound Bus Lines that plans
to save money by using bicycle repairmen instead of licensed mechanics.

The third challenge to the business case comes in the form of other, more robust im-
plementations of VoIP. We will discuss some of these in the next subsection.

19.4.2 VoIP on the PSTN

The problem with VoIP on the Internet is not VoIP, it is the Internet. The most likely
place for VoIP long-distance and even local services to appear as a viable business ser-
vice is on the PSTN itself. As of summer 2002, Lucent Technologies, Cisco, Nortel, and
Avaya are selling PSTN switches supporting VoIP. In the PSTN, the physical infra-
structure is already optimized for voice-quality calls with low noise, low latency, and
low jitter. Designing IP switches is a major job, and retrofitting the network by replac-
ing traditional circuit switches with IP packet switches is an even bigger job. However,
the job is internal to the local exchange company or long-distance provider who takes
on the challenge. The other components of the network and their quality are already
determined. It is much easier to ensure quality when switching out only one component
of a network than when trying to make an inherently unreliable network reliable
enough for real-time service.

In addition, the business case is much simpler. There is no need to attract new cus-
tomers. In fact, the company might be better off if the customers do not even know that
VoIP has arrived. The company, whether it offers local or long-distance service or both,
simply can continue to provide service to the same customers at the same rate while
saving money through reduced demand for transport capacity. Over time, the reduced
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demand for capacity will generate enough savings to justify the investment in the
purchase and installation of new switches. Added value can be realized in that these
switches support IP, which means, in addition to supporting VoIP, that they are also a
reliable environment for data services. If a customer is given a duplex IP packet-based
virtual circuit over the PSTN, the customer can add Transmission Control Protocol
(TCP) error correction at each end and receive reliable high-speed data service. This
configuration is good for the provider because transport capacity can be allocated dy-
namically for voice or data. In current networks, transport must be transferred from
voice circuit switches to data packet switches or ATM switches or routers to support
frame relay and other customer data services.

19.4.3 VoIP on the PPDN

Major companies have been leasing dedicated transport from telephone companies and
other service providers for both voice and data for decades. The term public packet data
network (PPDN) is new, but the functionality is simply the expansion of leased-line ser-
vice plus the infrastructure of the Internet. With the advent of VoIP, companies now
have a new way of sharing capacity between voice and high-speed data on leased lines.
These lines are available from long-distance carriers and also from local exchange car-
riers, where they serve metropolitan areas on metropolitan area networks (MANs). For
example, a company could lease IP services on a MAN to connect two offices. The com-
pany could then use this virtual connection to support both corporate data and corpo-
rate voice calls, reducing its cost for local calls. The service could be allocated dynami-
cally for voice and data, utilizing capacity effectively.5 In addition, it would be possible
to monitor usage levels at the packet level. In the future, MAN and long-distance
packet service providers could offer per-packet rates based on actual usage rather than
rates based on maximum line capacity.

19.4.4 VoIP on the cellular backhaul network

There is one other place where VoIP is coming into use: the cellular telephone net-
works. Over the air interface, low available bandwidth already requires that the voice
signal be compressed, and variable compression is optimal. As a result, the duplex voice
channel is already a variable-rate channel. Moving that signal on a fixed-bandwidth
circuit hardly makes sense. Some cellular networks already use packet pipes for back-
haul. Those that do not, by and large, are converting to IP pipes as they deploy equip-
ment to support 3G services.

As 2.5G and 3G services are being deployed, the capacity of the air interface is in-
creasing, and data in IP packets are being carried. In this environment, it is advanta-
geous to turn the backhaul network into IP pipes rather than keep it as voice circuits.
In some cases, the increased demand for capacity would require upgrading the capac-
ity of the backhaul network. Prior to upgrade of the network to 3G, the backhaul was
designed to meet the capacity requirements of the cdmaOne air interface. If the capac-
ity of the air interface increases with the advent of 3G, then it may be necessary
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5Some dynamic allocation is already available through the use of multiplexed channels and sub-
rates. However, VoIP will provide greater flexibiltiy and efficiency.
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to modify the backhaul network. Otherwise, the backhaul network could become the
bottleneck. If the backhaul network is not already using IP, then converting it to IP
pipes will increase its capacity.

The deployment of new radio air-interface technology at the base station requires vis-
its to the base station now. It is most cost-effective to upgrade the base station’s end of
the backhaul network now. This is especially true in the case of cdma2000 1x, where
the plan for later versions of cdma2000 is to install new cards that are software-
upgradeable. If this plan succeeds, upgrade trips to base stations will be rarer in the
future. It makes the most sense to get all the hardware changed out now. As a result,
the cellular backhaul network is moving rapidly to IP pipes.

The base stations are not the only locations in need of equipment changes in this
process. Changes at the MSC are fairly simple because all the cards supporting the
backhaul network are in one building. In addition, cellular providers will need to re-
quest change of service at the local offices where backhaul connections are terminated.
Our logical diagrams show links from base station to MSC, but the reality of the back-
haul network is that it is largely composed of leased lines routed through the PSTN.

There are three other issues to address in developing IP backhaul network solutions.
One is the issue of IP networks versus IP pipes. This is fairly easy to address. Even
when the backhaul network is a network, it is a fan-out network, not an interconnected
network with alternate routing. As a result, in terms of latency and jitter, it can be con-
sidered a single-route packet pipe.

The second issue is alternate transport, such as point-to-point microwave transmis-
sion. Here, due to the layering of OSI protocols, the problem is relatively simple. The
physical layer of the microwave channel does not need to change. It is a matter of
putting IP over microwave instead of putting voice circuits over microwave. The prob-
lem is analogous to the situation in the landline backhaul network, and IP over mi-
crowave solutions have been in use for a number of years.

The third issue is the issue of the capacity of the backhaul network. This will be ad-
dressed in Chaps. 35 and 44.

19.5 Conclusion

This chapter on hybrid voice-data networks completes the picture of voice and data con-
vergence. Many books on convergence include video transmission and provide more in-
formation about use of the cable TV network as data transport.

A brief discussion of the role of video transmission in convergence is appropriate
here. Including video data in the convergence picture does realize economy through the
sharing of facilities, and video can be packetized for this purpose. For broadcast-
quality video, the data rate is much higher than that for telephony, the sensitivity to
latency is less (because the transmission is one way, and delay will not be noticed as
easily), and the sensitivity to jitter is high. In many situations, such as the download
of video clips and short movies, there are two techniques that reduce QoS requirements
below what broadcast television requires while still being acceptable to customers. One
is to provide images at lower resolution, which are either shown on a smaller screen,
appear more grainy, or both. The other is to use video streaming, which uses buffering
and allows the start of play of the video image prior to completion of file download.
Streaming also can be used for compact disk–quality music transmission. For our pur-
poses, this brief introduction to the role of video in convergence suffices. In cellular
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networks, video is not yet an important issue. Until the high-capacity standards of full
3G implementation prove their cost-effectiveness, video transmission over the cellular
network is not a significant part of our capacity planning. When these services become
available, data rates will be close to what is found in landline digital subscriber line
(DSL), and it is likely that technologies such as video streaming, which are acceptable
in that environment, will be acceptable for cellular subscribers as well.

With our background in data systems and convergence complete, we now turn to the
transmission of data over cellular networks. There are two sets of standards that sup-
port user data on cellular networks: the short message service (SMS) and its descen-
dants, which carry limited data over the signal channel without establishing a call,
and the data-carrier services of 2.5G and 3G networks. We will look at each of these
in turn.
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20
Short Message Service (SMS)

As you may have noticed, pagers are almost a thing of the past. This is only partly due
to the fact that people prefer cellular telephones to pagers. The other major reason is that
cellular telephones have become pagers. Cellular telephones act as pagers due to the
short message service (SMS), which carries short text messages over the signaling chan-
nel, delivering messages to users without setting up a cellular voice or data channel.

On the air interface, signaling is carried over the paging and access channel in the
forward direction and over the access channel in the reverse direction. Within the code
division multiple access (CDMA) network, SMS messages are carried on the Signaling
System 7 (SS7) network as specified by the ANSI-41 protocol.

From the business perspective, SMS is a vertical service that provides paging-type
message service to subscribers while using very little air-interface capacity and using
network signaling capacity, which is readily available. There is often no charge for SMS
services, but there is value. Offering SMS makes it easier to sell subscribers the switch
from paging services to more expensive cellular service because subscribers do not have
to give up anything when they upgrade.

The latest versions of SMS-type services add the ability to transmit small data at-
tachments, including alternate ring tones and small images. As the cellular market be-
comes increasingly competitive, these services draw some consumers away from one
brand of cellular phone to another. We say consumers rather than subscribers because
so far these services are not offering much of value to business customers.

This chapter will provide the history, benefits, and specifications of SMS. We also will
introduce the successors to SMS, enhanced message service (EMS) and multimedia
message service (MMS).

20.1 History

In 1980, pagers were all the rage, and they had significant value to business customers.
It is not surprising, therefore, that early second-generation (2G) cellular service pro-
viders came up with a system designed to compete with, and perhaps supplant, pagers.1

1For the paging services industry, the result is that pagers are now a niche market rather than
a growth market. Signals to pagers do a better job of reaching their destination than signals on
the cellular network, particularly inside buildings. Customers who want to be sure to receive their
pages have kept pagers, even when they also have gotten cellular phones.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.

Source: CDMA CAPACITY AND QUALITY OPTIMIZATION



This was the initial purpose of the short message service (SMS). SMS was a detail speci-
fication of the Global System for Mobility (GSM) time division multiple access (TDMA)
cellular telephone standard. As we explained in Chap. 7, the GSM standard defined
more than the air interface and, as a result, contained many detail specifications. The
goal of GSM was to standardize enough interfaces to allow multiple companies to com-
pete in the development of equipment and services while all being compatible across
Europe. SMS was included in the package, and the design of the standard took this ap-
proach. Interfaces essential to compatibility were specified in detail. Interfaces not es-
sential to compatibility, such as the user interface, were left open, allowing for com-
petitive design of different services. Component design was left open, as long as the
components delivered the results for the interface standard so that they would com-
municate successfully on the network. With the exception of a few small glitches, this
worked very well.

SMS has been adopted worldwide, operating on almost all 2G and 3G cellular net-
works. SMS operates at Open Systems Interconnect (OSI) layer 7 (the application
layer), riding on top of GSM in the signaling channel. Due to layer independence, SMS
has migrated easily to ANSI-41 cellular networks, making it operable in North Amer-
ica and compatible with 3G wireless systems.

20.2 Benefits for Subscribers and Vendors

In addition to making it easier for subscribers of paging services to switch to cellular
telephones, SMS is offering two other benefits for cellular subscribers. The first bene-
fit is that a variety of business-to-business and business-to-customer transaction ser-
vices can be managed over SMS. The openness of the standard for entities that send
short messages allows integration with a variety of computer systems, including point-
of-sale terminals (cash registers), bank computers, and the Internet.

The second benefit is that SMS and its successors, EMS and MMS, have created fads
that have made cellular telephones more popular, especially in Japan. While it is un-
likely that anyone bought a cellular phone to send text messages, SMS-based services
have driven sales in two ways. First of all, companies can gain market share against
their competitors by offering more trendy services than their competitors. Second, any
fad can bring peer pressure and increase sales of the equipment needed to participate.
We will take a look at some cases where SMS and related services have driven sales
and altered market share in Chap. 49.

What are the benefits of SMS to vendors?

■ SMS messages can be used by the cellular provider to inform subscribers of waiting voice
mail, roaming status, or other account or network conditions.

■ Because SMS messages ride on the signaling channel, SMS delivers messages on forward
paging channel capacity that would otherwise remain unused.

■ Some vendors charge for the activation of SMS service or for its use.

■ Even if cellular subscribers are not charged for consumer use of SMS, vendors can charge
corporations that use SMS transactions for delivering their messages or for gaining access
to their network.

■ Wireless service providers can partner with information services to provide everything
from stock quotes to soccer scores.
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■ When a subscriber receives an SMS page and wants to reply, the logical way to do it is to
use the cellular telephone, and the subscriber pays for that.

■ SMS messages can be used to reconfigure the user terminal over the air with over-the-air
parameter administration (OTAPA), reducing support costs.2

■ The buzz about SMS increases sales so much that some vendors have used special SMS,
EMS, and MMS services to drive up market share.

20.3 Technical Specifications

SMS provides a store-and-forward message service for short text messages, up to ap-
proximately 160 characters. The store-and-forward functionality allows the system to
continue to try to send SMS messages if the user terminal is not available (e.g., pow-
ered off or out of range) when the message is first sent. SMS also offers delivery con-
firmation by returning an SMS message to the sender that reports receipt of the origi-
nal message.

SMS delivers these messages using an out-of-band packet delivery system, sending
low-bandwidth transmissions over the signaling channel. As a result, any registered
user terminal can receive or send an SMS message. There is no need to set up a voice
or data channel, and in fact, an SMS message might get through in radio conditions
that would not be sufficient for a telephone call. This out-of-band signaling system
makes SMS competitive with paging systems for corporate dispatch services. SMS
messages can be received by the user terminal even when the subscriber is on a voice
call or using data services.

The process of sending an SMS message can be divided into five steps: origination,
store and forward, transport, receipt, and confirmation. The key components of the
SMS system are short message entities (SMEs) and short message service centers
(SMSCs).3 SMEs are devices that can send or receive short messages via SMS. Cellu-
lar user terminals with SMS capability are SMEs. SMEs that access the cellular
network via modem, Internet, or other landline connection are called external SMEs
(ESMEs). An ESME could be a corporate mainframe carrying a roster of on-duty tech-
nicians that pages them when they are needed, or it could be an Internet server that
allows someone who is browsing the World Wide Web to send a quick note to a friend.

The SME components need to interact with key cellular network components. The in-
terface between the SMSC and the cellular network is the signal transfer point (STP),
the access point for Signaling System 7 (SS7) networks, described in Chap. 14. Through
the STP, the SMSC interacts with the mobile switching center (MSC) via the ANSI-41
Q interface and with the home location register (HLR) via the N interface.4 The mes-
sage itself is carried across the cellular backhaul network to a base station, where it is
transmitted across the air interface to a user terminal. The cellular user terminal is the
SME receiving the message.

Let us take a closer look at SMS message format, SMS logical components, and the
process of sending an SMS message. The advanced details of the SMS specification are
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2OTAPA is described in Sec. 15.5
3That would be short message service centRE in Europe. So much for worldwide compatibility.
4The diagram specifying these interfaces may be found in Fig. 15.2. In the ANSI-41 specifica-

tion, the SMSC is sometimes referred to as the message center (MC).
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of interest only to SMS equipment designers and programmers creating custom SME
functions. As such, they are beyond the scope of this book.

20.3.1 Message format

There are four major types of SMS messages: submit, deliver, command, and status re-
port. The submit format goes from the originating SME to the SMSC. The SMSC
changes the message to the delivery format and sends it to the receiving SME. The
command format allows an originating SME to give instructions to the SMSC. The sta-
tus report message is used to confirm receipt of a delivered SMS message.

Each message has a header. Some data elements within the header vary with the
message type, and most are of interest only to programmers. We will highlight the
more important elements here, focusing on the submit and deliver formats.

■ Three addresses are included: originating, SMSC (for the center the message is sent to,
which handles its transmission), and destination.

■ The validity period is an interval during which the SMSC will try to deliver the message.
After this time, the message is purged. The maximum is set by the SMSC and is usually
48 or 72 hours. A message sender can select a shorter interval so that the message deliv-
ery attempts can be canceled if the message does not get through within a few minutes.

■ The data coding scheme describes the format of the message contents.

■ The message reference is a counter that supports concatenation of messages.

After the header comes the message body, in one of three data formats. A simple text
message in a western European language is encoded in 7-bit ASCII format, allowing
about 160 characters per message. Worldwide character sets that support multiple al-
phabets and languages are encoded in a 16-bit text format, but not all user terminals
support these character sets. The third option is binary data. The data coding scheme
setting in the header identifies which of these formats is being used for the body of the
message and also specifies whether the message is encrypted. The exact length of the
text in a single SMS message varies depending on format and compression. For exam-
ple, the message size limit is 140 bytes, which allows about 160 seven-bit ASCII char-
acters without compression. If a simple compression scheme is used, this can be in-
creased to about 200 characters.5 However, a 16-bit character set is limited to only 70
characters unless compression is used.

SMS messages can be concatenated, allowing an SME to send a message that is
longer than what can fit in a single message. The specification allows concatenation of
up to 255 messages. However, it is strongly recommended that SMS users and appli-
cations concatenate no more than three or four SMS messages. The service rides along
as an extra on the cellular network’s signaling channel, and that channel is not in-
tended to carry large quantities of data.

There are a variety of other elements to the SMS message format. Many of them
allow interaction with personal digital assistants (PDAs), fax devices, specialized
wireless devices, or computers. Software application developers can make use of such
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5For the most part, complex compression schemes have not been implemented because they ex-
ceed the processing capacity of most user terminals.
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features to develop custom applications that integrate SMS with other tools. However,
technical limitations and some vagueness in the data transmission standards for SMS
from cellular devices to other devices have made development of these services some-
what challenging.

20.3.2 Logical components and message delivery

The first logical component of the SMS system is the originating SME. This can be a
user terminal or an ESME. In configuring an originating SME, a serving SMSC is de-
fined. There are a wide range of possibilities for the birth of an SMS message. A cellu-
lar telephone user can type in a message to a friend and add cute “emoticons.” Or at
the other extreme, a corporate mainframe can generate thousands of messages and
send one to every employee in the corporate database. In either case, the message is
prepared in submit format and submitted to the serving SMSC. If the originating SME
is on the cellular network, the short message travels across the cellular network,
through an STP, and to the SMSC. If the originating SME is an ESME, then it reaches
the SMSC through the Internet, via modem, or on some other landline data connection.
There is a special category of ESMEs that are not wireless but are on the wireless net-
work: ESMEs that belong to the wireless service provider. The voice message entity
(VME) that holds voice messages for cellular subscribers is one example. The VME can
send a subscriber an SMS message informing the subscriber that voice mail is waiting.
SMSCs do not offer broadcast services, so if a user wants to send a message to multi-
ple recipients, one message must be prepared and sent for each recipient.

The SMSC receives messages from the originating SME and ensures their delivery
or proper disposition. If the destination SME is on the cellular network, it communi-
cates through the STP to the destination home location register (HLR), asking for the
location of the destination SME. If the destination SME is registered on the network,
the HLR sends its location and status to the SMSC, and the message is sent. If the des-
tination SME is not available, then the SMSC leaves a message at the HLR asking it
to notify the SMSC when the destination SME registers.

If the destination SME is available, the SMSC sends the message to the serving MSC
of the SME. If the destination SME is not available, the SMSC holds onto the message
and waits to hear from the HLR. If the expiration time is reached before the recipient
is available, the SMSC handles the failure to deliver according to a protocol pro-
grammed in by the originating SME. The message simply may be abandoned, the
SMSC may inform the originating SME that the message did not go through, or the
SMSC may send the message on a designated alternate service. The alternate service
might be a paging service capable of reaching a subscriber who was out of range of the
mobile network.

The SMSC has some other capabilities. For example, it is able to prioritize messages.
If a high-priority message is received, it can be handled before low-priority messages
received earlier. The SMSC is defined as a logical entity. Its physical implementation
in hardware and/or software is left to the vendor.

The role of the HLR was discussed earlier. It assists the message delivery process by
informing the SMSC regarding the location of the destination SME. It also performs
the same function for the MSC because the MSC rechecks the location of the destina-
tion SME before sending the SMS message. When the MSC receives the short message,
it checks the current location of the destination SME with the HLR and then sends the
message to the serving base station, which delivers it to the receiving SME.
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The receiving SME receives the short message. If it is a typical text message, it sig-
nals the subscriber with a light, vibration, or tone depending on the device and user
settings. It displays the message on screen. Usually, it also displays the name of the
sender and the time the message was received at the SMSC. These may appear above
or below the message. Of course, other types of messages will be handled differently by
the SME. For example, control codes from the cellular service provider sent by SMS
could set or reset parameters of the cellular telephone via binary SMS messages for
over-the-air parameter administration (OTAPA). In addition, the receiving SME can
send a status-report short message indicating receipt of the original message. This is
passed back through the MSC to the SMSC and then to the originating SME.

20.4 Advanced Uses of SMS

Beyond the obvious functions of paging service technicians and sending cute love notes,
SMS has some interesting applications:

■ Binary SMS messages can be used to configure or reconfigure cellular phones via OTAPA.
If a subscriber calls in with a problem, the vendor’s technician can reprogram and, in some
cases, upgrade the user terminal over the air interface.

■ Customer-service information, such as instructions or frequently asked question (FAQ)
notes can be sent via SMS.

■ There is an internetworking function between e-mail systems and SMS. This allows
for SMS notification of new e-mail and even for forwarding of e-mails to the cellular
telephone.

■ SMS can interact with the Wireless Application Protocol (WAP), which provides a scaled-
down World Wide Web interface for user terminals with limited screens, such as cellular
telephones. WAP applications can give SMS users direct access to specially designed Web
pages.

■ Using WAP or other programming approaches, news items can be sent via SMS. SMS can
transmit stock quotations. Recently, one wireless provider offered a promotion based on its
ability to provide World Cup soccer scores in short messages.

SMS also supports interaction between cellular telephones and other user devices
through interfaces other than the air interface. It is possible to download SMS mes-
sages from a cellular telephone into an appropriately designed personal computer or
fax machine. However, this is one point where the otherwise excellent SMS specifica-
tion was a little too vague. Some of these interfaces are implemented differently by dif-
ferent vendors, and others are proprietary. This makes developing applications for
these interfaces difficult.

One interesting feature of SMS on GSM is that the SMS message can be stored ei-
ther in the memory of the cellular telephone itself or in the memory of the personal
identification card belonging to the subscriber. If the message is stored in the card, then
it can be read on a different GSM cellular telephone when the card is inserted in that
phone. This is an important feature because some GSM subscribers rely on cellular
telephone rental to get coverage in different frequencies when traveling to remote
countries. With on-card storage, they can take their messages home with them, even
after they drop off their rented cell phones.
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20.5 EMS and MMS: Newer Short Message Standards

EMS, the enhanced message service, is SMS with bells and whistles (literally). EMS al-
lows ring tones, icons, and graphics to be sent to user terminals. EMS actually changes
very little in the SMS system except for the receiving SME. The receiving SME must
be equipped to receive, interpret, and display EMS messages. EMS has two functions,
both intended for consumer use rather than for commercial business use. The first is
that any subscriber who upgrades to an EMS-compatible cellular telephone can down-
load custom ring tones, icons, and display images. The subscriber can customize the
EMS cellular telephone to suit personal tastes. This is all done without any changes to
the specifications for the SMSC or other SMS, GSM, or ANSI-41 network components.
EMS simply uses concatenated, binary-encoded SMS messages to create the bells,
whistles, icons, and images.

The other use of EMS is that a subscriber equipped with an EMS-capable terminal
can send EMS messages to other subscribers. These messages can include text and also
have graphics or sounds inserted at any point. If the receiving SME is EMS-capable,
then the message will display properly. However, if the receiving SME is a standard cel-
lular telephone with traditional SMS capability, the message is likely to be garbled or
to fail to display. Older units that are not EMS-compliant are unable to interpret con-
catenated messages that are part text and part binary. It is also quite difficult to cre-
ate EMS messages on small handsets. On the other hand, they are rather easy to cre-
ate on the Internet, and some people download images or sounds and send them to
their friends. EMS is a step on the path to MMS.

MMS, the multimedia message service, is under development as part of the 3G stan-
dard. It can be implemented on some 2.5G networks, and one existing service, Japan’s
i-mode service, offers functionality similar to MMS. MMS replaces the SMSC with a
multimedia message switching center (MMSC), which is IP-based. It supports a wide
variety of graphic and audio formats and can handle graphic resizing and audio com-
pression to create compatibility across different user terminals. As the MMS standard
develops, there is a very strong effort to make it compliant with a wide range of exist-
ing and forthcoming standards for Internet, multimedia, and home services. The result
is that all kinds of still images and sounds and, when the higher-speed data rates are
in place, perhaps even moving images will be available on cellular telephones, on the
Internet, and on all kinds of other devices as well.

What is the concept behind such a major development effort? Proponents of MMS
make the analogy to the shift from DOS-based personal computers to Microsoft Win-
dows. They argue that the entire world of personal computing changed when the per-
sonal computer became able to handle graphics and that screen savers were popular
and profitable software packages. MMS proponents think that MMS can do for cellular
telephones what Windows and the After Dark screen saver did for the personal com-
puter.

This may be true, but it may be the wrong analogy. The personal computer worked
primarily with printed documents, where adding pictures and text formatting to plain
text made a big difference. Screen savers sold well as a novelty item for a while, but
eventually they became free giveaways included in Windows. The real value that made
Windows sell more personal computers was in the business market, with features such
as multitasking, WYSIWYG (what you see is what you get) on-screen images, better
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font handling, and desktop publishing. So far MMS proponents have not shown any
value added to businesses or home businesses in the MMS service proposals.

Another analogy might be this: The PicturePhone was first demonstrated in the
early 1960s, and it never caught on. A cellular telephone is, after all, a telephone. Its
primary purpose is talking. Will people really care that much about the look and feel of
their cell phones?

And we need to consider one other factor. When Microsoft Windows arrived, there
were plenty of people, and even plenty of business offices, that did not have personal
computers yet. The personal computer market was still expanding. In contrast, the Eu-
ropean market for user terminals is reaching saturation, and North America is not far
behind. Even if a feature that has absolutely no effect on the primary purpose of cellu-
lar telephony does draw subscribers, it will only draw them to buy new phones or
change service providers. MMS is not likely to create a new market full of people want-
ing to buy their first cellular telephone and subscribe for service. If MMS is indeed “the
key driver of the 3G business case,” as the MobileMMS group would like us to think, it
is hard to believe that 3G will provide revenues justifying the overhaul of every MSC
and base station on the network because subscribers want pictures on their cellular
telephones.

20.6 Conclusion

SMS is a well-designed, robust enhancement to 2G cellular networks. It helped the cel-
lular industry grow more rapidly by speeding customers of paging services into the cel-
lular telephone market. It offered cost-saving features, such as over-the-air technical
support, which reduces operations, administration, and maintenance (OA&M) costs.
Its reliability and consistency made it interoperable, and at the same time, the user in-
terface and interactions with other systems were left open, allowing for innovation.
Competition was fostered because interfaces were standardized, but devices were not
specified.

EMS and MMS expand on SMS but only add features that may enhance the con-
sumer’s experience of the cellular telephone. They in no way enhance the experience of
placing a telephone call. It is unclear if these services will increase revenue in the short
term as a fad and then either fade away or be offered as standard features at low cost
or no cost or if they will have lasting benefit as a source of revenue. Even if they do con-
tinue to bring in revenue, will that increase revenue for the entire cellular industry or
just help each vendor in the battle for market share? And will that revenue justify the
cost of designing new user terminals and installing MMS-capable networks, not to
mention the cost of other 3G components?

One other set of questions needs to be answered: Is there a limit to the capacity
available for SMS, EMS, and MMS? The original design assumed that these would be
low-volume services, short messages squeezed in between essential control signals. As
messages grow larger and more common and they are concatenated, what happens?
Our research has not turned up any discussion of these issues. At what point would
SMS, EMS, or MMS messages exceed either the capacity of the ANSI-41 signaling
channel or of the paging and access channel on the air interface? If this capacity is ex-
ceeded, what happens? If a priority system is in place, then short messages simply will
wait behind control signals. However, if it is not, then short messages might interfere
with the signaling channel. It is unclear what effect this would have on a user termi-
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nal in the registered but inactive state, and perhaps the effect would not be signifi-
cant. However, short messages also can be received while users are on calls. What
effect will excessive short messages have on a user terminal in the middle of a call?
Are there any possible glare conditions that would cause equipment failure or confuse
the user? And what effect, if any, will SMS, EMS, and MMS messages have on total
cell capacity?

Also, as more messages are sent, some will have errors, even if the error rate is very
low. Should error detection and retransmission be enabled in MMS? If not, how will
components and users detect and respond to failed messages?
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Chapter

267

21
Wireless Data Services

The drive for enhanced second-generation (2G) and third-generation (3G) cellular ser-
vices is due to the perception that there is demand for transmitting data over the cel-
lular network. This was the only one of the two original goals of the 3G standards
committee to survive the politics that arose as the standards were developed. The other
goal, a single worldwide standard for cellular networks, will not happen any time soon
as cdma2000 and wideband code division multiple access (W-CDMA) battle it out in the
marketplace and in the media.

21.1 QoS over the Air Interface

As the detail standards that actually will implement cdma2000 and W-CDMA are de-
veloped, many issues will still need to be resolved. Standards are not intended to re-
solve all questions but to answer some and define others, which are then resolved in
design specifications and real-world experience. As 3G services become a reality, we
will learn more and improve standards, specifications, and equipment. At a minimum,
vendors will need to allocate enough carriers to data-only (DO) or to voice-and-data use
to support variable demand for voice and data.

21.1.1 Voice

The addition of a reverse pilot and of other aspects of the 3G standard is expected to
increase voice capacity per cell by about half as cdma2000 replaces cdmaOne.1 How-
ever, fully realizing this capacity gain relies on user terminals that use the reverse pi-
lot, and it is reasonable to expect that the existing base of cdmaOne phones will not
vanish quickly, especially in the current economy. If demand increases before this in-
creased capacity is realized, bottlenecks could create poor service over the air interface.

Another uncertain element is the effect of cdma2000 3x services. These services will
offer 5 MHz of bandwidth spread over three 1.25-MHz cdmaOne carriers (with guard
bands). A cdma2000 3x needs to operate at its own frequency; it cannot be deployed on

1Some industry estimates say that capacity may double, but we believe that a 50 percent in-
crease is more likely.
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top of existing 1x carriers. However, there is an option called cdma2000 multicarrier
(MC) that would coordinate three 1x carriers, supporting an increased data rate. In the
multicarrier specification, orthogonal codes are maintained, so interference on each 1x
band and on the multichannel band, which is effectively 3x, should be managed. How-
ever, the 3x and multicarrier standards need to be fully developed and then tested in
real-world situations. W-CDMA services at a bandwidth of 4.8 MHz or higher will be
able to offer flexible higher data rate services up to 1.92 Mbps in increments of only 100
bits per second.

21.1.2 Data

There are two challenges in developing data capacity. The first is to manage the ca-
pacity of individual data channels to meet the data-rate requirements of subscribers
while maintaining an acceptable error rate. With the data services supported by the
Transmission Control Protocol/Internet Protocol (TCP/IP), the bit error rate (BER) can
be relatively high because retransmission is acceptable. However, retransmission adds
delay, and total delay limits may preclude a lot of retransmission even when TCP/IP is
being used. See Chap. 29 for more on this tradeoff. Even so, maximum data rates are
achieved in current technology only by creating DO carriers. This solution is far from
optimal because it means reserving fixed bandwidth for data and different carriers’
bandwidth for voice (or voice plus low-speed data). This misses the whole point of con-
vergence, which is to obtain optimal capacity through the ability to allocate resources
dynamically to either voice or data as needed. High-speed data services push the en-
velope of the theoretical capacity of both CDMA and time division multiple access
(TDMA). For this reason, the 3G standards allowed that the highest data rates would
only be available within a limited radius of the base station and for stationary or slow-
moving users, that is, users who are walking and not riding in a vehicle. Early 2G cel-
lular systems offered data rates comparable with slow modems, under 9.6 kbps. 2.5G
systems offered data rates approaching 64 kbps. The minimum speed that can be
certified as 3G is significantly higher, at 144 kbps. As of summer 2002, the only detail
standard that has attained this certification and is being deployed is cdma2000 1x
EV-DO, which uses a DO channel. If the higher data speeds of 3G are achieved, then
we will see data services in the range of 384 kbps in microcells where users are within
500 m of the base station, or perhaps farther, and 2048 kbps (2 Mbps) in picocells
where users are stationary or walking slowly inside buildings or perhaps on small
campuses.

If these data rates are achieved, another capacity issue still needs to be addressed:
How many users will be able to achieve these rates in a single cell? If usage is bursty,
and therefore intermittent, it might be possible to serve many subscribers. However, if
each subscriber is tuning into a different streaming video program, there may be a ca-
pacity problem.

User demand will be for high-quality data as well as for speed. If subscribers are
playing the stock market over the Web, the costs of long delays or failed connections
could be very high. Given the intrinsic tradeoff of capacity and quality on CDMA net-
works, this could be a problem. Engineers may have to make decisions to limit the
number of users on a cell to ensure sufficient quality of service (QoS) for current active
subscribers on that cell. The interference among multiple cells also will become a more
difficult issue to manage as cells become smaller.
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21.2 Changes at the Base Station and MSC

cdma2000 migration begins with a significant overhaul of base station equipment. New
channel cards are installed to support cdma2000 voice and data services. Other new
equipment improves support for IP at the base station. In addition, IP support turns
the backhaul link to the mobile switching center (MSC) from a traditional circuit into
a packet pipe if the 2G network is not already using packet pipes.

The good news is that if things go according to plan, this may be the last overhaul of
base station electronics for a while. The new cards being installed are software-
upgradeable. If all goes well, the new standards will be implemented on the same phys-
ical cards, and future 3G service improvements can be realized by remote software
configuration without requiring a visit to each base station.2

21.2.1 IP support

As base station equipment providers innovate in their development of IP support, there
are several different approaches to IP support that might be taken. The simplest model
is to receive the IP packets for data, to packetize the voice into IP, and to run a single
IP pipe back to the MSC. An alternative approach might be to install the equivalent of
a digital subscriber line access multiplexer (DSLAM) at the base station and have the
IP packet data separated from the voice stream, just as a DSLAM at a local office puts
data from digital subscriber lines (DSL) onto the public packet data network (PPDN),
reducing the load on the public switched telephone network (PSTN). However, a
DSLAM would only be useful in cases where soft handoff was not being used for data,
such as the shared supplemental data packet channel. A third approach might be to in-
stall a TCP/IP router at each base station. Having a router at each base station would
allow more precise management of packet transport over the air interface and the
backhaul network, possibly reducing delay and jitter. Such a system would require de-
fined QoS classes for voice and data over the air interface.

21.2.2 Smart antennas

Adaptive phased arrays (described in Sec. 4.1.1), known as smart antennas, are an-
other rapidly improving technology. In summer 2002, the CDMA Development Group
(CDG) gave only one award for the annual 3G CDMA Industry Achievement Award,
and it went to Sprint PCS and Nortel Networks for the development and testing of an
innovative smart antenna. This antenna doubles capacity for cdmaOne cells without
requiring any other changes to the cellular network or to cellular telephones. The an-
tenna uses adaptive antenna beam selection and is compatible with the cdmaOne,
cdma2000 1x, cdma2000 1x EV-DO, and cdma2000 1x EV-DV air interfaces. Deploy-
ing smart antenna arrays reduces same-cell interference by making use of space divi-
sion multiplexing (SDM). This can lead to significant cost savings or at least can de-
lay a major expense because it delays the need to deploy new base stations, a major
cost in cellular network deployment. Smart antennas also may help extend the range
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2The authors shudder as we remember years of promises saying that we would be able to plug
new CPU chips into our personal computers without buying a new motherboard.
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of high-speed data services so that higher rates are available further from the base
station.

21.3 Conclusion

With this chapter on the deployment of wireless data services, we have completed our
exploration of the core principles of information technology systems and their applica-
tion to wireless telephony. 3G services put data technology underneath the wireless
network by providing packet pipes, smart antennas, and other high-tech components.
At the same time, 3G services include data service as an integral part of the wireless
telephone system so that subscribers can download custom ring tones and e-mail to
their cellular telephones.

In Part 5 “Capacity and Quality Principles,” we look at the core concepts we will ap-
ply to the remainder of this book, where we focus on the application of all these ideas
to our goals: the planning and optimization of capacity and quality on CDMA networks.
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Part

5
Capacity and Quality
Principles

In Part 5, “Capacity and Quality Principles,” we bring expertise from
mathematics, telephony, and other fields that we can apply to the
design and modification of cellular systems. In Chap. 22, “Capacity
and Quality Tradeoffs,” we look at business and engineering tools
that help us specify requirements, make decisions, and define
problems. Then we look in greater depth at the process of creating
mathematical models and performing quantifiable optimization of
those models. The results of modeling and optimization can guide
real-world design and implementation choices. Many of the models
described in this chapter have been used in cellular design, in
network design, and in the creation of modeling tools for cellular
systems.

In Chap. 23, “Traffic Engineering for Voice and Data,” we provide
a historical overview of the traffic engineering principles and models
behind the public switched telephone network (PSTN) and then look
at what happens to capacity when data services are added. We cover
both circuit-switched and packet-switched networks.

We then turn our attention to the mobile switching center (MSC). In
Chap. 24, “Switching Capacity,” we define the issues behind capacity
calculations for the MSC switch main processor and other components.
The next two chapters, “ANSI-41 Signaling Capacity” (Chap. 25), and
“Capacity Calculations for Cellular Networks,” (Chap. 26), provide the
conceptual background for estimating capacity for the cellular signaling
network, for every significant component of the cellular system, and for
the network backhaul transport from base stations to MSC.

In Chap. 27, “Conventional Reuse Principles,” we look at the
methods for optimizing the air interface of Advanced Mobile Phone
Service (AMPS) and Global System for Mobility (GSM) networks.

The last three chapters of Part 5 are dedicated specifically to code
division multiple access (CDMA). In Chap. 28, “CDMA Principles for
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Multicellular Systems,” we apply the CDMA equations to derive
realistic capacity estimates for the CDMA air interface in both
forward and reverse directions. We explore how a myriad of
environmental factors and equipment choices affect CDMA capacity.

In Chap. 29, “CDMA Data Capacity Principles,” we derive the data
rate and bit error rate for second- and third-generation CDMA data
services. Finally, in Chap. 30, “Capacity Issues Specific to CDMA,”
we explain how unique aspects of CDMA technology, such as soft and
softer handoff and the speech coding algorithms specific to CDMA,
affect overall CDMA capacity. We close Chap. 30 “Capacity Issues
Specific to CDMA,” with a section on radio capacity estimation,
where we derive reasonable capacity figures for each of the CDMA
standards. This lays the groundwork for the practical application of
these principles in Part 6, “Planning for CDMA Capacity,” and Part
7, “Increasing Capacity.”
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22
Capacity and Quality Tradeoffs

This chapter explores the fundamental principles involved in making decisions that
will change the way a system operates. Such decisions are essential to the process of
improving or optimizing code division multiple access (CDMA) cellular networks.

There are some general business and engineering guidelines for making decisions
that are useful in cases where we cannot create a mathematical model of the system
we want to improve. We can think of these as nonquantified decisions.

If we are able to build a mathematical model of the system, then we can optimize
the model and use the results to guide our design and upgrade of real-world sys-
tems. The principles used in making general business and engineering decisions also
apply to the design of mathematical models, but the optimization models also have
more stringent requirements. Mathematicians also have a unique skill at picturing
systems in ways that might appear counterintuitive but which make problems easier
to solve.

In the first section of this chapter we will look at some business and engineering tools
that help us define problems and improve systems as we plan them or modify them.
The business models are important because, more and more, engineers are expected to
be able to present business cases, express value in business terms, and commit to busi-
ness requirements and goals.

The engineering tools are valuable because organizations such as the Institute for
Operations Research and the Management Sciences (INFORMS) and the Institute of
Electrical and Electronics Engineers (IEEE) have developed approaches that can save
us time and improve the quality of our work. These conceptual tools allow us to
achieve better results simply because we do not have to reinvent the wheel if we use
them.

When it is possible to create models of systems and quantify the parameters, we
can engage in optimization. We use the term optimization to refer to the mathemati-
cal process of finding the best solution in a model of a system that can then be used
to guide real-world implementation. After our discussion of business and engineering
tools, we will define quantitative optimization and then discuss several elements of
optimization, including tradeoffs, network flows with pipes, bottlenecks, and alter-
nate routes, constrained optimization, optimization variables, quality, capacity, and
cost.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.

Source: CDMA CAPACITY AND QUALITY OPTIMIZATION



22.1 Business and Engineering Tools

The biggest complaint about bad business decisions is that some key element was left
out of the decision process. Therefore, business decision tools often focus on the process
of defining the question and ensuring that no key factors are left out. One of these tools
is total cost of ownership (TCO), developed by the Gartner Group. In the TCO model,
all costs of developing, maintaining, and decommissioning a system are included in the
cost of the system. For example, the total cost of an employee includes not only salary
but also hiring costs, the employee’s share of all overhead expenses (including the cost
of the rental of the floorspace of the employee’s cubicle), and all costs related to the em-
ployee’s retirement or departure.

In recent years, TCO has been applied to information technology (IT) and telephony
projects. In evaluating the cost of a new product or service, executives are requiring
that project managers estimate the project cost; the operations, administration and
maintenance (OA&M) cost for the life of the product or service; and the cost of decom-
missioning. This is then annualized and offset against the value of the product or
service.

The primary value of a product or service is its effect on net revenue. If a change to
cellular service is expected to bring in more money or reduce operating costs, then
these contribute to the hard dollar value of the project. Hard dollar value denotes value
that can be estimated and then measured. Businesses also recognize value that cannot
be quantified and call it soft dollar value. Once we have defined the value and the TCO,
we can calculate the return on investment (ROI). ROI is measured in months or years,
and it is the length of time in which the amount invested in the new product or service,
the TCO, will be recognized as revenue through hard dollar value. A project is clearly
worthwhile if the ROI is under 1 year and worth considering if the ROI is 1 to 3 years
and strong soft-dollar value can be shown. Projects with an ROI of over 3 years require
some other justification. For example, if a company will go out of business if the project
is not done, then the investment in the project may be essential, even if the rate of re-
turn is low. For example, the cost of a North American time division multiple access
(TDMA) cellular provider switching to third-generation (3G) CDMA may be very high,
but it may be essential in order to compete and to stay in business.

For any new system design, as well as for redesign, repair, or upgrade, we may be
asked to prepare a business case justifying our engineering choices by showing busi-
ness benefits. There is a significant difference between a business case for initial de-
sign and a business case for redesign, repair, or upgrade. If a decision is made during
design, it is a choice among options: Which way will we do this? As a result, the com-
parison may be among different outcomes for more than one equal-cost alternative or
may be among alternatives with different costs. Any of these options can be compared
with the option of doing nothing and not creating the new system at all.

However, if a choice is being made regarding changes to an existing system, then all
options must still be compared with the option of doing nothing, but this option itself
has a set of costs associated with it. For example, if the current system has an inter-
mittent failure, then the costs of fixing the failure each time it occurs and of losing busi-
ness during times of failure need to be factored into our thinking. If a permanent re-
pair or upgrade will cost less than repeated failures, then it might be worth doing.
Otherwise, it may be less expensive to live with the intermittent failure.

One of the most useful engineering tools for project planning and system modeling is
the IEEE standard for a software quality metrics methodology (IEEE-1992). Although
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it was created for use by software developers, it is valuable in the design of any sys-
tem where attributes required or desired by users must be turned into engineering
specifications.

IEEE-1992 defines a set of attributes that might be important to users, including
availability, efficiency, flexibility, integrity, interoperability, reliability, robustness, and
usability. It is important to have the customer or customer representative define each
of these terms as they apply to the product or service. The goal is to create a verifiable
set of attributes that define quality to the customer. If possible, these attributes should
be quantifiable; if not, then it is valuable at least to obtain the customer’s priorities and
preferences. In addition, IEEE-1992 defines a set of attributes that are important to de-
velopers or engineers. These include portability, reusability, and testability.

Once we have defined these attributes, we can create a requirements specification. A
requirement is a document that defines a condition or capability needed by a user to
solve a problem or achieve an objective or a condition or capability that must be
achieved by a system or system component to satisfy a contract, standard, specification,
or other formally imposed document.

It is valuable to prepare two versions of a requirements document, a requirements
statement and a requirements specification. The requirements statement is more gen-
eral, written so that the customer and nontechnical executives can follow it. The re-
quirements specification is designed for engineers. The two should be coordinated care-
fully so that they are consistent, and engineers designing or implementing the system
should be comfortable with both documents. It has been found that engineers who un-
derstand the system from the customer’s perspective do a better job at technical design.
A high-quality requirements statement will be complete, correct, feasible, necessary,
prioritized, unambiguous, and verifiable. If a requirement is necessary and verifiable,
then we can define which set of users or interested parties requires or will benefit from
that attribute. The technical requirements specification should have these qualities
and also should be consistent, modifiable, and traceable. Modifiability and traceability
allow the document to be changed and the sources of those changes to be traced to re-
solve any future difficulties such as inconsistency or incompleteness.

The process of gathering requirements from users and technical sources and creat-
ing a requirements document is a huge topic in itself, beyond the scope of this book. The
essential points are, first, only the customer knows what the customer wants, and sec-
ond, a design cannot be improved if it is not clear and well defined in the first place.
These points may seem obvious, but real-world experience of failed projects and exten-
sive studies of why telecommunications and information technology (IT) projects fail in-
dicate that we often do not take care of these basics.

Based on the requirements, we design a new system or modifications to an existing
system. As we make decisions during the design process and later in development or
deployment, we must make tradeoffs. Before we look at quantitative models and the
mathematics of tradeoff, a few practical rules of thumb might be useful. There are
many cases where we cannot model a problem in a quantitative way, and we still need
to make good decisions in those situations.

Project managers have a saying: “You can have it quick, you can have it good, or you
can have it cheap: Pick any two of the three.” By this we mean that there is always a
tradeoff among time, quality, and cost. Our options are limited by the constraints that
reality imposes.

One approach to such decisions is to look at each attribute and decide if it is a driver,
a constraint, or a factor with a degree of freedom. When we have several attributes and
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we have to make a tradeoff decision, it is easiest if we can define one driver. We then
do the best we can on that one attribute given other constraints and working with de-
grees of freedom. For example, if we are asked to make something as good as it can be
for under $500 and it does not matter if we have it ready tomorrow or in 6 months, then
quality is the driver, cost is the constraint, and time has a large degree of freedom.

Of course, practical situations are rarely this clear-cut. A customer may give me the
preceding requirements and then, when I call him or her back with a solution that costs
$502, be perfectly happy. On the other hand, another customer may genuinely have an
absolute limit, perhaps due to regulatory requirements on expenses. In communicating
with our customers, it is very important to be clear about each requirement, its con-
straints, and its degree of freedom.

We are often given problems with multiple drivers. We might receive these instruc-
tions: Make it good, but keep costs down. In this case, it is best to propose scenarios
with costs to the customer, trying to turn one of the drivers (cost) into a constraint.

22.2 Quantitative Optimization

Optimization is the science of making things as good as they can be. We can break the
process up into three component parts:

■ Figuring out what is good.

■ Figuring out what can be.

■ Figuring out the best solution.

Actually, there are many sciences and technologies that fit under the umbrella of opti-
mization, and those who practice the art of optimization usually have a subspecialty.1

What area of optimization is relevant for a particular problem depends on the particu-
lar circumstances.

What is good can be a single variable or a single expression, as most of us saw in our
high school mathematics classes:

■ Find the largest area . . .

■ Maximize profit . . .

■ What is the shortest distance . . .

■ Minimize the cost . . .

■ Calculate the shortest time . . .

■ How fast can we . . .

Or what is good can be a combination of goal factors, such as capacity, performance, and
cost in wireless telephone systems. Sometimes the factors are harder to quantify, such
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1We know few scientists who consider themselves just “biologists.” They are immunologists or
hematologists or in some other subfield. One of us (Rosenberg) is in the field of operations re-
search, a field of mathematics specializing in constrained optimization. We will have more to say
about this in Sec. 22.5.
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as goodwill, community support, customer satisfaction, and reliability. We have to re-
member that goals are important even when they are hard to quantify.

What can be, what is possible, also can be a single variable or an easily described
mathematical set:

■ Where x is a real number

■ Where n is a positive integer

■ Where j and k are integers from 1 to n

Often, figuring out the optimization choices is the hard part of the optimization, espe-
cially when thousands or even millions of variables are in play. Sometimes the inter-
actions of the system parameters are the important part of the problem, as we often see
in complex aerodynamic systems. More often in economic problems, the system con-
straints and their relationships are the interesting part of the optimization.

The calculation of an optimal solution depends on the formulation of the problem.
Many interesting business problem formulations have optimization calculations be-
yond the realm of practical computing. More important, many interesting business
problems have important factors not formulated at all in the mathematical models that
are computationally manageable. While one can define an economic model of goodwill
or customer satisfaction, getting a community of business professionals to agree on
such a formulation is often a challenging problem in itself and not a mathematical one.
Thus it is usually an incorrect use of jargon to refer to many of our solutions as opti-
mal, and we often hear people refer to later refinement as a more optimal solution,
a term that grates on the ears of a professional mathematician. In fact, we are look-
ing for good answers, then better answers, but not necessarily some kind of perfect
optimum.2

Consider a complex business system, such as a wireless telephone network, that has
many component parts and many decisions to be made. In the case of a large wireless
telephone network, the decisions include the placement of hundreds of base stations,
the design of the backhaul network from those base stations to the mobile switching
centers (MSCs), the services to be offered, and the choice of regions where advertising
should be concentrated. The wireless service provider swims in a sea of decisions rang-
ing from small day-to-day decisions to big long-term decisions. The ability to run the
network at a profit depends on the quality of these decisions.

Rather than experiment on the physical system itself, we conduct thought experi-
ments, make changes in a mental picture of the system, and try to visualize the results.
This mental picture is often a computer simulation or a mathematical model; it can be
a profit-and-loss business case or an engineer’s visualization of the entire system. It is
in the realm of the thought experiment that we optimize our decisions.

Some of the decisions are made among a limited set of choices. We call these choices
discrete variables. They can be as simple as yes or no or as sophisticated as selecting the
handoff neighbor lists of each cell sector. In any case, discrete variables have a finite
number of choices. Other decisions are continuous variables and have an infinitely ad-
justable set of values. The height of a tower or the angle of an antenna are continuous
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2Operations research is the art of getting bad answers to problems that otherwise would have
had even worse answers.
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variables. The combination of discrete and continuous variables makes a problem very
difficult to solve in a mathematically closed form.3 Often our choice of discrete or con-
tinuous variables depends more on the practical aspects of our model than on the phys-
ical reality. A radio power level might have 128 discrete decibel choices in the actual
system, but we can model it as a continuous variable and round it off at the end of the
optimization because it makes the calculations easier. Or we might take a set of base
station antenna heights and model them as integer heights in half-meter increments
so that we can use a search algorithm to find better solutions.

22.3 Tradeoff

So we have a system on the drawing board, in a computer model, or in physical reality,
and we consider a change to that system and ask how the goal factors will change as a
result. For any given change, some of the factors may improve, some may get worse,
and others stay the same. If we are lucky, then the change will make some improve-
ments and degrade nothing, a universally good change. Of course, we will execute any
change that does nothing but good to our system.4

Once we make all the changes we can find that are unequivocal improvements, we
come upon changes that are more ambiguous in their results. Most of the changes we
think about for a system, wireless or otherwise, are good for some things and bad for
other things. They may improve capacity but cost money, or they may improve quality
of service at the expense of reliability. We can anticipate that the easy changes are al-
ready done and that any change we are contemplating is going to make something
worse.

As we consider changes that do something good and something bad, we have to con-
sider the tradeoff between the good and the bad. We can think of the options available
to us as some kind of geometric space called the feasible region. Figure 22.1 shows
a two-dimensional picture, whereas reality often has dozens, hundreds, thousands,
or even millions of variables.5 Let us assume that both x and y in Fig. 22.1 are
good things to increase. If we are currently at point P, then there are still changes to
make that increase both x and y, so these are unambiguously good changes to make,
easy decisions. Once we have exhausted the easy choices, we are at some point on the
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3In mathematical calculation, we use the term closed form to mean an exact equation, or a spe-
cific set of computations, used to obtain an answer.

4This statement may grate against the ears of two sets of readers: those who work in econom-
ics and are familiar with opportunity costs and fans of Robert Heinlein, the science fiction author.
For the economists, please note that we are taking opportunity cost into account. If we are in the
planning stages, we can change our plans and find a system that will be better than the one we
had previously planned at no greater cost. Even if systems already exist, we may find changes that
are better in all ways. For example, replacing a defective component that has high maintenance
cost with a reliable component may have a net dollar cost over time of less than zero, actually re-
ducing total cost as well as increasing reliability. For Heinlein fans, the great author was correct
when he gave us TANSTAAFL (there ain’t no such thing as a free lunch). But some lunches pay
for themselves.

5As an example of a large problem one of us (Rosenberg) has solved, think of an airline with
1500 flights and 100,000 possible passenger routings. For each routing and for each fare class
(first class, full fare coach, two levels of discount fares, and frequent flier), the airline has to de-
cide how many passengers it is willing to book.
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boundary of the feasible region, such as points Q and R, where all choices have some
negative components.

We use the term frontier to describe the set of points where all the decisions have
some negative consequences. The frontier is not the entire boundary because such
points as M and O are boundary points that are not frontier points as we are using the
terms here. If we are trying to make x and y larger, then there are clearly all-good
things we can do from points M and O. Points Q and R, on the other hand, have clear
tradeoff consequences if we try to make changes from them.

This geometric picture represents the state of a system where we make one variable
better only by allowing some other variable to get worse. The casual term we use is
“push down, pop up” because we can push one problem down only to have something
else pop up elsewhere. It is an important part of decision making and decision support
to understand what pops up when we push down on specific problems.

22.4 Pipes, Bottlenecks, and Alternate Routes

Suppose that we have a flow network from a source S to a target T. Each of the dots in
Fig. 22.2 is a junction point, and each of the arrows has some flow capacity from one
dot to another. It could be a telephone network, it could be water flowing through pipes,
it could be cars driving on highways, or it could be a workflow plan for a factory. It does
not matter what the application is; the network structure is the same.
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Mathematically speaking, this is a combinatorial graph defined and described in Sec.
26.1.2. Each dot is a node or vertex, and each arrow is an arc or edge. The arcs have
maximum flow capacities, and the object of the network flow game is to get as much
stuff to flow from source S to target T as possible. The network flow structure is par-
ticularly amenable to computational solution, so mathematical modelers work hard to
put practical problems into the network flow model. As a result, network flow compu-
tations can get quite large, some with millions of arcs.

We start solving the network flow problem by finding routes from source S to target
T that have flow capacity available. We add flow along those routes until they can han-
dle no more, until some of their arcs are saturated. We think of these as bottlenecks in
the solution process. Rather than give up at the first bottleneck, we look for alternate
routes from source S to target T, other ways to increase flow. Sometimes we find that
we have to decrease flow along one route so that we can use capacity more effectively
on another route.

At some point in the solution process, it becomes impossible to add more flow from
source S to target T. There is a set of arcs that are at maximum capacity, final bottle-
necks that are called critical resources in the solution. The other resources are called
slack resources. Expanding the critical resources can improve the flow in the network,
whereas expanding the slack resources has no effect on the solution. It is the job of net-
work designers to find ways to add capacity to the critical resources. Sometimes the in-
ternal flows have their own costs so that the solution is a tradeoff between the value of
the flow and the cost of the resources.

The power of the network flow problem is that the flows can be metaphors for a wide
variety of things. Some problems involve a serious stretch of the imagination to see
what is flowing through what kind of system, but the mathematical solution is just as
valid as the maximization of water flow through a network of pipes.

22.5 Constrained Optimization

We have seen optimization in mathematics class. Usually there is some variable, x, and
some function, f(x), and the object is to find the value of x that gives the maximum
value of f(x). The function we are optimizing is called the objective function. The usual
tactic is to use calculus to find the derivative f�(x) and to set that derivative equal to
zero and to solve for x. The math teacher usually makes some passing remark about
checking the end points if x has a limited range in case the maximum of f(x) is at a
boundary point instead of a nice hump on the (x, y) graph of f(x).
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In our business optimization problems, there are multiple objectives, so there are
many variables to be traded off. We go back to the feasible region in Fig. 22.1 and re-
alize that the character of the solution depends on the shape of the frontier. While both
x and y are good things, the decision as to whether Q or R is a better solution depends
entirely on the relative values of increasing x and y.

In our business optimization problems, the constraints are typically very important.
The character of the feasible region determines what solutions are available to be
traded off in the solution process. In the network flow example, the feasible region
is all the possible flows in the network, all the possible allocations of resources in the
system.

The role of the decision maker, or the decision support system supporting the deci-
sion maker, is somehow to select the frontier’s best point, which will be the best feasi-
ble point. This is the best possible selection of all the system parameters that satisfies
all the constraints. These decision support systems are typically large and complex
computer programs embedded in even larger and more complex data systems.

There are several methods for finding the best solution to constrained optimization
problems. Many of these are iterative schemes where the decision support system
works its way from worse to better. Let us look at the framework of an iterative scheme
for constrained optimization without going into the details of any one particular
method. We create thought experiments for the system, hypothetical mathematical so-
lutions that we try and keep trying until we find our optimal solution.

■ Step 1: Start by finding some feasible solution. Sometimes there is a good starting point,
which can be from previous experience with a similar problem, but often the starting point
is some zero point known to be feasible.

■ Step 2: Look around for something better, some direction we can move, some change we
can make, so that the solution stays feasible and gets better. Usually such improvement
is a mixed blessing, a tradeoff where something good is given up to get something more or
something better.

■ Step 3: If no possible change within the feasible region makes things better, then we con-
clude that we have found the optimal point, and we can stop.

■ Step 4: We make the improvement from one feasible point to a better one.

■ Step 5: Go back to step Two.

This iterative scheme is not the only solution technique for constrained optimiza-
tion problems, but it is a common theme underlying many optimization algorithms.
For continuous problems, the feasible point changes in step 4 go in some improve-
ment direction as far as they can go while the solution improves or as far as they can
go and stay feasible. For discrete problems, the feasible point changes are typically
some rearrangement or permutation. The case of a linear objective function with
linear constraints is called a linear program. The traditional solution technique for
linear programs, called the simplex method, is a combination of the continuous and
the discrete, a series of steps from one combination of constraints to another along
a sequence of linear moves.6 As the optimization involves more complex functions
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6Our operations research friends will forgive us, we hope, for trying to sum up a vast area of re-
search in a single sentence.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.

Capacity and Quality Tradeoffs



and constraints, the solution technologies get more complicated and use more com-
puter time.

In any case of a constrained optimization, the optimal solution will divide the con-
straints into slack and critical resources. The slack resources have a value of zero so
far as the optimal value is concerned. However, the critical resources have some posi-
tive value, some positive effect on the optimal solution, if we can increase them a little
bit. The understanding of the incremental value of relaxing constraints is an important
part of the solution of a constrained optimization. These incremental values, sometimes
called prices, describe the impact and importance of the constraints in a constrained op-
timization problem. If all the constraint variables are slack, then the constraints are ir-
relevant, and the optimization is really an unconstrained optimization.

22.6 Optimization Variables

Deciding on the relative values of the various components of a business solution is a
difficult and often political process. We study a problem, we look at as many aspects of
it as we can, and we try to model as much of this as we can in a mathematical formu-
lation. The list of objective function parameters can be long, and their relationships can
be confusing. Getting consensus on the relative importance of various aspects of an op-
timization problem can be a difficult problem in human negotiation as well. Members
of a team who are trying to find the best solution are likely to think that their own
parts of the problem are the most important.

There is another side to the optimization formulation. Decision support problems
often have different formulations for the same goals and constraints. One formula-
tion of a problem might take a computer thousands of times longer to solve than
another formulation of the same problem. The difference in computational effort can
be particularly great when an integer solution is required, one consisting of whole
numbers.7

Sometimes we can gain computational efficiency by interchanging objectives and
constraints. We may be trying to serve a given customer community at the lowest cost,
but the problem may be far easier to solve with an objective of maximizing users served
at a fixed cost. Solving one problem is the practical equivalent of, or at least similar to,
solving the other problem, but the mathematics and computation may be dramatically
different.

22.6.1 Multiple dimensions of quality

It is important to remember that objectives can take many forms, particularly when we
are trying to improve quality. Pick any industry, any business, any technical area, and
there are almost certainly many aspects to consider in optimizing quality. Some prob-
lems get virtually the same answer as long as all the important aspects appear in the
objective function whereas others have more specific tradeoffs to be optimized. These
other problems are the ones where it is most important to define the objective function
and to understand its relative emphasis on the different parts of quality.
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7We can set a radio to transmit at half power, but we cannot put half a base station at a specific
location.
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In the case of a wireless telephone system, the are many objectives and tradeoffs vy-
ing for a decision maker’s attention.

■ Better service versus lower cost

■ Volume of traffic versus sound quality

■ Voice calls versus data services

■ Faster data transmission versus higher availability

■ Lower cost today versus higher revenue tomorrow

■ Assured gains versus greater opportunity

The answers that a decision support system provides to wireless telephone system en-
gineers depend greatly on the input parameters to the optimization tools being used.

22.6.2 Capacity

Even something as apparently obvious as capacity can have ambiguity of meaning.
Coming from the telephone world, it is natural to define capacity as the number of voice
calls a system can support over a specific period of time. In the next chapter, “Traffic
Engineering for Voice and Data,” we explore the relationship between the amount of
subscriber demand and the system’s ability to serve a high enough fraction of the call
attempts. There are other issues of geographic distribution of subscriber demand and
demand at different times of day.

Also, as we move from 2G to 3G, we have a growing market for data traffic. A wire-
less telephone system is unlikely to be optimized for voice and for data simultaneously.
Making a better packet data environment almost certainly means making compro-
mises in voice-call performance. Perhaps the system will allow fewer calls, or perhaps
those calls will have poorer sound quality. We cannot evade these choices by looking
away: If the engineers deploying a wireless telephone system do not address these is-
sues, then they will be decided by the gods of chance.

In the design of a CDMA system, capacity is not an absolute feature. Rather, voice
capacity will be determined by quality-of-service (QoS) performance criteria. These in-
clude the rate of ineffective attempts (call blocking), lost calls, and sound quality. We
can serve more calls if we are willing to subject our subscribers to more static. Televi-
sion commercials to the contrary, many subscribers would rather have some fuzz on the
line than to be denied cellular service outright.

22.6.3 Cost

If capacity is one side of the optimization coin, then the other side is cost. The bottom
line of the capacity versus cost debate, however, is really money versus money. After all,
capacity means subscribers who pay for the service, so the tradeoff of capacity versus
cost is really revenue in the future versus capital expenditure now. Wireless financial
planners have to make the decision of how much they are willing to spend in capital
equipment to justify an increase in revenue over time. Revenue versus cost is the uni-
fying tradeoff in many wireless engineering decisions.

We can model this tradeoff as a maximization of capacity in the face of a fixed cost and
fixed parameters of system operations. The QoS is determined upfront, requirements of
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ineffective attempts, lost calls, and voice quality. Once we decide how much money we
can spend on switches, base stations, radio equipment, and telephone transport, the
wireless engineer tries to maximize the number of calls per hour.

Or we can model the same tradeoff as a minimization of cost in the face of a fixed
subscriber base. At the given QoS required, we decide how many calls per hour we have
to serve, and the wireless engineer tries to minimize the equipment and transport cost.

Of course, the mix of subscriber services makes a tremendous difference in cost. We
know that voice calls compete with data services for resources. However, we may not
realize how alternative data services, perhaps for different customer communities,
compete with each other for system resources. Having enough common channels for
rapid-access, high-speed packet access may limit not only voice traffic but also e-mail
and dedicated virtual-circuit data services.

22.7 Conclusion

Many of the practical rules of thumb we follow in making good business and engineer-
ing decisions actually have a source in quantitative models from economics, engineer-
ing, and other disciplines. When we have a problem that has a precise definition and
we have enough time and money to spend on it, creating a model of our system and
making decisions based on optimization of the model are extremely beneficial. How-
ever, in the far more common case of needing to make decisions quickly when a num-
ber of elements are not well defined, we need to be able to fall back on less precise tools
such as common sense and clear thinking.
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Chapter

23
Traffic Engineering for 

Voice and Data

To engineer any telephone system, wireless or landline, we need some way of estimat-
ing telephony demand and criteria for satisfying that demand. Traffic engineering is
the process of assigning facilities to satisfy a demand. Traffic engineering is particu-
larly important inside the public switched telephone network (PSTN), the Internet, the
cellular backhaul network, and other networks where demand from multiple users is
carried over shared channels. Statistical methods can be applied to estimate demand
and design facilities to meet peak demand. In this chapter we will explain those meth-
ods. First, we will look at the methods traditionally used in telephony, which assumed
that all circuits were the same size and that the average length of telephone calls was
unlikely to change very much. Then we will discuss the implications of data usage and
data services and how they require new models. After that, we will discuss the traffic
engineering of packet networks.

23.1 Voice Calls Assuming Fixed-Size Channels

The most fundamental traffic engineering job in telephony is the assignment of trans-
port facilities to serve fixed-size voice channels. There is a demand of voice telephone
calls to be served, some community of subscribers making calls. While telephone usage
patterns are not random to the subscribers themselves, so far as the telephone network
is concerned, the demand is a random statistical process, a distribution of calls over
time.

When each call attempt is made, the telephone network serves the call if it has fa-
cilities to do so, or it blocks the call. Our measure of network performance in traffic en-
gineering is the fraction of calls that are blocked. The fraction of calls that are blocked
can be viewed as the probability that any one call will be blocked. If the blocking prob-
ability is low enough, then the network is adequately designed. Each voice channel
uses a single DS-0 or E-0, and it is the traffic engineer’s job to ensure that the network
has enough telephone lines to keep the blocking rate low enough during the busy
period.
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23.1.1 Erlangs, the units of demand

The units of telephony demand are erlangs, named after Danish telephone pioneer Ag-
ner Krarup Erlang. Roughly speaking, the demand in erlangs is the average number of
calls that would be in progress if there were no blocking. We say that a call is blocked
if it is not served because there are not enough resources to serve it. The demand in er-
langs is the sum over a large subscriber base of the small probabilities of making a call
times the durations of those calls. If each of s subscribers j � 1,2, . . . , s has a proba-
bility �j of making a call of average duration dj during a time period t, then the num-
ber of erlangs is � in Eq. (23.1):

� � �
1
t
� �

s

j�1
�jdj (23.1)

For our discussion on telephone system capacity, we can ignore the fact that some sub-
scribers are more inclined to use the telephone than others1 and give every one of the
s users the same probability � of making a call of duration d during time period t. This
gives us Eq. (23.2):

� � �
s�

t
d
� (23.2)

The deep and magnificent mathematical insight is that once s, the number of
subscribers, is large and �, the probability of a subscriber making a call, is small,
the behavior of the telephone system is completely determined by the erlang measure
�. The individual component values of s, �, and t lose their importance once � is
known.

23.1.2 The Poisson distribution

Let us examine a state-space diagram of the telephone system. Let the state of the tele-
phone system at time t be the number of calls j in the system at time t. From any given
state, two things could happen:

1. Somebody starts a new call.

2. Somebody ends a call.2

Let � be the rate of users placing calls, the average number of new calls per unit time.
And let � be the rate of calls ending once they are started.

The state of the telephone system is the number of calls j. We turn the system on with
the state j set to 0 and wait for a call to start and to change the state j from 0 to 1. Then
another call could come along and change the state j from 1 to 2 or the first call could
end and set the state j back to 0.
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1Never mind that the loquacious telephone subscribers are the loud talkers in the room next to
you. In this discussion, we can ignore them too.

2This is not possible, of course, from the zero-calls state.
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New call behavior is completely independent of the state the telephone system, so the
rate of changing from state j to j � 1 is a constant value, �, for every state j. The rate
of changing from state j to j � 1, on the other hand, depends on the number of calls in
the system. Each call in the system has a rate � of ending. Since state j has j calls in
progress, the total rate of a call ending in state j is j times �, and therefore, the rate of
the system going from state j to j � 1 is j�.

The state diagram is shown in Fig. 23.1. The arrows indicate the rates between
states. If we think of each state as having some probability Pj, then we can picture the
probabilities as functions of time Pj(t) flowing along the arrows in the state diagram
and generating a set of time derivatives in Eq. (23.3):

P	0(t) � �P1(t) � �P0(t)
(23.3)

Pj	(t) � ( j � 1)�Pj�1(t) � �Pj�1(t) � j�Pj(t) � �Pj (t) for j 
 0

Let us look at these differential equations for a moment to understand what they are
telling us. Suppose that we have some knowledge of the system’s state at a specific time
t � 0. For example, we may know with 100 percent certainty that there are no calls on
the system when we first turn it on, so P0(0) � 1.0 and Pj(0) � 0.0, for j 
 0. Or our
knowledge of the system may be statistical in nature, that each state j has some prob-
ability Pj(0) of being occupied by the system at the specific time t � 0. Once we have a
set of probabilities for each state, we can computationally integrate the differential
equations to get these probabilities over a period of time. This is the same sort of cal-
culation early astronomers used to integrate the differential equations of gravity and
inertia to predict planetary motion.

The equilibrium case occurs when the probabilities are not changing as time passes,
when all their time derivatives are zero. When Pj	(t) � 0, Eq. (23.3) reduces to the sim-
pler Eq. (23.4). We can think of Eq. (23.4) as zero net probability flow between each pair
of adjacent nodes.

�Pj�1(t) � j�Pj(t) (23.4)

This gives us the infinite set of equations (Eq. 23.5) for the fixed-probability sequence
Pj:

Pj � �
j
�

�
� Pj�1

(23.5)

�
�

j�0
Pj � 1
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Figure 23.1 State diagram for counting calls.
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This sequence of probabilities comes from the single value � � �/�, and it is called the
Poisson distribution. The solution to Eq. (23.5) is Eq. (23.6)3:

Pj � e�� �
�

j!

j

� (23.6)

The Poisson distribution of number of channels used depends only on � � �/�, the total
likelihood of the entire user population to be using the telephone. As long as the popula-
tion is large and no individual makes up a significant fraction of the total telephone us-
age, the distribution on channels used will follow this Poisson distribution with mean �.

23.1.3 Blocking probabilities

Real telephone systems have a limited number of available channels k. When all k
channels are in use, new call attempts are refused, and we say the telephone system is
blocked. The upper bound of k channels can be modeled in two reasonable ways. The
blocked callers can continue to try and retry, still in the system but not using any chan-
nels, or the blocked callers can go away and not retry their calls.

In the retry case, the distribution for j 
 k depends on the behavior of blocked callers.
If the callers keep trying and retrying and never give up, then our system becomes an
M/M/c queue, as described in Sec. 23.3.1. If they coincidentally just happen to give up
at the same rate as they hang up when they are talking on the telephone, then we can
represent the system as a full Poisson distribution with every state j 
 k as a blocked
state. In this case, Eq. (23.7) says that the probability of a call being blocked is the
probability that the Poisson distribution has at least k calls in it:

P(blocking) � e�� �
�

j�k
�
�

j!

j

� (23.7)

In the no-retry case shown in Fig. 23.2, there is no activity beyond state k, and the
blocking probability is as in Eq. (23.8):

P(blocking) � �
�k

j�

�k

0

/k
�

!
j/j!

� (23.8)

This is called the Erlang-B model. Any time the system is in a state j � k, there is room
for one more call, but when the system is in state k, there is no more room for another
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Figure 23.2 State diagram for k telephone channels.

3The notation j! is j factorial, the product of all the whole numbers from 1 up to j.
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call, and the system is in a blocked state. The probability of a new call being blocked is
precisely the probability that the system is in state k.

The difference between having blocked callers try again and having them go away
quietly can be important in congested systems or systems with small numbers of chan-
nels. For large values of k and for low blocking probabilities, it makes little difference
whether or not blocked callers try again.

23.1.4 Blocking tables

Table 23.1 shows Erlang-B capacity as a function of the number of channels (trunks)
and the blocking probability. For example, 25 channels can support 16.1 erlangs at 1
percent blocking and 20 erlangs at 5 percent blocking. Insisting on the higher standard
of 1 percent blocking costs us 4 erlangs of capacity. Another way of looking at the same
20 erlangs is that 25 channels can serve that demand at 5 percent blocking, but it takes
30 channels to offer 1 percent blocking to the same user community.

Let us look closely at the first, second, and last rows of Table 23.1 to help us under-
stand what this table really means. Consider a single server, one telephone line, one
Xerox copier, or one bank teller, and consider customers who refuse to wait in line. How
much business can this server support so that 90 percent of the time a new customer
sees an available server? This means that the server is only busy 10 percent of the time.
A demand of 10 percent of an erlang will keep one server busy 10 percent of the time.
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TABLE 23.1 Erlang-B Capacity Table

Erlang-B capacity

Lines P(B) � 0.01 P(B) � 0.02 P(B) � 0.05 P(B) � 0.10

1 0.01 0.02 0.05 0.11
2 0.15 0.22 0.38 0.60
3 0.46 0.60 0.90 1.27
4 0.87 1.09 1.52 2.05
5 1.36 1.66 2.22 2.88
6 1.91 2.28 2.96 3.76
8 3.13 3.63 4.54 5.60

10 4.46 5.08 6.22 7.51
12 5.88 6.61 7.95 9.47
14 7.35 8.20 9.73 11.47
16 8.87 9.83 11.54 13.50
18 10.44 11.49 13.39 15.55
20 12.03 13.18 15.25 17.61
25 16.12 17.50 19.99 22.83
30 20.34 21.93 24.80 28.11
35 24.64 26.43 29.68 33.43
40 29.01 31.00 34.60 38.79
45 33.43 35.61 39.55 44.17
50 37.90 40.26 44.53 49.56
60 46.95 49.64 54.57 60.40
70 56.11 59.13 64.67 71.29
80 65.36 68.69 74.82 82.20
90 74.68 78.31 85.01 93.15

100 84.06 87.97 95.24 104.11
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Well, this is almost correct. Since the customers turned away are out of the system,
we can raise the demand levels so that the remaining 90 percent keeps the server busy
10 percent of the time. Solving the algebra4 tells us that a demand of one-ninth of an
erlang for one server has nine-tenths of it keeping the server busy one-tenth of the
time. And the other one-tenth is the traffic turned away by the busy server.

The same reasoning applies to 1, 2, and 5 percent blocking for a single server. The
correction terms are smaller because fewer customers are being turned away, but the
reasoning is the same. A single server at 5 percent blocking serves just a little over 0.05
erlang, not very efficient.

Going to two servers improves our efficiency enormously. Picture two servers serving
0.2 erlang each. Ignoring the turn-away correction terms, we estimate that each of
these servers has 20 percent blocking. If that 20 percent can overflow to the other
server, then the only time a customer is blocked is when both servers are busy. With a
little more mathematical hand waving, we can figure that two independent servers are
busy 20 percent of 20 percent of the time, a net blocking rate of 4 percent for 0.4 erlang
of demand. As loose as this approximation is, it helps us believe that two servers can
serve 0.38 erlang at 5 percent blocking.

The last line of Table 23.1 has the puzzling number of 100 channels serving 104.11
erlangs at 10 percent blocking. How can this be? The answer is that only 93.7 erlangs
are actually served, and the other 10.4 erlangs are turned away, the 10 percent who are
blocked.

Another view of system capacity is occupancy, the fraction of the time the channels
are in use. Table 23.2 shows the same information in terms of occupancy rather than
erlangs of demand. The relationship is

Occupancy � �
c
e
h
r
a
la
n
n
n
g
e
s
ls

� (1.0 � blocking)

Tables 23.3 and 23.4 show the Erlang-B capacity and occupancy data for 24-trunk
DS-1 and 30-trunk E-1 links.

We also can do this calculation for very low blocking rates and larger numbers of
channels in Tables 23.5 and 23.6. These are more typical values for the large trunk
groups found inside the public switched telephone network (PSTN).

Knowing the demand is a critical part of wireless telephone system. Planning engi-
neers rely on forecasts for initial planning, but wireless system growth can be based on
measured demand.

Measuring demand is easy when blocking rates are low. If nobody is blocked, then us-
age is the same as demand. The demand in erlangs is the total of the call durations di-
vided by the time interval chosen. Typical telephone company engineering is for the
highest-demand time of day, the “busy hour.”

Measuring blocking rate by itself is not useful because we do not know how often
callers retry when their calls are blocked. Instead, we can measure the occupancy and
use the formulas that generated Tables 23.1 through 23.4. We measure the call min-
utes used during the busy hour, divide by the available call minutes, and use that ra-
tio as the occupancy in estimating demand.
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4While this is high school algebra, the reader who does not remember it should not feel bad.
Most of us in the wireless telephone business have been away from high school for a while. You
can trust us—it all works out.
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TABLE 23.2 Erlang-B Occupancy

Erlang-B occupancy

Lines P(B) � 0.01 P(B) � 0.02 P(B) � 0.05 P(B) � 0.10

1 0.010 0.020 0.050 0.100
2 0.076 0.109 0.181 0.268
3 0.150 0.197 0.285 0.381
4 0.215 0.268 0.362 0.460
5 0.269 0.325 0.422 0.519
6 0.315 0.372 0.469 0.564
8 0.387 0.444 0.539 0.630

10 0.442 0.498 0.590 0.676
12 0.485 0.540 0.629 0.711
14 0.520 0.574 0.660 0.738
16 0.549 0.602 0.685 0.759
18 0.574 0.626 0.706 0.777
20 0.596 0.646 0.724 0.793
25 0.639 0.686 0.759 0.822
30 0.671 0.716 0.785 0.843
35 0.697 0.740 0.806 0.860
40 0.718 0.759 0.822 0.873
45 0.735 0.775 0.835 0.883
50 0.750 0.789 0.846 0.892
60 0.775 0.811 0.864 0.906
70 0.794 0.828 0.878 0.917
80 0.809 0.841 0.888 0.925
90 0.822 0.853 0.897 0.931

100 0.832 0.862 0.905 0.937

TABLE 23.3 Erlang-B Tables for DS-1

Erlang-B capacity

Lines P(B) � 0.01 P(B) � 0.02 P(B) � 0.05 P(B) � 0.10

24 15.29 16.63 19.03 21.78
48 36.11 38.39 42.54 47.40
72 57.96 61.04 66.69 73.47
96 80.31 84.10 91.15 99.72

120 102.96 107.42 115.77 126.08

Erlang-B occupancy

Lines P(B) � 0.01 P(B) � 0.02 P(B) � 0.05 P(B) � 0.10

24 0.631 0.679 0.753 0.817
48 0.745 0.784 0.842 0.889
72 0.797 0.831 0.880 0.918
96 0.828 0.859 0.902 0.935

120 0.849 0.877 0.917 0.946
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TABLE 23.4 Erlang-B Tables for E-1

Erlang-B capacity

Lines P(B) � 0.01 P(B) � 0.02 P(B) � 0.05 P(B) � 0.10

32 22.05 23.72 26.75 30.24
64 50.60 53.43 58.60 64.75
96 80.31 84.10 91.15 99.72

128 110.57 115.23 124.01 134.88

Erlang-B occupancy

Lines P(B) � 0.01 P(B) � 0.02 P(B) � 0.05 P(B) � 0.10

32 0.682 0.727 0.794 0.850
64 0.783 0.818 0.870 0.911
96 0.828 0.859 0.902 0.935

128 0.855 0.882 0.920 0.948

TABLE 23.5 Erlang-B Capacity Tables for Low Blocking Rates

Erlang-B capacity

Lines P(B) � 0.0001 P(B) � 0.0002 P(B) � 0.0005 P(B) � 0.0010

100 69.24 70.88 73.24 75.24
200 156.14 158.72 162.46 165.62
300 246.39 249.72 254.56 258.64
400 338.34 342.32 348.09 352.99
500 431.35 435.91 442.53 448.15
600 525.11 530.20 537.60 543.89
700 619.43 625.01 633.14 640.06
800 714.19 720.23 729.05 736.55
900 809.32 815.80 825.25 833.32

1000 904.73 911.63 921.71 930.31

TABLE 23.6 Erlang-B Occupancy Tables for Low Blocking Rates

Erlang-B occupancy

Lines P(B) � 0.0001 P(B) � 0.0002 P(B) � 0.0005 P(B) � 0.0010

100 0.692 0.709 0.732 0.752
200 0.781 0.793 0.812 0.827
300 0.821 0.832 0.848 0.861
400 0.846 0.856 0.870 0.882
500 0.863 0.872 0.885 0.895
600 0.875 0.883 0.896 0.906
700 0.885 0.893 0.904 0.913
800 0.893 0.900 0.911 0.920
900 0.899 0.906 0.916 0.925

1000 0.905 0.911 0.921 0.929
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23.2 Effects of Adding ISDN Service

Adding circuit-switched data service to the demand for voice calls changes the traffic
engineering in three important ways:

■ The larger size of each data channel reduces the efficiency of our resource utilization.

■ Having a mix of large and small users makes the traffic engineering models more compli-
cated.

■ Balancing the blocking requirements of large and small users requires strategic blocking
of small users.

Consider a resource that handles 40 voice calls in which each voice call uses 14,400
bits per second. This same resource also can handle four Integrated Services Digital
Network (ISDN) circuit-switched data calls at 144 kbps. To the ISDN user who is 10
times larger, the resource looks 10 times smaller.

Suppose, however, that we ask how much traffic this resource can support at 2 per-
cent blocking. Our tables tell us that a resource with 40 channels can serve 31.0 erlangs
of traffic at an occupancy of 76 percent. These same tables tell us that a resource with
4 channels can serve 1.1 erlangs of traffic at an occupancy of 27 percent. This means
that the same resource with traffic engineering figured into the equation looks 30 times
smaller.

Under these conditions, the ISDN rate would have to be 30 times the voice channel
rate for the ISDN subscriber to pay an equal share.5 In the CDMA world, this means
that ISDN requires a share of the channel greater than 10 times the voice call.

Serving both types of users, voice and ISDN, requires a more sophisticated analysis.
To make visualization easier, let us consider small users who use one unit of resource,
big users who use three units of resource, and a total resource of seven units. At any
given moment a small call can start, a small call can end, a big call can start, or a big
call can end. Each of these events changes the available resource by one or three units
one way or the other. It is tempting, but incorrect, to consider eight states, zero through
seven units of resource available, as shown in Fig. 23.3.

Why is this picture not complete? Because it blurs the distinction between units of
resource used for small calls and units of resource used for big calls. Consider state 4
in Fig. 23.3. There are four ways to leave state 4, a small call can start, a small call can
end, a big call can start, or a big call can end. The distribution of new calls is indepen-
dent of the four units of resource, but the distribution of calls ending depends on
whether the four resource units in state 4 are four small calls or one small call and one
big call. This is the important distinction lost in this picture.

The reality is two-dimensional, and the full state space for two services is a two-
dimensional picture, shown in Fig. 23.4. There are 15 states rather than 8 if we cor-
rectly count the different combinations of small and big calls using the resources. Each
of the 15 states represents some combination of small calls and big calls that fit in the
total resource of 7 units. Let us denote by 4s � 0b the state with four small calls and
no big calls, and let 1s � 1b be the state with one small call and one big call. While both
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(BER) and, therefore, a higher Eb/N0. This relationship is described in Chap. 29.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.

Traffic Engineering for Voice and Data



of these are using 4 units of resource, they are different states, and Fig. 23.4 shows
them as different. While we can compute the equilibrium probabilities by solving 15
linear equations in 15 unknowns, there are some conclusions we can draw about the
system without actually doing the calculation.

We have marked with black circles the three states that block both small and big
calls, 7s � 0b, 4s � 1b, and 1s � 2b. These are the states that use all 7 units of resource.
The blocking rate for small calls is the sum of the equilibrium probabilities for the
three black circles because these are the states that will block a small call. We have
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Figure 23.3 Incorrect state diagram for two types of users.

Figure 23.4 State diagram for two types of users.
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marked with gray circles the five states that block big calls and not small calls, 6s �
0b, 5s � 0b, 3s � 1b, 2s � 1b, and 0s � 2b. These are the states that use 5 or 6 units
of resource, so there is room for a small call but not a big call. The blocking rate for big
calls is the sum of the probabilities of the three black circles and the five gray circles
because these are the states that will block a big call.

If we have been directed to offer both small calls and big calls the same blocking rate,
then this is not an efficient scenario. If the target blocking rate is fairly low, then the
gray circles will have equilibrium probabilities at least as high as the black circles. In
the general case with big calls b times bigger than small calls, a low blocking rate, and
a resource large enough for several big calls, the blocking probability for big calls will
be at least b times higher than the blocking probability for small calls.

We can balance the service blocking rates between small calls and big calls by decid-
ing to block all calls in any state where the physical system would block any calls. The
dark circles in Fig. 23.5 are states where we are blocking both small calls and big calls
even though the physical system has the resources to serve a small call in some of those
states. This has the effect of raising the blocking rate for small calls, but it reduces the
blocking for big calls without having to increase the resource. The same technique of
balancing service blocking rates is useful when there are more than two services.

In fact, having a single condition for blocking calls is a natural thing to do in a CDMA
system. The system can use some radio condition as a blocking criterion. For example,
if the forward transmit amplifier power level exceeds some predetermined fraction of
the total amplifier power, then the wireless system would be instructed to deny all new
calls on that cell sector. Both low-rate voice calls and high-rate data calls would be de-
nied service once the transmit power reaches this level.
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Figure 23.5 State diagram for balanced service for two types of users.
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23.3 Traffic Engineering for Packet Data

When we move from circuit-switched to packet traffic engineering, we move our analy-
sis from the status of a call to the status of a packet. A circuit-switched link sends all
its content (analog or digital) on the same route to the same destination. Once the
circuit-switched link is established, traffic engineering has no connection to the qual-
ity of the link. Packets are separate entities that can go separate ways to the same des-
tination. This allows packet data transport to use resources far more efficiently at the
expense of bringing more complex issues into the design stage of a packet pipe.

The quality-of-service (QoS) issues of a data link are latency, jitter, and loss, as de-
scribed in Sec. 17.3. As a congested link increases packet delay, there is a direct con-
nection between the size of a packet pipe and the QoS of each packet connection using
that pipe. Packet switches use store-and-forward technology to manage data traffic, es-
sentially lining the packets up in a queue for transport, so our packet traffic engineer-
ing model is a mathematical queuing model. We will examine the M/M/1 queue, a sim-
ple queuing model that fits pretty well to packet-switch behavior.

If a packet data service has any kind of delay requirement, then there is some delay
beyond which a packet is too late to be useful. After we have described the M/M/1
queue, we will show its distribution of delay probabilities and how that can be used for
traffic engineering a packet data link.

23.3.1 Queuing theory

The physical picture of a queue has some kind of service being provided to people who
arrive to be served. If there are no servers available when a person shows up for ser-
vice, then that person waits in some kind of queue, usually a line, until a server is
available.

The mathematical notion of a queue, at least at the basic level, is a system where
there is an incoming flow of work and a collection of servers. The incoming flow is usu-
ally a collection of discrete arrivals where each arrival has some workload associated
with it. We denote the various mathematical queuing models with a three- to five-
letter notation, A/B/c/K/N.

A. The first letter is the interarrival time distribution. The letter D denotes constant
interarrival times, an arrival every 2 minutes without exception. The letter M denotes
exponential interarrival times, a memoryless process where the time distribution until
the next arrival does not depend on how much time has passed since the last arrival.
The letter G denotes a general interarrival distribution. For queuing theory specialists,
there are Er, r-stage Erlangian, and HR, R-stage hyperexponential, distributions as well.

B. The second letter the service time distribution. The letter D denotes constant ser-
vice time; every customer requires exactly 5 minutes of work. The letter M denotes ex-
ponential service time. And the letter G denotes a general service time. There are Er,
r-stage Erlangian, and HR, R-stage hyperexponential, distributions for service time as
well.

c. The third symbol is the number of servers. This can be a constant such as 1, 2, or
3 or a variable c that appears in the solution equations.

K. The fourth symbol is the storage capacity of the queue, the maximum number of
arrivals that can wait in line. Any arrivals beyond K are dropped from the system. If
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the last two symbols are left out (e.g., M/M/1), then there is no limit; the storage ca-
pacity is infinite, and K � �.

N. The fifth symbol is the customer population, the size of the community that can
request service. If the last symbol or the last two symbols are left out (e.g., M/M/1), then
there is an unlimited population, and M � �. The significance of a noninfinite value of
M is that a bigger queue has fewer customers out there and has a lower arrival rate.

Let us concentrate on the M/M/1 queue whose full five-letter form is M/M/1/�/�. This
is a queue with random exponential interarrival time and random exponential service
time. We also assume this is a first-come, first-served (FCFS) queue, where the order
of service is the order of arrival. There are prioritized queues, but M/M/1 is not one of
them.

Do we really believe that packet data have perfectly memoryless interarrivals and an
exactly exponential distribution of packet size? Of course not. However, it is a good
starting point, and research has shown that M/M/1 is a reasonably good model for net-
work traffic.

There are only two parameters for an M/M/1 queue. The mean interarrival time is �,
and the mean service rate is �, so the mean service time is 1/�. We use the service rate
rather than time to follow the same pattern used in Fig. 23.1 for circuit-switched traf-
fic engineering. The utilization, or traffic intensity, of an M/M/1 queue is the fraction of
time the server is busy. The utilization � is the mean interarrival time � divided by the
mean service rate �, as shown in Eq. (23.9):

� � �
�

�
� (23.9)

That � is the utilization makes sense because the server, on average, does 1/� work
every � time interval. Each arrival coming into the queue will receive immediate ser-
vice when the server is not busy, 1 � � of the time, and will have to wait in the queue
when the server is busy, the other � of the time. The M/M/1 queue does not make sense
if � 
 1 because the queue backs up endlessly.

The distribution of the length of the M/M/1 queue over time is an exponential distri-
bution as shown in Eq. (23.10):

Prob(n in queue) � (1 � �)�n (23.10)

Average in queue � �
1 �

�

�
� (23.11)

Notice that the average number in the queue in Eq. (23.11) rises sharply to infinity as
� gets close to one.

23.3.2 Waiting probabilities

The most important law in queuing theory is Little’s law. It says that the average wait-
ing time in a queuing system is the average service time multiplied by the average
number in the queue, as shown in Eq. (23.12):

W � �
L
�

� (23.12)
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where W � average time in the system
L � average number in system
� � average interarrival time

The queuing system can be very general; it does not have to be M/M/1 for Little’s law
to hold. While this sounds obvious, the average of a multiplication product is typically
not the same as the product of their individual averages. Queues are a special case.

Equation (23.13) shows that the average number waiting in the queue Lq is the av-
erage number in the entire system L minus the average number being served �6:

Lq � �
1 �

�

�
� � � � �

1
�

�

2

�
� (23.13)

Little’s law gives us the average time in an M/M/1 queue in Eq. (23.14):

Wq � �
L
�
q� � �

�(1
�

�

2

�)
� � �

�(1
�

� �)
� (23.14)

Notice that this average waiting time is proportional to the average service time 1/�.
In a packet system, this is the average packet size divided by the speed of the packet
pipe. And � is the utilization, the packet traffic divided by the capacity of the pipe leav-
ing the store-and-forward environment of a packet switch.

However, we want more than the average waiting time. We want to know what frac-
tion of the packets have to wait more than a given amount of time. More specifically,
we want to engineer the packet pipe to have enough capacity that the probability of a
packet waiting too long is small enough to satisfy the QoS requirements.

Given that an arrival has to wait in an M/M/1 queue, the waiting time follows an ex-
ponential distribution, as shown in Eq. (23.15):

Prob(wait 
 t) � Prob(wait)e�t�(1��) (23.15)

Since the probability that a customer has to wait Prob(wait) is just the server utiliza-
tion �, we get Eq. (23.16) telling us the probability that a packet has to wait longer than
a given time t:

Prob(wait 
 t) � �e�t�(1��) (23.16)

Assuming a packet switch delay requirement t, and assuming that we know the uti-
lization � and the average packet duration 1/�, Eq. (23.16) gives us the fraction of pack-
ets that will not clear the packet switch within time t.

As we said earlier, this is not the entire story of packet traffic engineering. The dis-
tribution of packet sizes is not exponential, and the interarrival time between packets
has a bursty characteristic that the M/M/1 model ignores. We can deal with some of this
by treating the packet bursts as customers in the queue and choosing � so that 1/� is
the average size of a packet burst. Also, packet routing often involves multiple packet
switches, and several of these packet switches can be congested at the same time. To
make the statistics problem more difficult, when one packet switch is congested, the
others are more likely to be congested as well.
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6If the server is busy � of the time and the server has one customer when busy, then the aver-
age number being served is �.
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However, while we are looking at reasons why the M/M/1 queue model is not perfect,
we might be missing the point. As long as � stays low enough, the packets will seldom
have to wait very long. Increasing the capacity and speed of the packet pipe reduces
both the average burst duration 1/� and the packet pipe utilization �. Equation (23.16)
gives us a good indication of just how much extra capacity the pipe needs so that few
enough packets have excess delay. And this is what traffic engineering is all about.

23.4 Network Routing for Increased Capacity

Consider the three nodes in a 2 percent blocking network in Fig. 23.6 with 5.0 erlangs
of demand between each pair of nodes. According to Table 23.1, 10 channels are needed
to meet a standard of 2 percent blocking for 5.0 erlangs. This means 10 channels on
each of the three pathways, a total of 30 channels.

Suppose, however, that there is an alternative route, some other path to try. If its di-
rect, primary route is not available, then a call is sent on a less direct, secondary route
on the other two sides of the triangle. The telephony buzzword for a multiple-link path
is a tandem route.

Let us now engineer each link for a primary blocking rate of 10 percent and do a
“back of the envelope” calculation. Ten percent of the traffic is now using two links in-
stead of one, so each link must be engineered for an extra 10 percent, 5.5 erlangs in-
stead of 5.0. Ten percent blocking for 5.5 erlangs requires eight channels on each link.

When a primary link is blocked, each secondary link is blocked 10 percent of the
time, so the secondary route has 20 percent blocking. Thus the network blocking rate
is 10 percent for the primary route and 20 percent for the secondary alternative, a 2
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percent blocking rate, 0.10 � 0.20 � 0.02. The overflow network achieves the same 2
percent blocking rate with 8 channels on each link instead of 10.

For the sake of this three-node example, we assumed that the distributions on the
three paths are Poisson, that the three links have independent blocking behavior, and
that we can add blocking probabilities for tandem paths. All three of these are reason-
able enough approximations to make the point that overflowing calls to alternative
routing can save facilities and reduce blocking.

■ The Poisson distribution depends on time-independent call arrivals, that the likelihood of
a call being placed is independent of other calls. This makes sense for millions of people
independently using their telephones, but a link is going to be blocked for some period of
time during which there will be a burst of overflow traffic.

■ Since the extra 10 percent is bursty rather than smooth, the likelihood of multiple links
being blocked is actually higher than if they block independently.

■ The likelihood of a tandem link being blocked is less than the sum of their individual
blocking probabilities because the sum double counts the case where both links are full.
(At least this one works in our favor; the truth is better than our assumptions.)

With more sophisticated calculations taking these effects into account, we still realize
an enormous benefit from alternative routing. As a telephone network gets bigger,
there are more alternative routes, and the facilities can be used more effectively.7

In real telephone networks, the actual calculation of blocking rates with alternative
pathways is a huge calculation. Most of the time networks are growing and changing
fast enough that the engineer’s job is to stay ahead of the new demand for service
rather than trying to figure out exact blocking rates. It is still important to estimate
the present and future point-to-point demand throughout the network, to enumerate
primary and alternative routes, to develop internal routing tables for the network, and
to provision enough facilities to meet the demand. However, with the rapid growth that
telephone markets have seen for the last century, and with few signs of that growth
ending anytime soon, overprovisioning is more often a matter of buying facilities too
soon rather than buying too much transport.

23.5 IP Services (DSL)

With the rapid growth of digital subscriber line (DSL) technology, one would have to
wonder about the traffic engineering issues. DSL generates a tremendous amount of
packet traffic on the public packet data network (PPDN), and there is a significant traf-
fic engineering job to be done managing the Internet.

However, DSL itself is an access technology. Most of us with DSL service were given
some new terminal equipment, some junction boxes on the side of the house, and a DSL
modem, but the service itself is provided on the existing loop to the telephone company
switch. DSL installation is an access provisioning issue but not a traffic engineering
issue.
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7We say effectively here rather than efficiently because having 10 percent of the calls using 2
links may not be considered more efficient, but having 8 links instead of 10 for the same level of
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The advent of DSL did, however, solve a traffic engineering problem. In the late
1990s, the PSTN suddenly and unexpectedly encountered capacity problems. The prob-
lems were created not so much by having more calls but by the fact that with so many
people browsing the World Wide Web via modem, calls were lasting much longer, on av-
erage, than ever before. Traffic engineering assumptions about the average length of
calls, which had been accurate for decades, simply were no longer true. Parts of the
PSTN, in California and elsewhere, were clogged with local calls. Capacity was being
exceeded, blocking rates were too high, and because the calls generally were made on
unlimited local service, no revenue was being realized.

Offering DSL mitigates the problem in two ways. The users who most want a lot of
time on the Internet switch to DSL at about $50 per month. This increases the local ac-
cess provider’s revenue. The DSL data are routed outside the PSTN by a device at the
local exchange office called a digital subscriber line access multiplexer (DSLAM), which
moves the data off the PSTN onto the PPDN. As a result, PSTN capacity usage was re-
duced, and average call length dropped back toward its historical norm.

23.6 Reliability and Redundancy

Traffic engineering to meet demand at minimum cost for a growing system is only part
of the problem. The other part is making sure the system meets its standard for relia-
bility. Customers blocked because facilities are all in use can retry their calls a few min-
utes later, but customers can be blocked for hours by equipment failures.

The reliability requirement for a telephone system can be a sensitive issue because
it depends on how people are using their telephones. As an example from another area,
when toy pocket calculators evolved into electronic pocket planners, rigorous backup
systems were added. Not having a pocket calculator handy to compute the tip on a
restaurant check is in a different class from having a personal digital assistant (PDA)
break down and lose all the information in its memory. Many cellular users rely on
their mobile telephones, and fixed wireless local loop is typically a primary household
telephone with the same reliability standards we came to expect of our landline
telephones.

This becomes an important issue because reliability is expensive. If a base station
stops working, then some of its users will be able to use other base stations, perhaps
with a lower quality of service, and the others will lose their service entirely. Either al-
ternative means unhappy customers. The equipment reliability modeling concepts for
the base station in Sec. 4.8 apply to other equipment.

The network itself can be designed for reliability as well. The same traffic overflow
that improves blocking probabilities also can improve reliability, but the facilities have
to have redundant paths. Installing extra pathways in a telephone network means in-
curring extra cost, so the network designer has to decide how much it is worth to pre-
vent a total failure for a community of subscribers. It is some consolation for the ca-
pacity engineer that there will be some favorable traffic engineering in a network with
alternate pathways. Most of the time all the facilities will be working properly, and the
system will enjoy favorable blocking probabilities. And when a facility fails, the extra
expense incurred for reliability pays off.

Our focus has been on the big job of traffic engineering, calculating the facilities needed
to support circuit-switched or packet-switched transport for voice calls on circuits or vir-
tual circuits and data bandwidth on packet networks. However, the principles of traffic
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engineering also apply to calculating the facilities needed for signaling or other pur-
poses. However, when the capacity calculation is done, the actual implementation of
physical transport capacity for Signaling System 7 (SS7) networks is quite different
from the implementation of transport capacity for the calls themselves. For transport
capacity, we seek to provide capacity to produce an acceptably low blocking rate at low
cost. For the SS7 network, we define our expected maximum capacity and then build a
network that can handle that load when running at 40 percent capacity. To ensure re-
liability, SS7 is built with hot spares and redundant transport capacity. If any one link
fails, its hot spare takes over and should be running at a maximum of 80 percent
capacity even during the time of the infrastructure failure.

23.7 Conclusion

In this chapter we have explored the traffic engineering principles first developed for
telephony and then expanded for use in planning hybrid voice-data circuit-switched
networks as well as packet pipes and packet networks.
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24
Switching Capacity

A mobile switching center (MSC) is a busy place, with processors, switches, speech han-
dlers, and other equipment handling calls coming from dozens or hundreds of base sta-
tions.1 Each component must have the capacity to handle the workload for all its vari-
ous tasks. In this chapter we look at each logical component and enumerate its tasks,
laying out the picture of what needs to be done to estimate capacity for each component
of the MSC.

24.1 Main Processor Capacity

The MSC is a telephone switch that has extra responsibilities for the wireless part of
the wireless telephone system. The main processor of the MSC is the computer proces-
sor that figures out what the switch should be doing. The processor itself has to have
enough computing power to do everything the MSC has to do. Therefore, let us go over
the functions that the MSC main processor has to perform, and let us keep our eyes
open for how much workload each presents. These functions include call processing,
providing short message service (SMS), and managing handoffs.

24.1.1 Call processing

The call-processing workload for the MSC processor is on a per-call basis. Once we es-
timate the number of calls the MSC has to handle, we have a handle on the amount of
computation the processor has to do.

Each voice call originating from a cellular telephone served by the MSC uses pro-
cessing resources. Each call involves analyzing dialed digits and deciding if the sub-
scriber can make the call. For example, if a subscriber’s telephone service has been can-
celed due to reported theft or loss of the cellular telephone or due to nonpayment of
bills, the system will not allow most calls, but by law it must accept 911 emergency
calls, even from these phones. The exchange of signaling messages with the home lo-
cation register (HLR) needed for this type of validation uses processor resources. If the

1The term MSC is used ambiguously. Sometimes it refers to the central switch and its proces-
sor, and other times it refers to the entire building and all its contents.
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MSC has a direct connection to an interexchange carrier for long-distance service, then
the digits have to be analyzed for long-distance routing. Finally, once all the decisions
are made, the processor has to assign resources to switch the call.

Each voice-call termination uses processor resources for call processing and for lo-
cating the user terminal. The MSC has to interpret the dialed digits, communicate with
the HLR and base stations to pinpoint the MSC and base station serving the user ter-
minal, and set up the call. Roamers use call-processing resources at their home and
serving MSCs with some unavoidable duplication of effort.

Subscriber features use switch resources. Incoming call-waiting calls require the
processor to notify the subscriber, to detect flashes, and to do the appropriate switch-
ing. Similarly, three-way calls keep the processor busy managing the extra connection,
at least as much work as a new mobile origination.

Data calls are not terribly different from voice calls as far as the MSC processor is
concerned. It has to establish an Internet Protocol (IP) link for the subscriber and di-
rect the packet-switching components to send their packets into the landline data net-
work. While the packets may need some processing of their own, this should be inde-
pendent of the MSC main processor.

Voice-call releases use call-processing resources as well. Resources allocated have to
be freed, and there is communication with the base station, the HLR, and perhaps the
visitor location register (VLR). In capacity planning, we can consider the call release
activity as part of the call origination and termination workload because every call has
to end sometime.2

Accounting and statistics have to be maintained by the MSC for billing and for sys-
tem analysis. While these functions are not part of call processing, we put them here
because the workload they represent for the MSC processor is also proportional to the
number of calls made.

24.1.2 Short message service (SMS)

SMS is another work item for the MSC main processor. Each SMS message may rep-
resent a workload comparable to a voice call.

An outgoing message comes from the base station and becomes a Signaling System
7 (SS7) signaling message to the SMS message center (SMSC). The MSC processor has
to make sure that the message goes to the correct SMSC for the user terminal, so it has
to process some subscriber information. And it has to maintain accounting statistics for
billing and analysis. Incoming messages are more complicated. They involve locating
the user terminal, which means that the MSC processor is managing communication
with base stations.

As we will discuss in Sec. 25.4, SMS is a wildcard because short messages use about
as much MSC resources as a voice telephone call but almost no radio resources, so the
SMS traffic can grow considerably and tie up switches and signaling without exceed-
ing the air-interface capacity.
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2Airport planners can figure that the number of takeoffs and landings will be more or less equal
over time. What goes up must come down.
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24.1.3 Handoffs

Handoffs are a big item in MSC processing usage. The base station does most of the work,
but the MSC still performs the switching and manages the resources for the handoffs.

A great deal of design effort went into keeping the handoff workload at the base sta-
tion rather than at the MSC. Measurements for handoffs are done at the base stations,
and the MSC is little more than a message switch to send handoff measurements from
one base station to another. A softer handoff (see Sec. 8.7) is done completely within the
base station, so the MSC has no role to play.

A hard handoff involves the MSC in communication with two base stations, a dis-
connect and reconnect, and any associated statistical bookkeeping. When the hard
handoff is from one MSC to another, there is a lot more calculation to determine if it is
a handoff forward, a handoff back, or a path minimization, as described in Sec. 15.1.

A soft handoff (see Sec. 8.7) keeps the MSC very busy. The switch designer has to de-
cide where the workload goes, but some part of the MSC has to compare each frame
from all the soft-handoff sources on the reverse link and select the best one. This frame-
comparison activity is an ongoing effort unlike call processing, where the work ends
when the call begins. cdmaOne calls can spend one-third of their time in soft handoff,
so this is a major MSC resource issue.

The MSC processor is such an important part of the system that it should have com-
fortable performance margins. If a link runs out of capacity, then a few subscribers get
lousy service for a few seconds. If a packet handler gets backed up, then a few sub-
scribers get slow Internet response. However, if the MSC processor gets behind in its
workload, then the entire system is in trouble.

24.2 The Flow of Bits Through the Switch

There is a limit to how many connections a switch can have. Wires in an analog switch
have evolved into time division multiplexers in a digital switch, but the principle is the
same. Any switch technology can handle some maximum bit throughput, some maxi-
mum number of simultaneous voice connections.

All the data pipes from all the base stations come into the MSC. Each base station
needs one or more DS-1 or E-1 links, and the sum total of these is a major part of the
total facilities load of the MSC.

The voice trunks to the public switched telephone network (PSTN) are also part of
the switch-throughput picture. If subscriber demand is primarily voice calls, then these
trunks may dominate the MSC facilities. The base station transport carries com-
pressed voice and user data, whereas the PSTN voice trunks are not compressed. Com-
pressed voice is 4000 to 13,000 bits per second, whereas full-rate pulse code modulated
(PCM) voice is 64,000 bits per second.

We also have to consider the data going to and from the speech coders that convert the
compressed voice to full-rate PCM. A system that is primarily voice traffic is going to have
a lot of speech coding and a lot of data going into and out of the speech coding equipment.

We have to count the entire data service load as well. Wireless data service connects
a subscriber’s user terminal via IP to the landline data network. Subscriber data in-
clude packets in and packets out, and those packets use telephone facilities in the MSC.

We also have to count the signaling connections. The pipes from the MSC to the SS7
network should be a tiny fraction of the total data going through the MSC, but it has
to be figured into the data flow equation.
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There really is not any traffic engineering to be done here. Each component of the
transport has to be designed to have enough capacity for adequate performance according
to the service provider’s quality requirements and the subscriber demand the provider
wishes to serve. If each base station has to have 0.02 percent packet blocking, then this
determines how many DS-1 or E-1 links are needed. If speech coders have to have 99.9
percent availability, then this determines how many packet and circuit links they need. If
all of these data-throughput requirements add up to more than the capacity of the switch
hardware, then we have to buy another switch or to lower our expectations.

24.3 Circuit Switching

Circuit-switching loads are pretty simple to estimate because they are directly related to
voice-call activity. A call starts, a call stops, a call-waiting call comes in, a three-way call
goes out, and a call ends. Each of these involves a fixed amount of switching activity.

Circuit-switched data channels such as Integrated Services Digital Network (ISDN)
follow the same rules. The connection is made, the connection is broken, and not much
more happens to an ISDN call.3

Direct data packet service is no work at all for the circuit-switching component of the
MSC. Packets come in and go out through packet handlers, and no circuit switching is
required.

The wireless environment adds one enormous monkey wrench to the circuit-switch-
ing load—handoffs. If the typical call averages 1.5 handoffs, then this multiplies the
switching load by approximately 2.5 compared with a network with no handoffs.4 Soft
handoff may keep other MSC components busy, but it is no worse than hard handoff for
switching. The estimate of handoff activity per voice call can be an important calcula-
tion for MSC capacity.

It is not clear, however, that handoffs must involve circuit switching at all. Some ven-
dors maintain a pure packet link between the base stations and the MSC. In this case,
the packet handler routes the compressed-speech voice packets based on their address.
Even a handoff to another MSC may use a virtual circuit over a packet link and there-
fore may require no circuit switching.

24.4 Packet Switching

Going down the list of MSC functions and resources, there seems to be a pattern.
We seem to be putting more and more work into the packet handlers. Therefore, let
us examine what these packet handlers might be doing and how their capacity is
engineered.

The packet component of the base-station-to-MSC link goes through the packet han-
dler. If the speech is packetized, then the entire base-station-to-MSC link is a packet
link and goes through the packet handler. The voice packets go to the speech coding
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3Some telephone companies provide an always-on ISDN service that leaves a point-to-point con-
nection permanently in place.

4In our old Advanced Mobile Phone Service (AMPS) days, we had about 1.5 handoffs per call,
and the 1AESS analog switch that could handle 250,000 landline calls per hour only handled
100,000 cellular calls per hour.
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components, whereas the subscriber data packets are routed to the landline data net-
work, and SMS packets are routed to the SS7 network.

The packets still may require processing. The base-station-to-MSC link may be a
packet link, but its packets may not be the same format as the speech coder and land-
line data network require. Packets are often encapsulated with an extra header to get
them between the base station and the MSC.

The packet handlers are a queuing system, and we have to know their specific ar-
chitecture to do the queuing analysis in Sec. 23.3. The model tells us how likely a
packet is to wait longer than some specified time t based on the characteristics of the
packets and the queue. The time t is how long we are willing to wait for a packet to get
through the packet handler.

While this waiting time t may affect a data subscriber’s Internet performance, the
most important issue in determining t is how quickly packets have to be processed for
the speech coding not to have gaps, assuming that the speech data come by packet. We
can allow t to be longer only at the expense of lengthening the propagation delay of
voice calls in the MSC. If we try to make the speech propagation too short, then we run
the risk of losing too many packets to queuing delay.

24.5 Speech Coding

The speech coding process converts the low-bit-rate speech (QCELP for cdmaOne or
cmda2000, AMR for W-CDMA) to standard telephone trunk PCM. Each wireless voice
call requires one bidirectional speech handler. Having call waiting or a three-way call
does not increase the amount of speech handling required.

Thus we have a simple Erlang-B traffic engineering problem: There is a stochastic
demand for speech handling, some number of erlangs, and our job is to make sure that
there are enough speech handlers to provide an adequately low blocking rate for the
speech coding service.

The blocking percentages required, however, are typically much lower than the 1 to 10
percent we engineer on the air interface. We can take advantage of the larger numbers of
voice calls for an entire MSC community and engineer the speech handling for very low
blocking rates on the order of 0.1 or even 0.01 percent, as shown in Tables 23.5 and 23.6.

The blocking of speech handlers is virtually independent of air-interface blocking, so
the two blocking rates are almost exactly added.5 Because of the large numbers of speech
handlers for the entire MSC voice-call community, we should be able to maintain busy-
hour occupancy of around 90 percent even at low blocking levels of around 0.01 percent.
Thus it seems that there is not much economy to be gained and significant performance
to be lost by engineering fewer speech coders and raising their blocking rates.

24.6 Conclusion

Now that we have completed our general look at MSC switching capacity, we will turn
our attention to the capacity required for mobile-specific activities, as defined by the
ANSI-41 standard.
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5So long as both air-interface and speech coding have low blocking rates, adding the two block-
ing rates is a reasonable approximation of the combined blocking rate.
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25
ANSI-41 Signaling Capacity

This chapter provides the approach to estimating the capacity needed to support ac-
tivity defined by the ANSI-41 standard for communications between mobile switching
centers (MSCs) and between MSCs and other devices. We discuss capacity for inter-
MSC handoffs and support for roaming, call processing, the short message service
(SMS), and other switching activities. In some cases, we include activities that are out-
side the ANSI-41 specification. We note these occurrences. This chapter builds the ba-
sis in principles for the practical techniques we will offer in Parts 6 and 7.

25.1 Inter-MSC Handoffs

We will call sectors that can have handoffs to another MSC border sectors. The base
stations serving these sectors can initiate inter-MSC handoff activity. Handoffs from
nonborder cells may involve signaling and communication, but all of this is among base
stations and their common MSC.

Each handoff will require some of these elements: handoff measurement, handoff
forward, handoff back, path minimization, and call release. Let us take a look at how
many signaling messages are involved in each case

Handoff measurement requests are messages sent from the serving MSC to candi-
date MSCs. Each candidate MSC measures the signal from the user terminal. While
every candidate MSC is sent a handoff measurement request, only those which detect
adequate signal from the user terminal to accept a handoff respond with a measure-
ment message. Once the serving MSC has selected a target MSC for a handoff, it may
decide to do a handoff forward, a handoff back, or a path minimization.

A handoff forward is three messages. The serving MSC sends a message to the tar-
get MSC, and the target acknowledges the message. Once the MSC-to-MSC channel is
established and the handoff is complete, the target MSC sends a third message.

A handoff back is four messages. The serving MSC sends a message to the target
MSC, and the message is acknowledged. Once the handoff is complete, the target sends
a message to release the facility, and that message is acknowledged.

A path minimization is seven or more messages. The serving MSC sends a message
to the anchor MSC that may go through one or more tandem MSCs. The serving MSC
communicates directly with the target MSC using two messages to establish a connec-
tion for the handoff and then acknowledges the path-minimized handoff to the serving
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MSC. Once the handoff is complete, the serving MSC and anchor MSC coordinate the
release of their facility with two messages that may go through the same tandem
MSCs.

When a handed-off call is released while the serving MSC is not the anchor MSC, the
call release is two messages, one to release the facility and one to acknowledge. Each
tandem MSC adds two messages to the tally.

25.1.1 Total handoff message count

What does this tell us about inter-MSC handoff signaling? It gives us an idea of how
much inter-MSC signaling to expect from handoff traffic. If we can estimate the hand-
off activity, then we can add up the messages to estimate the signaling load.

The number of handoff measurements is related to the number of calls in border sec-
tors. We can think of each call as having some likelihood of having a handoff measure-
ment involving another MSC or more than one other MSC. By knowing the call volume
and the rate of handoff measurements per call minute, we can estimate the number
of handoff measurements. We also know that each estimate has one to two messages
per neighboring MSC, so this gives us an MSC-to-MSC message load from handoff
measurements.

The first inter-MSC handoff of any call is a handoff forward with three inter-MSC
messages. Subsequent handoffs are not so predictable, but the difference in message
count between a handoff forward and handoff back is only one message, so the message
count from subsequent handoffs on a call mostly depends on whether there are many
tandem-MSC handoffs and whether there are many path minimizations. And any call
that ends with its serving MSC not the same as its anchor MSC generates two mes-
sages. The same analysis that estimates the ANSI-41 workload also can be used to es-
timate the demand on the MSC-to-MSC links dedicated to handoff traffic.

25.2 Roaming

We want to know how much signaling activity is associated with roaming subscribers.
Handoffs only involve ANSI-41 signaling when a call moves from one MSC region to an-
other, but roaming involves significant signaling for any subscriber activity in an MSC
region other than the user’s home MSC region.1

When a roaming user terminal is detected in a wireless telephone system, the serv-
ing MSC sends the home location register (HLR) a message through its visitor loca-
tion register (VLR) requesting service qualification and expects a reply message. This
message exchange takes place when the visiting user terminal is detected initially. If
the original service qualification covers a particular coverage area and the user ter-
minal is detected outside that area, then the serving MSC requests service qualifica-
tion again. This does not have to be a new MSC region because service qualification
may be limited to just a part of the entire MSC service area. Also, a service qualifica-
tion can have a time limit, and a new service qualification is required when that time
limit expires.

310 Capacity and Quality Principles

1In this chapter we are using the ANSI-41 definition of roaming, where a user terminal is roam-
ing whenever it is being served by an MSC other than its home MSC. The subscriber may not be
notified of or charged for roaming in this technical sense of the term.
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The serving MSC sends a location cancellation message through its VLR to the HLR
when the user terminal sends a power-down message or when the user terminal fails
to register when it is required to do so. This message is acknowledged by the HLR.

When the user terminal registers in a new MSC region while still qualified for ser-
vice in another MSC region, the HLR sends a registration cancellation message
through its VLR to the HLR, which is acknowledged. In code division multiple access
(CDMA) systems, there also can be an exchange of information between the old and
new MSC regions directly, two more messages between their VLRs.

There are also messages and acknowledgments when the HLR revokes the service
qualification it has sent or when the subscriber activates a feature. These are far rarer
events, we hope, than the normal, successful registration of a user terminal.

Registration uses two messages from serving MSC to serving VLR to HLR and back
to turn on the user terminal, four messages to move to a new MSC region, two more
messages to move within the MSC region if subregions of service have been defined,
and two more messages for a timeout. Finally, there are two more messages when the
user terminal is turned off or otherwise loses connection with the serving MSC.

When two MSC regions have border cells as described in Sec. 15.2.3, user terminal
registration can be detected by a base station served by an MSC other than the serv-
ing MSC. When the border MSC receives a registration message, it sends a message re-
questing service qualification to the HLR, so the HLR receives two messages. The HLR
resolves the two MSCs based on their reported radio signal conditions and sends a mes-
sage to the serving MSC, either an acknowledgment of its request or a cancellation.
Once the serving MSC replies, the HLR sends the border MSC a message. Thus a
border-cell detection generates two messages between the border MSC and the HLR
and two messages between the serving MSC and the HLR.

Roamer call delivery is a very important and fairly common cellular event. And
roamer call delivery can have many outcomes. The user terminal may be available to
answer the call, the user terminal may be out of the service area, or the user terminal
may be busy on another call. The subscriber may or may not answer the call. The sub-
scriber may have the bad timing to initiate a call after the assignment of a temporary
local directory number (TLDN) but before the call setup to the TLDN arrives through
the telephone network.

In all these cases, however, there is a location request message from the originating
MSC to the HLR and some kind of response back from the HLR. Also, unless the user
terminal has powered down and sent a message to the base station saying so, there is
a message from the HLR to the serving MSC requesting a TLDN and an acknowledg-
ment, favorable or otherwise.

This means that we should estimate the volume of roamer terminated calls for each
MSC. We should do this for each MSC in the role of home MSC and in the role of serv-
ing MSC. The traffic patterns in a major metropolitan area may have significant asym-
metries between the two because commuters buy service in their suburban neighbor-
hoods and use their cell phones in their city-center workplaces.

25.3 Call Processing

Virtually every time a subscriber does something with his or her user terminal, the
serving MSC contacts the HLR, and the HLR sends some response. Whenever a call is
made or received, the user terminal registers, and the HLR verifies its validity. When
the subscriber picks up voice messages, the serving MSC signals the HLR, which, in
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turn, signals the voice-message system. When the subscriber makes a three-way call,
the HLR confirms that the three-way calling feature is available to that user terminal.

If there is a normal case for terminating calls, then it is home-system call delivery,
where the originating MSC is the serving MSC and there is a single exchange of verifi-
cation between the MSC and the HLR. If the termination is a roamer call delivery and
the user terminal has an active location, then there is another pair of messages between
the HLR and the serving MSC through the serving VLR, as we discussed in the pre-
ceding section. If the call delivery involves a border cell, then there is an extra set of five
or six messages between the border MSC and the serving MSC to coordinate the page
response, to establish the call setup, and to alert the subscriber of an incoming call.

Call forwarding can be unconditional (CFU) or conditional. Conditional call forward-
ing can be busy (CFB), no answer (CFNA), or default (CFD). CFD forwards calls when
either the line is busy or there is no answer. Calls forwarded to the subscriber come
through the public switched telephone network (PSTN) and involve no extra signaling.
Calls to the user terminal being forwarded someplace else, per subscriber instruction,
are another story because they can generate ANSI-41 signaling messages if the user
terminal has an active location. When the originating MSC gets the message from the
serving MSC that the forwarding condition is met, the originating MSC requests and
receives the call-forwarding directory number.

Call waiting only generates ANSI-41 signal messages when the call has been handed
off to another MSC. The anchor MSC sends the serving MSC a call-waiting message,
which is acknowledged. When the subscriber presses the SEND key, the serving MSC de-
tects it, signals the flash to the anchor MSC, and awaits acknowledgment of the flash.

There are various kinds of subscriber-screened calls. These include calling number
identification presentation (CNIP), calling name presentation (CNAP), selective call ac-
ceptance (SCA), and password call acceptance (PCA). The HLR sends a message to the
Signaling System 7 (SS7) service control point (SCP), where it retrieves data on the
subscriber’s call screening. Then the HLR contacts the serving MSC with the screen-
ing information so that the user terminal can be paged and the subscriber can be
queried. Do not disturb (DND) is just what it sounds like; terminating calls are denied
as if the user terminal were turned off.

Mobile access hunting (MAH) goes through a group of mobile telephone numbers just
like a hunt group of landline telephones, where the local office rings the first nonbusy
line. In the wireless case, each user terminal in the sequence is checked for an active
location and paged if it has one. Flexible alerting (FA) allows several wireless tele-
phones all to alert when a call is placed to a designated telephone number. These two
features place more calls to user terminals and, therefore, may increase the ANSI-41
message load. We suspect that use of these features will be low enough not to be a ma-
jor issue.

What is the bottom line for call processing? Calls generate work for the wireless tele-
phone system, obviously, and they also generate ANSI-41 message for the SS7 signal-
ing network.

25.4 Short Message Service (SMS)

SMS is the signaling wildcard. SMS makes demands of signaling capacity without in-
creasing the demand for voice channels on the network and while demanding very lit-
tle capacity on the air interface. Generally, calls start and stop in predictable fashion,
so we can predict the number of ANSI-41 messages that are related to calls per minute
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of air-interface use. SMS adds to the demand for ANSI-41 at a much higher ratio of sig-
nals per capacity demanded than voice calls do.

We expect that virtually every user terminal is a short message entity (SME) and has
the capability of sending and receiving short messages. When a user terminal registers,
the response message from the HLR to the serving MSC contains SMS service qualifi-
cation information, but these are not extra messages because of SMS. The message
loads are between a user terminal’s serving MSC and the subscriber’s SMS message
center (SMSC).

When mobile subscriber A sends a short message to mobile subscriber B, that mes-
sage is sent from serving MSC A to the SMSC associated with subscriber A. The SMSC
then contacts MSC B and the HLR for B to route the call to the serving MSC for sub-
scriber B. All these information requests and the transmission of the message itself
have acknowledgments, and all use ANSI-41 capacity. Thus a short message from A to
B generates two messages between serving MSC A and the SMSC and two messages
between the SMSC and serving MSC B.

When subscriber A sends a message to an external SME (ESME), that messages is
sent from serving MSC A through the SMSC to the outside world. There are two mes-
sages between MSC A and the SMSC and two messages between the SMSC and the
public Transmission Control Protocol/Internet Protocol (TCP/IP) network.

When an ESME sends a short message to subscriber B, that message is sent to the
SMSC for the ESME, which queries HLR B so that it can send the message to serving
MSC B. There are two messages between the external SMSC and HLR B and two mes-
sages between the external SMSC and serving MSC B.2

The reason we call SMS a signaling wildcard is that it uses a high proportion of sig-
naling to message size and also uses no voice or data channel resources on the cellular
network. SMS messages are handled entirely on the signaling channel. If voice calls
send 10 signals per minute of talk, then we might have 1000 bytes of ANSI-41 data for
a million bytes of speech. High-speed data users are going to tip the proportion even
further by sending tens of megabytes for each 1000 ANSI-41 bytes. However, SMS uses
at least four ANSI-41 messages over the SS7 network for each short message of 160
bytes or less, and the short message itself is on separate switches and data links, not
on voice channels. This means that a surge in SMS use will make major demands on
the SS7 network without using any voice circuits (real or virtual) or data circuits. Also,
SMS messages will increase the demand on switching capacity while requiring very lit-
tle air-interface capacity, unlike voice calls and data services, which require a much
higher proportion of air-interface capacity than signaling capacity.

25.5 Other Signaling Activity

There are many other parts to ANSI-41. There is user terminal authentication to pre-
vent wireless telephone fraud. There is over-the-air service provisioning (OTASP) so
that subscribers can sign up for service and change their feature lists over the radio
link. System technicians use ANSI-41 messages to change the status of facilities for op-
erations, administration, and maintenance (OA&M).
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2One SMS message-routing model we analyzed indicated that, for some calls, there might be
two SMSCs involved. If these methods are used, then two or four more routing messages would
be added to the overhead for each SMS message.
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These are all important ANSI-41 functions, but these are not heavy hitters in terms
of message quantity. The authentication process is part of user terminal registration,
we suspect that few subscribers make frequent service changes, and facilities should
not need to go out of service for testing very often.

25.6 Adding It All Up

Once we have estimated all the significant contributions to the ANSI-41 signaling load,
we have to add them up. Each handoff, roaming, call-processing, and SMS link has
an estimated busy-hour message prediction based on our estimates and forecasts of
activity.

Consider the small example in Fig. 25.1. The network has 13 logical functions for
three MSC regions in 4 physical locations:

■ The upper-left location has MSC A, VLR A, and all three HLRs.

■ The upper-right location has MSC B, VLR B, and all three MCs.

■ The lower-left location has MSC C and VLR C.

■ The lower-right location has the SCP database.

Thus there are 6 possible paths connecting pairs of physical locations.
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Figure 25.1 A simple multi-MSC wireless network.
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Suppose that we have done the forecasting and calculating so that we have specific
ANSI-41 load projections for handoff, roaming, call processing, and SMS. For each pair
of logical functions, we have a load estimate, so we can add up the total expected ANSI-
41 signaling traffic for each of the six point-to-point paths. From there, we can engineer
a network.

In Fig. 25.2 we have the first steps toward capacity engineering for the ANSI-41 net-
work. We have dual A-links to an SS7 network cloud from all four physical locations
plus a dedicated fully associated (F) link connecting the location with all three HLRs
to the location with all three MCs.

The next step is to analyze the SS7 network to make sure that it can handle the traf-
fic this network is going to put on it. An operating requirement of SS7 is to have no link
more than 40 percent occupied. In this way, the packet network has a comfortable mar-
gin even if one of the dual transport links fails.

25.7 Conclusion

Having laid out the principles of calculating capacity for ANSI-41 signaling, let us now
turn our attention to calculating capacity for the cellular backhaul network and other
components.
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Figure 25.2 Starting to engineer a simple multi-MSC network.
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26
Capacity Calculations for 

Cellular Networks

In Chap. 25 we discussed signaling capacity for the cellular network. In this chapter we
discuss the remaining capacity issues: transport capacity and capacity for various equip-
ment components of the cellular network. Some of these design issues involve traffic
engineering, whereas others require different tools for capacity estimation or calculation.

26.1 Backhaul Design Principles

The transport that connects the base stations to the mobile switching center (MSC) is
called backhaul. In the analog days, the backhaul network consisted of dedicated ana-
log trunks, one for each voice radio. The base stations were already traffic engineered
with enough radios for the quantity and quality of service required, and each radio re-
quired a trunk, so there was no traffic engineering issue for backhaul. The backhaul in
code division multiple access (CDMA) networks is not only digital but also digital
packet data pipes. Voice links become virtual circuits between the base station and the
MSC. This is a more efficient transport technology, and it gives us the opportunity to
do some traffic engineering in backhaul.

Backhaul from hundreds of base stations to a single MSC is a complex transport
network. We could satisfy the transport demand with a separate pipe from each base
station to the MSC and have no interaction among these separate pipes. However, the
cost saving of designing an efficient backhaul network can be quite large. There are
economies of scale in transport: Doubling the capacity of a pipe between two points of-
ten costs far less than twice as much. A well-designed packet network for backhaul can
take advantage of these economies.

In this section we explain the mathematical model for network optimization. We
expect the minimum-cost backhaul network to be a fan-out network where each base
station has a single path to the MSC and these paths join like tributaries in a river to
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the mouth at the MSC. This kind of network is shown in Fig. 26.1. We will explain the
modeling assumptions and the mathematical reasons why we expect a fan-out network
to provide backhaul at the lowest cost.

26.1.1 Backhaul traffic engineering

For each carrier on each cell sector, there is a two-way stream of data between the base
station and the MSC. These data represent the voice calls, dedicated data sessions,
shared packet data channels, short message service (SMS) messages, and all the pag-
ing and access overhead. The base station collects all these for all its antenna faces and
CDMA carriers and forms a single stream of packet data. Each manufacturer deter-
mines what protocols are used and how efficiently these data are packetized, but the
result is a two-way packet stream between each base station and its serving MSC.

It is important that this backhaul link not be a bottleneck. Delays in signaling in-
formation can degrade system performance even though all the radio and switch equip-
ment is up to the job. It is also important that circuit-switched voice links have mini-
mum delay to provide adequate sound quality. For time-sensitive service such as
real-time voice or video, delayed packets are no better than lost packets.

The requirement of adequate backhaul capacity still leaves room for some traffic en-
gineering on the packet links. Unlike conventional reuse systems (FDMA or TDMA), a
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Figure 26.1 Backhaul base station-to-MSC network.
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CDMA cell cannot use all the capacity of all the sectors.1 Even at maximum CDMA
power levels, full capacity, there is a statistical distribution of backhaul data load, and
we can do some packet data traffic engineering to manage the cost of backhaul trans-
port. We want to make sure that the backhaul link is engineered for very low packet
delay. For real-time voice-link packets, we want to see almost real-time service because
packets delayed more than a few milliseconds are treated as blocked. This blocking rate
should be kept down in the range of 0.02 percent, far lower than the blocking levels in
deploying base stations and radio links. Once the packet pipe sizes are determined for
each base station, we have the more complex problem of building a transport network
to get all these packets to the common MSC.

26.1.2 Graph theory

We model a transport network as a set of nodes or vertices2 connected by arcs or edges.
Such a collection of nodes and arcs is called a graph.3 The study of these graphs is
called graph theory, and this is part of a bigger field called combinatorial mathematics,
or combinatorics for short.

Graph theory is a field of mathematics rich in useful optimization insights. Modeling
a practical problem as a mathematical graph allows us to use these theoretical insights
to find practical solutions. The variables in these problems can number in the millions,
and combinatorial optimization is a powerful tool in computing good solutions far be-
yond a paper-and-pencil analysis. Often the graph representation of a problem is direct
(for example, warehouses are nodes and trucking routes are arcs), and other times the
relationship can be more subtle.4 In our case, the base stations and the MSC are nodes,
and the transport links are the arcs.

The easiest solution to visualize is a star graph, where all the arcs share a common
node, as shown in Fig. 26.2. This is the solution where the wireless service provider
calls the telephone company and leases separate transport links from the MSC to each
base station. Even if we never plan to build a star-graph solution for a backhaul net-
work, the star-graph is a useful starting point for a computational algorithm to work
its way to a less expensive network solution.

The graph that contains every possible arc between every pair of nodes is the com-
plete graph shown in Fig. 26.3. If there are n nodes, then there are �n(n

2
� 1)
� arcs in a com-

plete, fully-connected, graph. We would not deploy a complete transport network, but
we would use the complete graph to enumerate all the route possibilities. If nodes are
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1In conventional reuse, a cell can have every radio channel of every sector in use because sec-
tors do not share the same frequencies. In CDMA, however, the sectors of a cell share a carrier
frequency and interfere with each other. A well-designed CDMA cell will have enough capacity on
each antenna face so that its sector has low blocking, and the total capacity of all the antenna
faces should be more than the cell as a whole can handle.

2The plural of vertex is vertices just as the plurals of index and simplex are indices and simplices.
The grammatical waters are muddied, however, because the plural of the noun complex is com-
plexes.

3This is not to be confused with the (x, y) plot of points, lines, and curves also called a graph.
4We recall one optimization model where the airline flights were nodes and the connections at

the airports were arcs. This is contrary to the usual pictures of the nodes as “dots” and the arcs
as “lines” between them, but this representation allowed us to use graph-theory methods to re-
duce maintenance expenses.
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Figure 26.2 Star graph showing separate backhaul links.
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Figure 26.3 Complete graph of link possibilities.
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airports and arcs are airline flight routes, then the complete graph represents a full
schedule, and the star graph represents the hub-and-spoke pattern.

The third type of graph that interests us is a tree graph, a graph that has exactly one
way to get from any node to any other node along the arcs. In a tree graph, we can pick
any node as a root, and the arcs form a fan-out from that root. If the backhaul network
is a tree graph, then we can make the MSC node the root of the tree so that the arcs of
the graph are the backhaul links in use. Another feature of a tree graph is that it has
no cycles, no sequences of distinct arcs that end up where they start.

26.1.3 Network flow optimization

There is a class of graph-theory optimization problems called network flow problems.
These problems have a specific structure that makes them particularly attractive for
computer-solving algorithms. Some network flow formulations are apparent, such as
maximization the flow of something through some sort of network. Other model for-
mulations are more subtle, where the nodes, arcs, and flows are mathematically sym-
bolic representations of physical entities that look nothing like dots, lines, and stuff
flowing along those lines.

The reason decision analysts make a strong effort to put business problems into the
form of a network flow problem is that these problems are computationally easier to
solve than similar-sized problems without the network flow structure. Also, the solu-
tions that come from network flow optimization have one extremely nice property:
If the constraints and objective are linear functions, which we call a linear network
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Figure 26.4 Tree graph represents a fan-out backhaul network.
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flow problem, and the constraints have integer (whole number) coefficients, then the
optimum calculated by a method known as the network simplex method will have
integer values. There may be equally valid optimal solutions, not integer solutions, that
other optimization algorithms will find as their solutions. However, the network sim-
plex method runs fast and finds whole-number optimal solutions to whole-number
problems.5

The network flow formulation is a graph with arcs that can carry flow from one node
to another. The arc from node i to node j carries flow xij. Each arc can have a minimum
flow aij, zero or some specified lower bound, and may have a maximum flow bij or may
be unbounded. Each arc also has a cost cij(xij) that is a function of the flow xij. The ob-
ject of the network flow problem is to get a specific flow from a source node S to a tar-
get node T for the minimum cost. In the case of backhaul, the lower bounds are all zero
because there are no required links that we have to use. There are no upper bounds be-
cause we can use as much transport as we are willing to pay for.

When we solve the linear network flow problem, the arcs that have flow xij not at
their minimum aij or maximum bij values will form a tree graph or a collection of dis-
connected tree graphs. This is another desirable feature of network flow formulations,
since a tree graph has some nice mathematical structure.

26.1.4 Fan-out backhaul solutions

We can shape the backhaul problem into a network flow optimization by adding some
phantom arcs to the graph. Figure 26.5 illustrates the network flow graph that we can
use to show that backhaul is a network flow optimization. Since the backhaul problem
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5As in Chap. 22, we beg the forgiveness of operations research professionals for such a simplis-
tic presentation of a vast area of study.
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Source Sink

Figure 26.5 Network flow formulation of backhaul optimization.
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has no upper bounds (bij � � for all i and j) and the minimum values are all zero (aij �
0 for all i and j), the backhaul problem looks like Eq. (26.1):

Minimize �
n

i�1
�
n

j�1
cij(xij)

subject to �
n

i�1
xij � �

n

k�1
xjk � rj for all j

(26.1)

xij � 0 for all i and j

The value of rj is the required transport at node j. The constraints are linear equations,
so the entire system would be linear if the cost functions were linear, if cij(xij) � cijxij.
The linear constraints and linear cost functions would be enough to ensure that there
is an optimal solution that is a fan-out network like the solution shown in Fig. 26.4.
The tree graph determines the flow pattern, and the link configuration determines how
much capacity each link requires, the flow in each arc of the graph. Equations (26.2)
show the flows for the example in Fig. 26.4.

x12 � r2 � r3 � r4

x23 � r3

x24 � r4 (26.2)

x16 � r5 � r6

x56 � r5

Base stations at nodes 2 and 6 serve as cross-connects for the others.
There are two assumptions we can make about the backhaul costs that are enough

to ensure that a fan-out network is still optimal. First, the link costs are separable, and
the total network cost is the sum of the individual costs of all the links. When the costs
of some links depend on the flow of other links, the solutions can become more compli-
cated. Each facility, each link, each flow determines its own cost independent of the
other links. If a transport vendor decided to offer a package deal, a single price for a
bundle of transport, then the costs would not be separable. However, let us assume that
even a package deal still has separate costs for transport within the package.

Second, the link costs have economy of scale, decreasing unit costs with increasing
flow. We call a function f(x) concave when it increases less as x increases. The technical
definition of concave is that a function f(x) is concave if and only if f[�x � (1 � �)y] �

�f(x) � (1 � �)f(y), where � is between 0 and 1.6 The effect of concave cost functions is
to concentrate usage on a smaller number of links.7 The concave assumption is not
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6A linear function is considered concave for this discussion.
7When the cost functions are convex, the solutions tend to “spread the pain.” We might expect

such solutions in environmental impact problems where all the pollution in one place is more than
twice as bad as half the pollution in each of two places.
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quite true in telephone transport because 1.5 DS-1 links costs more than 1.5 times
the cost of a single DS-1. Probably the cheapest way to get 1.5 DS-1 links is to pay
for 2. However, for larger quantities of transport, we think the concave assumption is
reasonable.

The optimal solution to a network flow formulation with linear constraints and a sep-
arable concave cost function is a fan-out network.

26.1.5 Other backhaul issues

The expenses of transport in the telephone network are more complex than a simple
cost function. Some links offer the option of a microwave link in which the wireless ser-
vice provider has the option of paying once for equipment rather than leasing facilities
with a monthly tariff. The economics of owning versus leasing are beyond the scope of
the network flow model itself; rather, these tradeoffs are part of the inputs to the opti-
mization and must be weighed carefully in using backhaul optimization models.

Nothing in this discussion presumes that the costs depend on distance. The tele-
phone network has high-capacity, low-cost transport backbones, so the cost of transport
is almost entirely dependent on the distance from the base station to the backbone net-
work. This means that the minimum-cost backhaul solution may look very strange on
a map. The important thing is that the backhaul solution takes maximum advantage
of the available transport options.

The traffic engineering of the backhaul links is typically based on load during the
busy period. If the busy period is the same for all the base stations, then the network
flow optimization gives a good solution for minimum-cost backhaul. If there are signif-
icant time-of-day variations, there may be further economies to be realized by traffic
engineering the combined links in the fan-out based on their traffic loads throughout
the day.

Our final backhaul issue has little to do with cost. If some of the transport links are not
sufficiently reliable, then we may want to engineer the backhaul network to have some al-
ternate routing. A backhaul solution with higher reliability would no longer be a tree
graph, no longer be a fan-out, no longer be absolutely minimum cost. However, it might
be the optimal solution for providing the best level of service to wireless subscribers.

26.2 Cellular System Components

In addition to transport and switches, our cellular network has a number of other com-
ponents. In planning and increasing network capacity, we must specify capacity re-
quirements for these items as well, including the home location register (HLR), the
visitor location register (VLR), short message service (SMS) equipment, and voice-
messaging equipment.

26.2.1 HLR and VLR capacity

The HLR has a record in its database for every subscriber based in its service area. The
HLR database has to have enough storage capacity for all its customers. This is not
necessarily a function of wireless system traffic load. If the service provider signs up a
lot of people who got cellular service mostly for emergency use, then there will be a lot
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of subscribers who use their cell phones very little. The HLR must have records in its
database for all these subscribers. The service provider has ample warning when this
database is reaching its capacity as new subscribers are signed up.

The VLR has database records for every subscriber roaming in its territory. This is a
dynamic allocation that depends on the momentary concentration of nonresident cell
phones in the area. Because of the dynamic nature of VLR traffic, this database can
overload without warning.

The registration workload for the HLR and VLR depends on the number of sub-
scribers turning on their cell phones or moving into a new area. The HLR has some-
what more work to do when its subscribers are roaming than when they are home.
Every call start and stop generates HLR work, as well as VLR work for roamers. When
the call starts, the HLR has to record that the user terminal is in use so that subse-
quent calls can be handled correctly, and its available status has to be restored at the
end of the call. The registration and call-processing loads are reflected by comparable
workloads in the MSC and the base station, so these calculations already should be re-
flected in the allocation of computational resources in the MSC.

The HLR has a significant load in service validation as well. Every time a subscriber
sends or receives a short message via SMS or uses some vertical service, the HLR is
consulted to see if the subscriber can use the service. This process has to be fast so that
the subscriber does not have to wait too long for service.

When an external event occurs, a traffic accident, a ball game, or even the landing of
a Boeing 747 with 400 passengers, a single VLR sees the full workload of registering all
the subscribers and setting up all the calls. The total HLR workload may be just as great,
but it is distributed over many HLRs in many places. Thus the HLR traffic is compara-
tively smooth compared with the bursty workload at the VLR where an event occurs.

26.2.2 SMS message center (SMSC) capacity

In addition to the signaling load, the SMS message center (SMSC) has to process the
messages and store them. The workload of the SMSC depends on the activity of SMS
subscribers, leaving messages and picking them up. The rate of message arrivals de-
pends on subscribers using SMS, and SMS usage is highly dependent on events. Peo-
ple leave messages when they feel like it, but they also leave messages when something
happens. An unexpected local event, a traffic jam or a late flight, stimulates a wave of
SMS messages arriving at the SMSC all begging to be processed. The SMSC workload
picking messages up is far smoother because most subscribers pick up their messages
when they turn on their cell phones.

The incoming message workload is a queue. Messages come into the SMSC, and they
are processed and sometimes they can back up. The SMSC must have enough queue
storage for the workload it cannot process immediately. The storage issue is important
because SMS subscribers do not like to lose their messages. The time issue is less im-
portant because SMS messages usually are not time-critical, at least not for delays of
only a few minutes. SMS does have a function for prioritization of message handling.
A message marked high priority is moved to the top of the queue when it arrives at the
SMSC and is handled before low-priority messages, even those which arrived sooner.
This reduces latency for messages, such as dispatch messages for utility repairmen,
which may be relatively urgent.

The messages themselves have to be stored until they are picked up. These mes-
sages are small, no more than 160 bytes each, but the SMSC has to keep not only the
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message but the status of the message. The SMSC has to store messages from the time
they are left until the time they are picked up.

There are significant daily and weekly cycles in SMS usage, as well as bursty usage
for unexpected local events. The SMSC queue for incoming messages and the storage
for messages waiting for pickup have to leave enough room in the SMSC for the work.
The rate of lost messages in the SMSC is the combined loss of messages lost in the in-
coming message queue and messages lost because there is not enough storage for them.

26.2.3 Voice-mail capacity

A voice-mail system is an entity separate from the wireless telephone system, not a
base station, not an MSC. The voice messages have to get from the system to the voice-
mail system when they are being left and have to get to their destinations when they
are fetched. There must be enough full-duplex voice channels for both functions: leav-
ing voice-mail messages and picking up voice-mail messages. This is a traffic engi-
neering problem, an exercise in making sure that there are enough channels between
the wireless telephone system and the voice-mail system that the blocking rate for
voice mail stays low.

Voice mail is not a queuing system. The voice-mail system has to have the capability
to support all the channels between it and the wireless system. This includes the pro-
cessing capacity to support the channels and several internal capacity and speed design
issues as well. The system must have sufficient storage space for all messages. The
amount of storage needed may be hard to calculate as any given message may remain on
the system anywhere from just a few minutes up to the maximum allowed, often 15 days.
Each voice-mail message is stored in the voice-mail system as it is being left, and it re-
mains in the system until it is deleted by the subscriber or exceeds the allowed maximum
storage time. The system also must have a sufficiently rapid retrieval mechanism for
messages when users call to pick them up. We view these as equipment design issues.

Voice mail is an attribute of an incoming call, so local events such as traffic jams and
late flights do not generate the same local workload as they do for SMS. This is so be-
cause the recipients of all the calls being made are typically spread over many voice-
mail service areas. However, there are still day-of-week and time-of-day cycles in voice-
mail activity. One important issue is that business messages left on Friday afternoon
typically remain in the system until Monday morning.

Voice-mail system will have a burst of usage when other components fail in the wire-
less telephone system. A base station outage or a facility failure will generate a surge
of voice-mail activity for those subscribers.

26.3 Cellular Network Issues

Dedicated transport between MSCs can save significant cost over using the public
switched telephone network (PSTN) for those calls. Two areas where dedicated facili-
ties can save money are roamer-terminated calls and mobile-to-mobile calls from one
MSC to another. We can calculate the traffic loads for these functions and do some traf-
fic engineering to determine how much dedicated transport is required. However, the
PSTN is always there as an overflow medium, so there is no degradation of service to
the subscriber when the dedicated facilities are blocked. These dedicated facilities have
virtually unlimited overflow capability in the PSTN. Therefore, the decision is a cost is-
sue rather than a capacity issue.
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Let us look at the distribution of usage for the dedicated connection we are consider-
ing. For any level of transport capacity, we are interested in the fraction of time, min-
utes per day, where the demand exceeds that capacity. Figure 26.6 shows a graph of the
function we are describing.8 There is some traffic nearly 18 hours per day (1050 min-
utes) and enough to fill six DS-1 links 6 hours per day (360 minutes). This means that
one-quarter of the time the traffic is six DS-1 links or more. If the daily cost of a dedi-
cated DS-1 link is the same as 360 minutes of PSTN usage, then the breakeven point
for this connection is 360 minutes per day. Once we know the breakeven usage level,
we can look at the usage graph and determine the number of DS-1 or E-1 links that
minimize our transport costs for this connection, six DS-1 links in this example.

Estimating the usage function is the key to making a good decision about dedicated
facilities. The simplest model is a normal bell-shaped statistical distribution based on
total daily usage. We could take the total minutes per day as the mean � and estimate
the standard deviation 	 based on the customer mix. Then we can compute the proba-
bility of exceeding capacity x from Eq. (26.3):

P(t 
 x) � �
1
2

� erfc��x �

	

�
�� (26.3)
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Figure 26.6 Facilities capacity usage.

8Those who have worked in the field of revenue management (which used to be called yield man-
agement) will recognize this graph. It is the same as the expected marginal seat revenue (EMSR)
graph the airlines use to determine how many seats they should sell at a discount and still have
enough for the expected last-minute, high-price passengers.
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The erfc function is the statistical cumulative distribution of the positive half of the
normal distribution, the integral in Eq. (26.4):

erfc(x) � �
�
2
��
� �

�

t�x

e�t2/2 dt (26.4)

This simplification ignores usage patterns by day of week and time of day. The aver-
age demand for the connection may be two DS-1 links, but most of those calls are hap-
pening during the 8-hour business day. It is the time-of-day concentration of traffic that
makes the sixth dedicated DS-1 economical.

26.3.1 Capacity for roamer termination

Termination of roamer calls is a busy time for a wireless telephone system. The ANSI-
41 signaling system sends messages, the HLR and VLR update their data records, the
base station sends paging messages, and the user terminal responds so that the call
can start. The signaling system, HLR, VLR, and MSC have all been designed to han-
dle the workload of a roamer termination. The final stage is establishing a connection
between the two MSCs for the call.

It is the MSC-to-MSC connection where we may derive some economy from dedicated
transport links. The wireless system engineer should identify MSC-to-MSC links with
enough traffic to justify dedicated transport. While there may be large wireless sub-
scriber communities in Bogota and Dhaka, few Bogota subscribers are going to be in
Dhaka when somebody calls them. It does not make sense to maintain a dedicated
transport link from Columbia to Bangladesh for the tiny traffic it would support. How-
ever, a large wireless system in Chicago may have three or four MSCs serving it, and
subscribers do not have to travel far to be outside their own MSC regions. This may not
be roamer service on the subscribers’ cellular telephone bills, but it is roamer service
so far as the system is concerned; the call comes into one MSC and is served by another.
These MSC-to-MSC connections may have dozens of dedicated DS-1 links to avoid pay-
ing PSTN connection rates.

We have to remember, in designing these connections, that high blocking rates may
be perfectly acceptable. The issue is pure economics rather than customer satisfaction,
and the minimum-cost solution may have 10 percent of the calls on the PSTN. Design-
ing an MSC-to-MSC link with 10 percent blocking may make a telephone engineer un-
comfortable, but it will be the right decision in many of these connections.

26.3.2 Adjusting capacity for mobile-to-mobile calls

The case of calls from one wireless user terminal to another is not, by itself, a wireless
system function. A subscriber calls another subscriber, and the system has no obliga-
tion to handle the call in a special way. The call can be sent to the PSTN for normal
handling. This is in contrast to roamer terminations, where the wireless telephone sys-
tem has to handle the call in a special way. Mobile-to-mobile calls represent an oppor-
tunity to save a lot of money in PSTN charges.

If a call is between two subscribers at the same MSC, an intra-MSC call, then it re-
ally seems obvious that the call should not be routed through the PSTN. The MSC has
loopback trunks so that the calls can go out and come back in without going anywhere
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and without incurring PSTN charges.9 The MSC could be designed with special soft-
ware for intra-MSC calls, but it is easier to use loopback trunks and have intra-MSC
calls routed preferentially to those trunks. Since loopback trunks are very cheap, the
economic decision is to install enough of them to handle the highest intra-MSC call
rates. Estimating the growth in demand for intra-MSC mobile-to-mobile capacity re-
quires evaluation of subscribers’ calling patterns. Special service offerings, such as
mobile-to-mobile minutes, also may affect demand.

Calls between subscribers served by different MSCs, inter-MSC calls, are a different
story. If there is enough traffic to justify dedicated trunks between the two MSCs, then
the MSC uses the PSTN to route calls only when the dedicated links are blocked.

As wireless systems grow, we expect that an increasing fraction of the calls would be
inter-MSC calls. A system with one MSC grows to the point where it needs two MSCs,
and calls from one side of town to the other that used to be intra-MSC calls are now
inter-MSC calls. MSC regions multiply in number and shrink in area, so a greater frac-
tion of same-system calls cross one of the lines.

26.4 Conclusion

This chapter provided an explanation of why fan-out networks are the optimal back-
haul solution. We also explored the traffic engineering and capacity issues for all the
major components of the cellular network. The approach presented here lays the
groundwork for the practical calculation of network and network component capacity
in Parts 6 and 7.

9This is not the same loopback trunk concept that we saw in Sec. 15.4. Those loopbacks were for
testing rather than call handling.
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331

27
Conventional Reuse Principles

To distinguish code division multiple access (CDMA) from other modulation schemes,
we call frequency division multiple access (FDMA) and time division multiple access
(TDMA) schemes conventional reuse.1 In these conventional reuse wireless systems,
the modulation schemes are designed to be highly efficient of radio spectrum, designed
to squeeze the most calls into a given frequency bandwidth. Once we have our efficient
radio carriers, we make our conventional reuse systems efficient by managing interfer-
ence as well as we can.2 The effect of interference on cellular call quality is determined
by the modulation scheme and by the radio environment, including radio path propa-
gation and Rayleigh fading.

27.1 The AMPS Channel (FDMA)

As we described in Chap. 6, the Advanced Mobile Phone System (AMPS) channel is a
frequency division duplex (FDD) frequency modulation (FM) analog 30-kHz channel. It
carries an audio signal from 300 to 3300 Hz.

The AMPS system maintains the link with a supervisory audio tone (SAT) that can
have one of three frequencies, 5970, 6000, or 6030 Hz, all out of the audio bandwidth.
The AMPS receiver mutes the audio when it receives the wrong SAT or when no SAT
is detected. When an interfering channel dominates the desired channel and that in-
terfering channel has the same SAT frequency, the subscriber hears another call. We
call this highly undesirable interference crosstalk.

1We admit that this is our own term rather than an industry standard. We use it because it em-
phasizes the unique nature of spread spectrum.

2The reader may wonder why a book on CDMA is spending so much time on conventional reuse.
There are three good reasons for this. First, CDMA systems are a technology evolution from
FDMA and TDMA, and understanding the historical insights helps us understand the technology.
Second, CDMA is strange and often counterintuitive, and we feel that it is often easier to under-
stand what it is by understanding what it is not. And third, there are 700 million conventional
reuse wireless telephones in use today, and a CDMA engineer should be well versed in their tech-
nology as well.
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At any given moment, the AMPS channel provides excellent audio quality as long as
the signal exceeds the noise plus interference by the capture ratio described in Sec.
1.10.1. Since the capture ratio is only about 1 dB, the determining factor in voice qual-
ity is the effect of Rayleigh fading.

Consider a noise-limited setting, a 30-kHz narrowband channel with a moving trans-
mitter or receiver. It does not matter which end is moving because the changing radio
path generates a moving Rayleigh distribution in either case. According to the statis-
tics of a Rayleigh distribution, the fraction of the time the signal is below the noise level
is the average ratio of noise to signal. When the average signal-to-noise (S/N) ratio is
17 dB, the picture looks like Fig. 27.1. The Rayleigh fading signal dips below the noise
level about 2 percent of the time. Listening tests at Bell Telephone Laboratories found
that three-quarters of the listeners were pretty well satisfied with such a call, as we
discussed in Sec. 18.3.

In an interference-limited setting, the same 17-dB ratio of signal to interference (S/I)
may be somewhat worse because the interference is also varying in its own indepen-
dent Rayleigh fading pattern, as shown in Fig. 27.2. This adds more variation to the
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Figure 27.1 A 17-dB S/N ratio with Rayleigh fading.
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Figure 27.2 A 17-dB S/I ratio with Rayleigh fading.
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instant-to-instant S/I ratio, but it still sounds good enough in listening tests to be an
acceptable call standard for AMPS.

There is also interference from adjacent channels in AMPS. The 30-kHz frequency
spacing is large enough that the adjacent-channel interference effect is 25 dB less than
the same interference would be for cochannel. Thus an adjacent-channel interferer
8 dB stronger than the signal would have the same destructive effect as a cochannel in-
terferer 17 dB below the signal. While cochannel interference causes dropouts from mo-
mentary loss of SAT, adjacent-channel interference adds noise to the actual voice, some-
times a whistling sound. While it is hard to make an exactly equivalent comparison, 25
dB seems to be an accepted value. This means that we can use adjacent channels on ad-
jacent cells without too much worry, but the signal range of same-cell calls is too great
to allow adjacent-channel use on the same cell, even on different sectors of the same cell.

The 25-MHz of AMPS spectrum allows 12.5 MHz forward and 12.5 MHz reverse for
a total of 416 channels of 30 kHz each. An AMPS system reserves 21 channels for pag-
ing and access, leaving 395 two-way voice channels.

27.2 The GSM Channel (TDMA)

As we described in Sec. 7.3, the Global System for Mobility (GSM) channel is one of
eight time slots in a 200-kHz carrier. Without being too cavalier, we can think of the
GSM channel as 25 kHz of digital radio carrying 13 kbps of regular pulse
excitation–long-term prediction (RPE-LTP) speech coding along with digital supervi-
sion and control.

This channel is tougher than AMPS for two reasons. First, its broader carrier band-
width of 200 kHz makes it more resistant to Rayleigh fading. Second, it is sending only
13 kbps in 25 kHz of bandwidth after error correction, a fairly light data load. In com-
parison, a quadraphase phase shift keying (QPSK) modulated channel sends 2 bits per
second per hertz of bandwidth, so GSM’s speech channel of half a bit per hertz leaves
a lot of room to manage interference. The result is a channel that can withstand as S/I
ratio of 12 dB with the same audio quality as AMPS gets with an S/I ratio of 17 dB.

The 25-MHz of GSM spectrum allows 12.5 MHz forward and 12.5 MHz reverse for a
total of 62 carriers of 200 kHz each, 480 channels. Each cell sector in GSM system re-
serves its own paging and access channels, so the voice channel count is about 450
channels.

27.3 Signal-to-Interference Performance

While Rayleigh fading is changing the signal and interference instant to instant, we
can think of the S/I ratio as a signal value over some area.3 As long as this area has a
favorable S/I ratio, we expect a wireless telephone call to sound good.

The radio path between an antenna face at a base station and a wireless user ter-
minal depends on many factors. The distance between the base station and the user
terminal is the most obvious determinant of radio path gain, and we expect it to fol-
low the fourth-power-of-distance rule from Sec. 1.7. Other factors affecting the radio
path are terrain, buildings, and vegetation. The result of all these factors is a radio
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3At frequencies of 900 MHz and higher, wavelengths of 33 cm (13 in) or less, an area can be very
small, not even a meter across, and still have global statistical properties.
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path distribution between a base station’s antenna face and a community of wireless
user terminals. This distribution is typically log-normal, as described in Sec. 1.6, and
it looks like a normal bell-shaped distribution on the decibel scale.

Figure 27.3 shows a typical received signal distribution for AMPS or GSM calls. This
is the signal S part of the S/I ratio, the received radio power, the product of the trans-
mit power and the radio path gain, or their sum in decibels. In this case, the average
received signal power is �90 dBm, 1 pW, and the standard deviation is about 10 dB.

Figure 27.4 shows the same signal distribution with an interferer I superimposed on
the picture. In this case, the average received interferer power is �120 dBm, 1 fW, and
the standard deviation is about 10 dB.
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Figure 27.3 Signal distribution for a cell sector.
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Figure 27.4 Signal and interference for a cell sector.
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While it is tempting to suggest that the overlap of the two curves represents the lost
call rate, the actual mathematical relationship is more complicated. If s(x) is the signal
density function and i(x) is the interference density function, then the distribution of
S/I ratio q(x) is the convolution of s(x) and i(x), as shown in Eq. (27.1)4:

q(x) � �
�

t���

s(t)i(x � t) dt (27.1)

Even with the complexity of mathematical convolution, the bottom line is that the
closer these curves are, the more signal and interference overlap, the more likely an
AMPS or GSM system is to have poor sound quality and to lose calls.

The statistical convolution of two normal distributions is another normal distribu-
tion whose standard deviation �q is the root-mean-square of the first two standard de-
viations �s and �i, as shown in Eq. (27.2):

�q � ��s
2 � ��i

2� (27.2)

Thus we have two log-normal distributions with 10-dB standard deviations whose
means differ by 30 dB. The S/I ratio, the difference in decibels, has a standard devia-
tion of 14 dB (�102 �� 102�).

In evaluating wireless telephone service, we tend to use the tenth percentile of the S/I
distribution, the level where 90 percent of the calls are better and 10 percent of the
calls are worse. In the case of a normal distribution, the tenth percentile is 1.3 stan-
dard deviations worse than the mean, so this particular example has a tenth percentile
S/I ratio of 12 dB, quite acceptable performance for GSM.5

It is an important observation that the signal and interfering radio paths are all be-
tween base stations and wireless telephones. The radio paths between base stations
and the radio paths between user terminals are not a factor in the AMPS or GSM FDD
radio environments.6

The signal distribution depends on the cell radius but generally is independent of the
antenna radiation pattern or how the channel is reused. The interference distributions,
on the other hand, are highly dependent on which cells reuse the channels and the an-
tenna radiation patterns used at the base stations. In the next section we will examine
how channel reuse is related to S/I distribution.
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4There are two noteworthy comments here for those interested in the convolution integral.
First, the units of s(x), i(x), and q(x) are all logarithmic decibels. A calculus student could perform
a change of variables from decibels to power using Eq. (1.3), but there is no reason to do so. Sec-
ond, this is a convolution of the difference rather than the sum, so we have i(x � t) instead of
i(x � t) as we would have in a normal convolution.

5This is a mean S/I ratio of 30 dB minus 1.3 times a standard deviation of 14 dB.
6Time division duplex (TDD) systems can have significant other interference components

because both forward and reverse directions share the same frequencies at different times. If
one cell is using its forward link at the same time and on the same frequency as another cell
is using its reverse link, then there will be an interfering radio path from one base station to
another.
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27.4 Regular Channel Reuse

Our goal in conventional reuse cellular system design is to have a high S/I ratio at the
tenth percentile. Having less variation in the signal distribution is an important part
of this, so we want our cells to be as round as possible so that the maximum distance
from the center is not too much more than the average distance from the center. Three
regular shapes can cover (or tessellate) a geographic area, triangles, squares, and hexa-
gons, and the shape that gives the least distance variation is the hexagon (Fig. 27.5).
The hexagonal shapes are similar to the cells of a honeycomb.7

We divide the entire set of available channels into N channel sets. An AMPS N � 7
system has seven channel sets of 56 channels each for a total of 395 voice channels.8 A
GSM N � 4 system has four channel sets of 112 channels each distributed over 14 car-
riers of 8 time slots each.

The geometry of hexagonal tessellation allows N channel sets in regular reuse as
long as N � i2 � j2 � ij for some integers i and j. This means that we can have N � 1,
N � 3, N � 4, N � 7, and N � 9, but not N � 2, N � 5, N � 6, or N � 8.9 Figure 27.6
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Base
Station

Figure 27.5 Cellular system layout.

7Those of us who have worked in cellular for a while are really good at drawing hexagonal lat-
tice grids. If the wireless telephone business goes away, then we will have a generation of engi-
neers who can tile public washroom floors.

8Since 7 � 56 � 392, we can afford to have four channel sets of 56 channels and three channel
sets of 57 channels.

9N � 1 means using the same radio channels at every base station, as CDMA does.
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shows the geometric layout of seven channel sets in an N � 7 system typical for AMPS.
Notice that the trip from one cell to a cochannel cell is two steps out and one step to the
right. This corresponds to i � 2 and j � 1 in the N � i2 � j2 � ij formula. We have
shaded a cluster of seven cells that represents all seven channel sets. Figure 27.7 shows
the layout of four channel sets in an N � 4 system typical for GSM, where i � 2 and
j � 0. We have similarly shaded a cluster of four cells representing the four channel
sets.

In this geometric format we can describe the channel reuse by comparing the dis-
tance between cochannel cells and the cell radius. The distance-to-radius (D/R) ratio,
shown in Fig. 27.8, works out to �3N�, about 4.6 for N � 7 and about 3.5 for N � 4.

The radio performance effect of changing the reuse ratio N is to change the interfer-
ence radio path and, therefore, to change the average S/I ratio, as shown in Fig. 27.9.
Changing N has little effect on the shape of the interference distribution. Of course, as
increasing N improves S/I performance, it decreases capacity by allowing fewer chan-
nels per cell. The improvement from AMPS N � 7 to GSM N � 4 is a factor of 1.75
(7 to 4) in channel capacity.10
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Figure 27.6 N � 7 reuse pattern.

10There may be more benefit when we take into account that the larger number of channels in
the N � 4 configuration allows a higher occupancy at the same blocking rate, as discussed in Sec.
23.1.
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Figure 27.7 N � 4 reuse pattern.
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27.5 Sectors

Using the fourth-power-of-distance rule from Sec. 1.7, we get an S/I ratio of 9N2. For
N � 4, this works out to 21.5 dB.11 While this sounds adequate for GSM, we would
point out that this is just one interferer, not all six pictured in Fig. 27.7 and that ter-
rain, buildings, and vegetation add more variability to the simple distance calculation.
When we take all these factors into account, we get a tenth percentile of about 7 dB for
N � 4, not at all adequate for GSM.

While we could get an extra 5 dB of S/I by going from N � 4 to N � 7, we could get
the same 5 dB by dividing the cell coverage area into three sectors and using antennas
with a 120-degree radiation pattern. Figure 27.10 shows how each sector only covers
two of the six first-ring interferers. The factor of 3 works both ways. In the reverse di-
rection, the receive antenna only picks up interfering user terminals in two of the six
interfering cells. In the forward direction, the transmitting antenna faces point away
from the user terminal community for four of the six interferers.

The 15 carriers and 120 channels are divided into three sectors of 5 carriers and 40
channels each served on a separate antenna face. We can perform the same three-way
division on an N � 7 AMPS channel set to break the 57 channels into three sectors of
19 channels each. Figure 27.11 shows how the three-sector antenna plan has the same
benefit for N � 7 as it does for N � 4.

Breaking cells into sectors is not a new cellular concept. At Bell Telephone Labora-
tories, the original High Capacity Mobile Telephone Service (HCMTS) papers explained
three-sector directive cells. They actually defined the cell as the region surrounded by
three base stations; these were called corner-excited cells. As HCMTS evolved into
AMPS, engineers realized that center-excited cells were an easier way to view the cell
sector plan.
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Figure 27.9 Signal and interference for different values of N.

11Since 9 � 42 � 144, this is 21.5 dB.
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27.6 Power Control

Suppose that we could narrow the received signal distribution, the S curve in Fig. 27.3.
Even if the average signal remains unchanged, making the distribution less variable
ought to keep more calls above the interference level. We can narrow the signal distri-
bution by having the base station measure its received signal to control the transmit
power of both the base station and the mobile telephone. The transmit power is boosted
when the radio path gain is low and cut back down again when the radio path gain is
high. This has the effect of reducing the variability of the received signal.

The coverage of a power-controlled system is as good as that of a system running at
full power. When the user terminal is in a fringe area with poor radio coverage, the
base station detects a weak signal, boosts its own transmit power, and directs the user
terminal to do the same. Thus power control gives the benefit of S/I management with-
out sacrificing service in poor radio environments with low path gain.

If all calls are power-controlled, then the average S/I ratio should stay the same.
However, it is not the average that we care about but the tenth percentile, the calls at
the bottom of the performance range. The reduced variability of the received signal
should keep more calls out of the low S/I ratio zone. And it does, to a point.

The power control that is reducing the signal variability accomplishes this by chang-
ing the transmit power. This change reduces variability because it is deliberately
correlated, negatively, with the radio path gain between the base station and the user
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Figure 27.10 The three-sector plan removes two-thirds of
interferers.
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terminal. However, the interfering radio path typically is not correlated with the sig-
nal radio path, so power control increases the variability of the interference and
changes the distributions from Fig. 27.4 to Fig. 27.12.

The initial effect of power control is positive. The reduction in signal variation out-
weighs the increase in interference variation and the tenth percentile S/I ratio de-
creases. As we increase the transmit power changes to narrow the received signal dis-
tribution further, the increase in interference variability does more harm than good, as
shown in Fig. 27.13. Under ideal measurement conditions, the optimal power control
removes half the decibel variation, so we should change both forward and reverse
transmit power by 4 dB to compensate for an 8-dB change of radio signal path. Since
the base station measurement equipment is not perfect, the ratio should be reduced. In
a simulation study for AMPS, one of us (Rosenberg) found that the best solution was to
change transmit power by 4 dB for a 12-dB change in the radio signal path. We expect
the same optimal performance for GSM.
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Figure 27.11 The three-sector plan for N � 7.
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27.7 Growing for Increasing Demand

The cellular system is designed to grow. A successful wireless telephone service attracts
more subscriber demand, and the tools for serving that increased demand are built into
the conventional reuse cellular technology. Serving more subscribers almost always in-
volves adding new base stations, and that can be costly.
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Figure 27.12 Signal and interference with some power control.
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Figure 27.13 Signal and interference with more power control.
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27.7.1 Smaller cell grid

If we have an N � 7 system serving its customers and we wake up one morning to find
four users for every one we had before, then we can make a grid four time denser with
cells half the size and one-quarter the area. Figure 27.14 shows the four-to-one cell
splitting that has been used in many AMPS systems. The larger N � 7 grid on the left
continues onto the smaller right-side grid. The shading of the cells on the right shows
the original, larger N � 7 grid. Please note that the smaller grid is a full N � 7 grid
with no obvious indication that it was split from a larger grid.

Similarly, should we wake up to find that our demand has tripled instead of quadru-
pled, we can make a grid three times denser with cells �3�/3 the size and one-third
the area. Figure 27.15 shows the three-to-one cell splitting that also has been used
in many AMPS and GSM systems. Again, the larger N � 7 grid on the left continues
onto the smaller right-side grid with the shading to show the original, larger grid.
Again, the smaller grid is a full N � 7 grid on its own. While an N � 7 layout can split
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Figure 27.14 Four-to-one cell splitting.
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either four-to-one or three-to-one, an N � 4 grid can only split three-to-one and still
have the old cells retain their channel sets. At the time we were designing the first
AMPS systems, retuning a radio transmitter was a big deal, and retaining channel sets
was a serious issue.

27.7.2 Cell splitting

In real life, the growth in a cellular system usually is concentrated in some area or in
a small collection of areas. As the demand for cellular service grows in the center of
town near the river,12 we split a few cells to meet the demand, and the new cells follow
the new, smaller grid. More growth begets more small-grid cells to relieve the cellular
congestion. In Fig. 27.16 we see an N � 7 system using three-for-one cell splitting
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Figure 27.15 Three-to-one cell splitting.

12There is almost always a river in the busy part of town. Denver, Colorado, is the only excep-
tion that comes to mind.
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to serve its growing demand. The smaller grid is starting to become a cellular grid in
itself with a full seven-cell cluster and three channel sets (D, E, and G) already show-
ing reuse. The A cell in the center of the small-cell cluster is a large cell that became a
small cell as it was relieved of excess traffic six times with six new small-cell neighbors.
In its metamorphosis from large to small, this cell retained its A channel set.

Why did we add these new cells? The simplest reason is a measured increase in cel-
lular congestion resulting in too many ineffective call attempts on that cell. A slightly
more foresightful reason would be recognition that the traffic is increasing and that
there will be congestion if we do not add relief to the existing large cells. A third rea-
son might be to relieve other cells in a congested channel set. For example, consider the
small cell D in the upper left of the small cell grid. It may be that its large-cell neigh-
bors (B, C, and G) are getting too busy, but the addition of cells may be to free up some
of the C channels used by the large C cell so that the small C cell nearby can have more
C channels.

While it may be that channel set C cells can only use channel set C channels, a grow-
ing system does not guarantee that any C channel can be used in any C cell. Failure to
meet the D/R requirement will cause unacceptable interference within the same chan-
nel when cell sizes mix. Thus each channel set in a growing cellular system becomes a
mathematical exercise to figure out how to assign its individual channels.

As the demand continues and as the center of town (near the river) continues to be
growth area, we continue to add cells. Figure 27.17 shows a system with three cell sizes
because the small cells required even smaller cells to relieve their traffic loads. Since
the small cells have been referred to as secondary cells, the even-smaller cells are some-
times called tertiary cells.
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Figure 27.16 A growing N � 7 system with three-for-one cell splitting.
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27.7.3 Overlaid cells

One technique used to increase the efficiency of cell splitting is to use overlaid cells,
cells that share the same base station at the center but cover a smaller area. We do this
by adding server groups and logical faces (see Sec. 5.2.3) to existing base stations. The
large- and small-radius channels use the same antenna face at the same base station.
The extra server group is a software change only because the extra cell radius is cre-
ated by changing access and handoff parameters for some of the radio channels.

In Fig. 27.18 we have the same growth cells, but now we have overlaid all the cells
that are too close by D/R rules. The large C cell on the right side of Fig. 27.18 cannot
share channels with the small C cell a few steps to the left side of it. We have added an
overlaid small C cell that can share those channels so that the capacity of the large C
cell is no longer compromised by adding the small C cell.

Another way to use overlaid cells is reuse partitioning. Suppose that a reuse ratio of
N � 7 is required to serve an entire wireless subscriber community. Then the user ter-
minals nearer the base stations have radio path gain high enough that N � 4 reuse will
serve them adequately. Because they are closer to the cell center, they can enjoy N � 7
D/R with N � 4 reuse.13 In Fig. 27.19 we overlay an N � 4 system on top of an N � 7
system.

Reuse partitioning has two advantages. First, it increases capacity so that it can de-
lay initial cell splitting of an existing large-cell grid and make a small-cell grid more ef-
ficient. Second, it gives the cellular carrier flexibility in tuning the reuse ratio of the
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Figure 27.17 A growing N � 7 system with three cell sizes.

13While we refer to close and far as geometric terms and draw the figures that way, the actual
discrimination in a reuse-partitioned system, or any overlaid cell with more than one server
group, is based on radio signal path.
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Figure 27.18 A growing N � 7 system with overlaid cells.

A

J

B

K

C

J

D

K

F

L

G

M

A

L

B

M

C

K

D

J

E

K

F

J

B

L

C

M

Figure 27.19 Reuse-partitioning N � 7 and N � 4.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.

Conventional Reuse Principles



system. There is no N � 5 regular reuse ratio, but a reuse-partitioned system with
N � 7 and N � 4 can have more or less of the traffic on each value of N for an equiva-
lent of N � 5 or N � 6 or even N � 5.5. The outer thresholds for the N � 4 part of the
system determine the equivalent value of N.

The bad side of reuse partitioning is that it is a major engineering challenge to keep
track of all the channel sets. The system shown in the figure, for example, has N � 7
and N � 4 for a total of 11 channel sets.

27.7.4 Economics of growth

Mixing cell sizes extracts a price in capacity. Maintaining D/R ratios with different
D and R values partitions channel sets into large-cell channels and small-cell channels.
Adding a third tier of even smaller cells only aggravates the channel-assignment prob-
lem. An aggressive AMPS or GSM cellular engineer can maintain about two-thirds of
the channel set at each cell in a growing system. Thus our N � 4 system averages 80
channels per cell instead of 125. Using traffic engineering analysis in Chap. 23, such
cells might average 70 percent occupancy, 40 erlangs during the busy hour.

The cellular provider gasps at this point, spending as much as a million U.S. dollars
per cell site for just 40 average simultaneous busy-hour calls. The economics of a grow-
ing system only get worse as the system keeps growing, and no providers are anxious to
tell their stockholders that they have decided to stop growing their cellular systems just
so the company can make some money. The early days of cellular ran rivers of red ink as
companies found themselves investing and investing in a future that stayed years away.

27.8 Power Balancing

As a conventional reuse wireless telephone system grows by splitting cells, the channel
sets become complicated. Often a single radio channel is used for cells of different sizes.
Consider a channel used in both cells in Fig. 27.20. The large cell on the left has an S/I
distribution based on D/R1, whereas the small cell on the right has an more favorable
S/I distribution based on D/R2. We can make the two distributions more equitable by re-
ducing the power level for that channel on the smaller cell. In doing this, we spend some
of the surplus performance on the small cell to improve the performance of the larger cell.

The technique of setting average power levels for cochannel cells is called power bal-
ancing, and it is useful even when cells are the same size. When one cell is atop a hill
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and another is in a valley, we can have an asymmetric interference environment that
power balancing can compensate for.

When dozens of cells are using the same channel, the power-balancing problem can
be a sophisticated exercise in mathematical optimization. Each channel should be
power balanced in a wireless telephone system as different channels are used in dif-
ferent cells. If one channel is used in 20 cells and another is used in the same 20 and
one more cell, then their power-balancing calculations are different. Usually the usage
patterns of several channels are the same, so there may be 10 or 20 separate power-
balancing calculations to be done for one system.

This power balancing is not the same as the power control described in Sec. 27.6.
Power balancing is a one-time setting of system parameters, whereas power control is
dynamic, moment-by-moment adjustment of power levels depending on radio condi-
tions at the time. Power balancing sets the average power levels to improve the aver-
age S/I ratios among cochannel cells, whereas the power-control algorithm improves
the low-end, tenth percentile performance once that average level is set.

27.9 Traffic Engineering

Wireless telephony operates at the extreme end of traffic engineering in two important
ways. First, our trunk groups are small, and they stay small even when our systems
grow large. Instead of having small trunk groups growing large, we have more small
trunk groups to more base stations. Second, we have a lot of options for traffic overflow.
A call blocked on its primary route often has a secondary option, sometimes one less ef-
ficient of system resources.

An N � 4, three-sector GSM system with uniform coverage of uniform-density traf-
fic has 40 channels serving each sector. As the system grows and cells split, the chan-
nel sets are shared by large and small cells. Thus the sectors in a growing system are
served by 16, 24, or 32 channels. As a third cell size is introduced, more of the cell sec-
tors have smaller number of channels.

The overflow possibilities, however, are encouraging. As shown in Fig. 27.21, we can
send blocked traffic to other servers in three ways.

■ We can overflow from one antenna face to another at the same base station, sector-to-
sector overflow.

■ We can overflow from a small server group to a larger server group, overlaid-cell overflow.

■ We can overflow from one cell to a neighbor cell.
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These overflow techniques can be done actively at call setup by sending the user ter-
minal to another server. Or they can be done passively in the handoff process by not
handing off a call to a blocked server.

As an example of the kind of traffic engineering we do, let us examine a system where
half the user terminal traffic can be served on two cells. The user terminal tries to ac-
cess one cell, which is blocked, and is directed to retry another cell. Suppose that we
are engineering this system for 2 percent blocking.

If we engineer all the cells for 4 percent blocking, then half the traffic will be blocked
4 percent of the time, whereas the other half will have two chances and will see a block-
ing rate of 0.16 percent, 4 percent of 4 percent. If half the traffic sees 4 percent block-
ing and the other half sees 0.16 percent, then the average blocking for the subscriber
community is 2 percent.14 Thus our example system with 50 percent overflow possibil-
ity can be engineered for roughly double the blocking rate.

We are relying on the fact that this is a mobile telephone system, that the subscribers
are in varying places. A landline system with 4 percent blocking in half its service com-
munity would not be able to claim 2 percent blocking, but our subscribers move around
and are just as likely, we expect, to be in the good areas as the in the bad areas, so they
see the average blocking rate.

The actual traffic engineering for a system with split cells, overlaid cells, and neigh-
bor cells is much more complicated than our example. Often there are many adequate
solutions for traffic engineering a system, and the best choice depends on where facili-
ties are available or where they can be obtained cheaply.

27.10 Cookie-Cutter Hexagons

It is fascinating to explore all these geometric algorithms. During the development of
cellular telephone technology in general and of AMPS in particular, many sophisticated
studies were done using these cookie-cutter hexagons to represent the cells of a cellu-
lar telephone system. These models allowed cellular pioneers to formulate the traffic
and reuse models still in use throughout the world today.

The reality is quite different. It is important to keep in mind that all these cells are
not the lovely, symmetric, equal-sided hexagons we draw in our geometric diagrams.
Many analytic and simulation studies also were done using radio propagation models
described in Chap. 47.15 Figure 27.22 shows the contrast between the geometric hexa-
gons we draw and the cell shapes that we actually see in the field. The boundaries be-
tween cells are fuzzy, actually, because of radio measurement error in call setup and
handoff.

We have discussed the variation in radio propagation that would deform the even
boundaries between cells, but there are other effects as well. The information an AMPS
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14We are taking two liberties here, rounding 2.08 percent to 2 and assuming that blocking on
the two attempts is independent in a statistical sense. While neither of these assumptions is ab-
solutely true, they are close enough for our example to make sense.

15At this point in the discussion we will point out that one of us (Rosenberg) has been on both
sides of the cookie-cutter hexagon fence. He worked with some amazing coworkers to develop soft-
ware growth models that took regular geometric reuse as far as anybody has ever taken it (so far
as we know). And he worked with many of the same people to develop simulation models and pro-
scriptive tools that used radio propagation and measurement models to evaluate the true impact
of cellular design proposals.
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or GSM cellular system has to locate a mobile telephone is the radio signal measure-
ments it makes. Initial call setup and cell-to-cell handoffs are all made based on radio
power measurements and internally set threshold levels. Creating the threshold levels
and handoff neighbor lists to operate an AMPS or GSM system with hundreds of cells
is a daunting job.

27.11 Capacity Rules of Thumb

There are some simple formulas for capacity of conventional reuse cellular systems.
Like the rules-of-thumb formulas for how to invest in stocks or how many calories you
use playing tennis, these are not rigorously derived results. However, rules of thumb
help us understand the relationships among various components of cellular design.

27.11.1 Channel bandwidth

The simplest rule is that narrow channels are more efficient. All other things being
equal, a 10-kHz channel uses one-third the radio spectrum resource that a 30-kHz
channel uses. For this calculation, we have to use the per-channel bandwidth rather
than the per-carrier bandwidth, so the GSM channel counts as 25 kHz.

This means that GSM is 30/25 as efficient as AMPS at the same S/I distribution.
That the GSM channel is one-eighth of a 200-kHz carrier does not affect this estimate.

27.11.2 6 dB of S/N is a factor of 2

The big background rule of conventional reuse is that 6 dB of radio performance is
worth a factor of 2 in reuse.16 Why is this? Because a factor of 2 in reuse means using
each channel twice as often in the same number of cells. Since cells are spread out over
a two-dimensional service area, doubling the reuse of each channel means reducing the
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Figure 27.22 Cookie-cutter hexagons and more realistic cell shapes.

16This is a logarithmic relationship, so 10 dB is a factor of 3 (close enough to 3.162), 12 dB is a
factor of 4, and 20 dB is a factor of 10.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.

Conventional Reuse Principles



cochannel reuse distance by the square root of two (�2�). Using the fourth-power-of-
distance rule from Sec. 1.7, reducing the distance by �2� creates four times the inter-
ference, 6 dB more. We can express the 6-dB rule is Eq. (27.3):

d1 � d2 � 20 log��
c
c

2

1
�� (27.3)

where c1 � first channels per base station
where c2 � second channels per base station
where d1 � first S/N ratio in decibels
where d2 � second S/N ratio in decibels

As an example, let us compare the AMPS and GSM channels. The GSM channel is
5 dB tougher than AMPS because it can withstand 12 dB of S/I at the same audio qual-
ity as AMPS at 17 dB of S/I. We can use this 5 dB to go from N � 7 to N � 4, an im-
provement of 1.75 in capacity. The 6-dB rule would suggest that a 5-dB performance
improvement would get us a factor of 1.78, very close to what we actually get. If we fac-
tor in the 30/25 efficiency factor for GSM’s smaller bandwidth, we get a combined fac-
tor of 2.1 for GSM over AMPS, so calling the GSM channel twice as efficient is a per-
fectly reasonable claim.

For another example, suppose that we have a 12.5-kHz channel proposal and we
want to know what S/I distribution it would have to have to be equivalent in efficiency
to the 25-kHz GSM channel with its 12-dB requirement. Well, the spectrum usage is
two times better (20/10), so we can allow 6 dB more S/I, or 18 dB, for equivalent cellu-
lar efficiency. By the same relationship, if the channel were a narrowband 5-kHz chan-
nel, five times the bandwidth reduction, then we could tolerate 14 dB more S/I, or 26
dB, for cellular efficiency equivalent to GSM.

27.11.3 Sectors

Since three-sector cells remove about two-thirds of the interference, they are worth
about a factor of 3 in radio performance, or 5 dB. By the previous rule of thumb, we
would expect an N � 7 system with omnidirectional cells to be equivalent to an N � 4
system with three-sector cells.17

Six-sector cells are worth another 3 dB because they remove one of the remaining
two first-ring interferers. Some AMPS systems use six-sector cells, but GSM does not,
mostly because the very small channel groups required for six-sector cells would be dif-
ficult in the eight-channel GSM carrier environment.18
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17The earliest AMPS deployment plans started off with N � 12 omnidirectional systems (for cov-
erage) that would migrate into N � 7 systems with three-sector cells. This did not last long be-
cause the migration is an administrative nightmare and because the early growth rates were so
rapid that it did not make sense to have a separate early coverage phase before the long-term
growth phase.

18Again, in the early days of AMPS, there was contention between N � 7 with three-sector cells
and N � 4 with six-sector cells. Going to six sectors gains 3 dB, whereas going to N � 4 loses 5 dB
for a net performance loss of 2 dB. Cellular service providers had to decide whether the higher ra-
dio performance of N � 7 and three sectors was worth the higher cost.
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27.11.4 Overlaid cells

Overlaid cells are worth another 30 percent, 2 dB. This is the incremental capacity of
being able to use a second cell radius at one base station. This advantage comes from
being able to reuse channels from large to small cells at closer range, and it seems to
be a consistent advantage over a wide range of traffic demand density distributions and
values of N. The same advantage of overlaid cells can be realized by using reuse parti-
tioning in the early stages of cellular system growth.

Allowing more than two cell sizes, multiplying overlaid cells, is worth another 15 per-
cent, 1 dB. A growing reuse-partitioned cellular system would have as many as six cell
sizes, six server groups, served by the same base station. The engineering would be
quite complicated, but the result would be that the cells could handle more traffic.

27.11.5 Nonregular channel reuse

Finally, we can leave geometric reuse altogether. Once the traffic and terrain are non-
regular, the geometric regularity that inspired cellular thinking in 1966 can give way
to a nonregular assignment that takes full advantage of every reuse opportunity.
Analysis and simulation studies have showed this was worth another factor of 2 in ca-
pacity, 6 dB. Getting the benefit of this requires solving some terribly difficult mathe-
matical optimizations, however.

27.11.6 Adding it all up

The interesting part of all these rules of thumb for conventional reuse is that we can
multiply them together or add up the decibel count to get a reasonable estimate of ca-
pacity changes. Going from six-sector AMPS cells to three-sector GSM cells, for exam-
ple, is worth 1 dB for the channel reduction from 30 to 25 kHz, 5 dB greater resistance
to interference, and �3 dB for the sector change, a total of 3 dB. This suggests that this
change will increase the capacity of the same cell layout by �2�, or 40 percent.

27.12 Conclusion

This exposition of the principles used for managing capacity on conventional reuse sys-
tems gives a picture of the complex issues facing cellular engineers managing interfer-
ence on rapidly growing systems. Of course, these issues are managed quite differently
in the CDMA network, which uses an N � 1 reuse pattern where all carrier frequen-
cies are used by every cell. We turn our attention to these issues in the next chapter.
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355

28
CDMA Principles for 

Multicellular Systems

In this chapter we present the code division multiple access (CDMA) equations for one
server and for multiple servers and then discuss the assumptions held within the equa-
tions. We then apply the equations in general (to both directions) and specifically to the
forward and reverse directions. This addresses many of the issues involved in moving
the theoretical concept of CDMA into the practical world of cellular telephony. We close
the chapter with a discussion of how the equations can be applied statistically to sys-
tems operating over time. Viewing a distribution over time allows us to address traffic
engineering for the air interface.

28.1 The CDMA Equations

The CDMA equations allow us to calculate the theoretical capacity of one server or of
a system that offers a multiserver environment. As you will see, one clear result of
these equations is that the limit of CDMA capacity is quite pronounced. The number of
users on a cell sector can increase steadily to a point without requiring a great deal
more power from the base station and the user terminal. At some point, the power nec-
essary to achieve a good call goes up very rapidly. And beyond a certain point, no
amount of power in the world will serve all the users with high call quality. This result
derived from the CDMA equations has a practical consequence: We can design CDMA
systems that set a capacity limit by refusing all calls that require a power level higher
than a predetermined setting.

28.1.1 One server

Let � be the maximum interference to signal (I/S) ratio our CDMA channel can allow.
The value of � is the spreading gain divided by the required Eb/N0 for the CDMA chan-
nel. It is the job of the CDMA system and user terminal working together to set power
levels just high enough for sufficient Eb/N0 so that the received power ru for the user
terminal u is determined by the received power rv for all the other users v � u and the
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noise level n. Equation (28.1) says that the total interference plus noise is � times the
received signal for user u:

�ru � �
v�u

rv � n (28.1)

For a single antenna face serving � users, this symmetric equation has a symmetric so-
lution obtained by setting all their received power levels to the same value r. Equation
(28.2) says that a system with � users has � � 1 interferers for each user:

�r � (� � 1)r � n (28.2)

which we can rephrase in Eq. (28.3):

mr � n (28.3)

where m � � � 1 � �. We can solve for r in Eq. (28.4):

r � �
m
n

� � �
� � 1

n
� �
� (28.4)

Naturally, this equation is meaningful only when the number of users � is less than
� � 1. As � approaches this limit, the system increases every user’s transmit power to
ensure sufficient Eb/N0. Looking at the graph in Fig. 28.1, we can make an important
observation. Until � gets very close to � � 1, the receiver power levels stay very low.

These equations (28.1 through 28.4) tell most of the story for the reverse direction.
Each user terminal has to transmit with enough power to achieve r received power at
the antenna face. Thus, if Gub is the radio path gain from user u to antenna face b, then
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Figure 28.1 CDMA reverse power requirement as a function of number
of users.
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the received power is the transmit power multiplied by the path gain. Equation (28.5)
shows the relationship in absolute terms rather than decibels:

r � tuGub (28.5)

Thus we can express the required transmit power for each user u in Eq. (28.6):

tu � �
G

r
ub
� (28.6)

The forward direction is a little more complicated. We start with Eq. (28.1) and use
the radio path gain relationship ru � tuGub to solve for the base station transmit power
tu for user u in Eqs. (28.7) and (28.8):

�tuGub � �
v�u

tvGub � nu (28.7)

�tu � �
v�u

tv � �
G
n

u

u

b
� (28.8)

Since our forward power limitation is the total transmitted power T for all the users
served by the antenna face, we add up all the users’ transmit power in Eq. (28.9) and re-
alize that the double summation contains every user � � 1 times to get Eq. (28.10):

� �
u

tu � �
u

�
v�u

tv � �
u

�
G
n

u

u

b
� (28.9)

� �
u

tu � (� � 1) �
v

tv � N (28.10)

where N � �
u

�
G
n

u

u

b
�

The noise component N has a physical meaning: It is the total noise of all the user re-
ceivers as if all that noise were broadcast from the antenna face.

The total antenna face transmit power T for all the users is expressed in Eqs. (28.11)
through (28.14):

�T � (� � 1)T � N (28.11)

(� � 1 � �)T � N (28.12)

Tm � N (28.13)

T � �
m
N

� � �
� �

N
1 � �
� (28.14)

As in the reverse direction, the forward direction has a severe limit at � � 1 users
beyond which no amount of power is sufficient. The graph of total forward power T as
a function of users shown in Fig. 28.2 has a different shape1 with the same basic idea:
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1The reverse power curve is a hyperbola with asymptotes at r � 0 and � � � � 1, whereas the
forward direction has an extra linear component. The forward noise value N increases linearly as
� increases, whereas the reverse noise n does not.
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Forward power requirements remain very low until � gets very close to �. The reader
should notice the pleasing symmetry of the same m value, mr � n and Tm � N, in Eqs.
(28.3) and (28.13).

28.1.2 Multiple servers

For multiple antenna faces, the algebra gets more complicated, but the basic idea stays
the same. We need to maintain the distinction between the users in the cell sector be-
ing served and the base station antenna face serving them. We refer to the antenna
faces as b and c and the sets of their users as B and C. Thus the notation u � B means
all the users in the cell sector served by antenna face b.

It makes no difference for this analysis whether the two serving antenna faces
b and c serve sectors in the same cell or sectors in two different cells. If a full-blown
CDMA system has 500 cells and each cell has three sectors, then the total number of
antenna faces and sectors, k is 1500. When we write about the interaction between
antenna faces b and c, the reader should remember that sometimes they will be al-
ternative sectors on the same cell and sometimes they will be on completely different
cells.

In the reverse direction we get the matrix Eq. (28.15):

M �� � �� (28.15)r n
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Figure 28.2 CDMA forward power requirement as a function of number
of users.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.

CDMA Principles for Multicellular Systems



This becomes Eq. (28.16) when written out the long way:

m11r1 � m12r2 � � � � � m1krk � n1

m21r1 � m22r2 � � � � � m2krk � n2

� � � � � � � � � � � � � � � � � � � � � � � � � � �
(28.16)

mk1r1 � mk2r2 � � � � � mkkrk � nk

rb is the received power for b users (that is, subscribers served by antenna face b), and
nb is the receiver noise level at antenna face b.

The components of the matrix M in Eqs. (28.17) and (28.18) are the interactions of
antenna faces and users of the same and other antenna faces:

mbb � � � 1 � �b (28.17)

mbc � ��
v�C

�
G
G

v

v

b

c
� for b � c (28.18)

The matrix diagonal terms mbb are the same as the m variable we had in the single-
server case where �b is the number of b users. The matrix off-diagonal terms mbc for
two different antenna faces b and c are the interference antenna face b causes for users
served by antenna face c. mbc reflects the interfering signal path from antenna face b
to users served by c, as shown in Fig. 28.3.

Another way to look at M is that each antenna face b is represented by a row in the
matrix, mb1, mb2, . . . , and each set C of users served by an antenna face is represented
by a column in the matrix, m1c, m2c, . . . .

Let us look a little more closely at the summation in Eq. (28.18). mbc is the (negative)
sum over all C users of the path gain ratio of b to c. This makes sense, really. If the path
from C users to face c is twice as good as the path from the same C users to another
face b, then their effect on face b should be half as much as their effect on face c. Ten
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users with half the path gain (or twice the path loss) to another serving antenna look
like five users over there.2

The forward direction for multiple servers is surprisingly similar:

T��M � N�� (28.19)

Equation (28.19) is the matrix equation, and Eq. (28.20) is the same system of equa-
tions written out the long way:

T1m11 � T2m21 � � � � � Tkmk1 � N1

T1m12 � T2m22 � � � � � Tkmk2 � N2

� � � � � � � � � � � � � � � � � � � � � � � � � � �
(28.20)

T1m1k � T2m2k � � � � � Tkmkk � Nk

Tb is the total transmit power requirement for antenna face b, and Nb in Eq. (28.21) is
the same noise component we saw in Eq. (28.10):

Nb � �
u�B

�
G
n

u

u

b
� (28.21)

That the M matrix for reverse and forward directions is the exact same matrix is a
beautiful and wonderful result.3 Mathematician types would call it elegant. The single-
server analysis tells us that there is a single component m, or mbb in the matrix case,
for both reverse and forward same-cell interference. The multiple-server analysis tells
us that there is a single term mbc for the interference between antenna face b and users
served by antenna face c. The analysis goes on to tell us that the interference from one
cell sector to another is completely described by the difference in the radio signal paths,
the ability of the wireless telephone system to separate the radio environments of its
cell sectors.

28.1.3 Wireless local loop (WLL) capacity

These equations tell us that wireless local loop can have a fantastic capacity advantage
over wireless mobile telephones. An antenna mounted on the side of a building can be
a narrow-beam, directional, high-gain antenna pointed directly at the serving base sta-
tion. A directional antenna at the user terminal reduces the interference from that user
terminal to other cells in the wireless telephone system.

This appears as a reduction in the cell-to-cell interference terms, mbc, in M. There is
one strange effect in the capacity calculations for a system of WLL subscribers: The pri-
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2The sanity test of this is to consider the case where b and c are collocated or even the exact
same antenna face. The capacity equation should give the same answer if we divide the users of
one antenna face into two groups and consider them as separate cell sectors b and c with the same
radio paths to both sets of users B and C. Then mbb � mbc is � � 1 � (�b � �c), the same term we
would have if we had considered b and c together.

3Reverse and forward are actually in a transpose relationship because we represented r�� as a col-
umn vector on the right side of M, and T�� is a row vector on the left side of M.
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mary interfering path from one cell to another is the signal path from user terminals
to base stations on the other side of their serving cells because those base stations are
in the same direction as the serving radio path. As we move further away from the serv-
ing base station, the radio paths to the two base stations become closer in signal path
gain and, therefore, contribute more to the interference coefficient mbc.

While WLL reduces cell-to-cell interference, face-to-face interference in the same cell
is unaffected by the user antenna. The antenna faces of one base station are all in the
same place and all enjoy the same radio path advantage of the WLL directive antenna
beam.

28.1.4 CDMA overflow of blocked traffic

The equations tell us, also, that having an overloaded cell overflow its excess demand
onto other cells with poorer radio paths is going to hurt more than it helps. If the users
have better path gain to the busy cell than to the neighbor cells, then the mbc compo-
nents of interference actually will be greater than the same-cell mbb contribution.

As an example, consider a system with two omnidirectional cells 1 and 2 with the ma-
trix in Eq. (28.22):

M � � � (28.22)

Cell 1 serves �1 users, cell 2 serves �2 users, and we are assuming for this example that
the radio path gain for all users to their nonserving cells is 	 times lower than to their
serving cells.

We are going to add k users in the serving area of cell 1. Thus their radio signal path
gains to cell 2 are 	 times lower than to cell 1. Adding k users to cell 1 increases the
first-column components of M1(k) as shown in Eq. (28.23):

M1(k) � � � (28.23)

The upper-left coefficient of M1(k) reflects the full value of k extra users being served
by base station 1, whereas the lower-left coefficient reflects the extra 	 contribution of
their interfering path to base station 2.

However, for some reason, we may decide to serve the same k users with antenna
face 2 instead. This increases the second-column components of M2(k) as shown in Eq.
(28.24):

M2(k) � � � (28.24)

The lower-right coefficient of M2(k) reflects the extra user being served by base station
2, but in this example the upper-right coefficient increases by k/	, a number greater
than k, because the interfering path has greater path gain than the serving signal
path.

We can solve the CDMA equations using matrices M1(k) and M2(k) and notice that
matrix M2(k) gives higher power levels or, even worse, negative power levels that in-
dicate system overload. A simpler approach to see the same effect is to realize that the

�	�2 � k/	
� � 1 � (�2 � k)

� � 1 � �1

�	�1

�	�2

� � 1 � �2

� � 1 � (�1 � k)
�	�1 � 	k

�	�2

� � 1 � �2

� � 1 � �1

�	�1
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system becomes overloaded when the determinant of matrix M is zero. The determinant
for a two-by-two matrix is given in Eq. (28.25):4

det� � � ad � bc (28.25)

If we start with a well-behaved CDMA system, a matrix M with positive determinant
D, then we can ask how many users k the two matrices M1(k) and M2(k) can take be-
fore their systems reach overload status.

Let k1 be the overload point where det[M1(k1)] � 0, and let k2 be the overload point
where det[M2(k2)] � 0. The combination of Eqs. (28.23) and (28.25) and some algebra
gives us Eq. (28.26):

det[M1(k)] � D � k[� � 1 � (1 � 	2)�2]
(28.26)

det[M2(k)] � D � k(� � 1)

It is convenient that the factors of 	 and 1/	 cancel out to unity in the equation for
det[M2(k). We can solve for k1 and k2 to get Eq. (28.27)5:

k1 � (28.27)

k2 � �
�

D
� 1
�

So long as 	 
 1 and �2 � 0, we have k1 � k2. This means that this simple CDMA
system will serve more users on the right cell than on the wrong cell before it becomes
overloaded and unstable.6 This example gives us insight that there are unlikely to be
any reasonable CDMA systems where overflowing traffic to other cell sectors is good for
system capacity.

28.1.5 Assumptions

The above equations make several assumptions as we present them in this section.
While these assumptions are not exactly true, these equations still give us insight into
the behavior of channels within a CDMA radio carrier. In the rest of this chapter we ex-
plore the differences between these assumptions and real CDMA systems, how we can
modify the equations to take these differences into account, and how these differences
affect our calculations.

D
���
� � 1 � (1 � 	2)�2

b
d

a
c
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4If this brings back too many linear algebra classes from too long ago, then the reader can trust
our analysis.

5At first glance, the reader may wonder how the formula k2 � D/(� � 1) could have reference to
user population �1 or �2 or radio conditions 	. However, the original determinant D depends on
�1, �2, and 	.

6The condition 	 � 1 means that the two cells are exactly the same for both user communities,
and the condition �2 � 0 means that there are no users in the service area of cell 2. Thus we are
comfortable that 	 
 1 and �2 � 0 are reasonable assumptions for this example.
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The channels are all the same size. Each CDMA channel in these equations is pre-
sumed to have the same spreading gain and Eb/N0 requirement, the same value of �.
This ignores the varying data rates used in voice activity detection (VAD), where the
CDMA channel reduces its bit rate and power requirements when the subscriber’s
speech pattern permits it. It ignores adaptive multirate (AMR) speech coding, where
the CDMA channel adapts its voice bit rate to the prevailing radio conditions. And it
ignores a CDMA carrier that is a mix of channels using different data rates.

The noise values are all the same. The receiver noise levels in these equations are all
set the same for all the user terminals and all the base stations. We do allow the for-
ward and reverse directions to have different noise levels. In the reverse direction,
there is a clear economy in designing a base station receiver with a lower noise floor to
allow user terminals to transmit at lower power. In the forward direction, however, it
is more economical to build a more powerful transmitter than to engineer thousands of
user terminals with lower receiver noise levels.

There are no other channels. We have ignored the overhead of pilots, power-control
channels, and signaling.

Each user has one channel. Each call is modeled here as a single two-way CDMA ra-
dio link. As described here, there are no soft or softer handoffs.

All interfering radio power is the same. This is an important modeling point in our
concept of CDMA, perhaps the most important point: Interference from other CDMA
calls is the same as additive white gaussian noise (AWGN) at the same power level. In
fact, orthogonal codes and joint detection (JD) are ways for interferers to be far less in-
trusive than AWGN with the same radio power. And multipath in the radio environ-
ment can create intersymbol interference that can make it worse.

We have perfect power control. These equations presume that the CDMA system has
set its power levels to their exact optimal levels. Of course, the power-control process
is based on radio measurements, which can have measurement errors, and power con-
trol is a dynamic process that adapts to changing radio signal paths. As subscribers
start calls, end calls, and move in and out of radio shadows, the power levels adjust to
the changing radio environment.

28.2 Applying the Equations to Both Directions

We can address some of these assumptions, as well as some other issues, and adjust
our equations and our model to understand CDMA capacity. In this section we will look
at changes to our model that are relevant to both directions. In the next two sections
we will look at issues where changes unique to each direction need to be made.

28.2.1 Variation in data rates

The most noticeable difference between the equations as presented earlier and real
CDMA is the distribution of channel data rates. Voice channels are adjusted continu-
ously by VAD as the subscriber’s voice allows, wideband CDMA (W-CDMA) uses AMR
to select a voice data rate depending on radio conditions, and there are circuit-switched
and packet data services on the CDMA carrier.

VAD reduces the average voice call utilization of the CDMA resource. If speakers are
silent half the time, then the primary effect of VAD is to double the spreading gain of
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voice calls. This has the effect of doubling the maximum I/S ratio the voice CDMA chan-
nel can allow, the value of �. We have to be a little bit careful because the equations
were based on a constant channel, and VAD creates a varying channel, so there is a sta-
tistical distribution of interference, which is a variation factor that needs to taken into
account. As long as each voice call is a reasonably small fraction of the CDMA carrier,
we are probably safe ignoring that extra variation.

AMR is not the same as VAD because it depends on the radio environment rather
than on subscriber’s voice. This means that we can figure the system will be at its low-
est AMR bit rate when the radio conditions are most hostile. In short, we can base our
choice of � on the lowest bit rate available in AMR.

The presence of other CDMA subscriber traffic, circuit-switched and packet data, can
be thought of as adding users to the equations with a multiplication factor. If a sub-
scriber is using circuit-switched Integrated Services Digital Network (ISDN) data ser-
vice with 20 times the average voice data rate and double the Eb/N0 requirement, then
that channel is the equivalent of 40 voice users. As long as each packet data user is us-
ing a reasonably small fraction of the total CDMA resource, less than one-third, then
we should be able to incorporate their average usage into the equations. However, we
do have to keep an eye open for the much more variable usage pattern of a packet data
user.

28.2.2 Power control

The power-control process has two effects not directly addressed in the CDMA equa-
tions as presented earlier. First, there are power-control errors, inaccuracies in the
open-loop and closed-loop power-control processes. Second, there is the overhead factor
of the power-control data stream.

The best way to model the power-control errors is simply to accept that the system
has a loss in efficiency, a reduction factor in �. If the power control is a statistically log-
normal distribution with a standard deviation of 0.5 dB, then it reduces the CDMA ef-
ficiency of each channel about 0.5 dB, about 10 percent. We can model this effect by
multiplying � by 0.9.

The power-control data stream can be punctured bits, a separate channel, or specif-
ically allocated bits in the data stream. In any case, it is taking up CDMA channel
space that is not subscriber voice or data. We can model this effect, too, as a multipli-
cation factor in �. If a 7200-bit-per-second channel has 800 bits of power control, then
we can multiply � by 0.9 to compensate.

The tone of the last two paragraphs makes it sound like power control is bad news.
This is not accurate. The bad news is the near-far problem and changing radio condi-
tions. Power control makes it possible to run a CDMA system in a hostile radio envi-
ronment, and these multiplication factors reflect the cost of the problem and its
solution.

28.2.3 Smart antennas

The effect of adaptive phased arrays, smart antennas, is to focus the two-way radio link
on the user terminal being served. This is clearly a good thing that is not modeled di-
rectly in the multicellular CDMA equations. The problem in the analysis is that there
is a notion in the equations of a fixed collection of antenna faces, and we refer to the
radio signal path gains Gvb from user terminals v to antenna faces b.
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In a system with smart antennas, each user terminal has its own separate antenna
radiation pattern used for both forward and reverse directions. If we wanted to be per-
fectly complete, then we would have to generate a set of equations with a separate vir-
tual antenna face for each user terminal. Clearly, this is an overwhelmingly complex
mathematical computation, so instead we do some approximation approaching this
ideal solution.

The best smart antennas present radiation patterns of a few tens of degrees. There
are large and complex adaptive phased arrays that have a 40-degree arc of high signal
path gain, but time division synchronized CDMA (TD-SCDMA) antennas are claiming
path gain improvements of 8 dB, consistent with 60-degree arcs. If we divide the cell
into 12 virtual sectors of 30 degrees each, then we have a collection of user communi-
ties with reasonably common radio characteristics. The set of equations has 4 times as
many variables as the three-sector system, with 16 times as many terms in the matrix
M, but it is still manageable to solve these equations for a large system on a personal
computer.

28.2.4 Dynamic channel allocation

TD-SCDMA offers dynamic channel allocation to optimize CDMA performance. The
system selects a carrier and time slot so that the TDMA/CDMA channel has minimum
interference with other channels. Other CDMA systems also may select the carrier
with the best radio conditions as each call is established. This certainly improves sys-
tem performance when the wireless telephone system is less than full, but does it in-
crease the maximum capacity of a system?

The answer is yes in the multicellular arena, but not for a single-cell sector. If all the
carriers, time slots, and pseudonoise (PN) codes of a cell are as busy, as they can be, then
no dynamic channel assignment is going to squeeze out one more channel. In other
words, the value of � is not affected by a better choice of carriers, time slots, or PN codes.

It is the reduction of intercell interference that makes carrier choice important for
each call. The ability of a system to keep new calls away from interference generated
by existing calls should reduce (and therefore improve) the mbc components of inter-
ference from one cell sector to another. As the system gets busy, this effect may not be
large, but even a few percent improvement in capacity should be modeled.

28.2.5 User terminal movement (Doppler)

The motion of the user terminal creates Doppler distortion, as described in Sec. 2.1.5.
The Doppler distortion contaminates the signal and adds its own noise factor. Unlike
multipath, however, there is no rake filter to screen out the distortion. Furthermore,
the motion of a user terminal changes the multipath delay spread, so the rake filter is
constantly catching up. The effect of a moving user terminal is to reduce the value of �
in both forward and reverse directions. The faster the motion, the greater is the effect
on CDMA capacity. The third-generation (3G) CDMA carriers with their higher chip
rates are more susceptible to this distortion from pedestrian or vehicular movement.

28.2.6 Time division duplex (TDD)

The equations presented earlier are separate for forward and reverse links. The as-
sumption throughout is that forward radio paths interfere only with other forward
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paths and that reverse paths interfere only with other reverse paths. In time division
duplex (TDD), base stations and user terminals are broadcasting radio in the same
spectrum. This is not a problem in one cell because base stations and user terminals
are time-synchronized.

If neighboring cells do not follow the exact same pattern of forward and reverse
timing, then radiation from one base station during its forward phase will interfere
with the reception at another base station during its reverse phase. Similarly, user ter-
minals transmitting reverse signals will interfere with other user terminals receiving
forward signals. To avoid this cross-interference, all the cells have to be time-
synchronized, and all have to use the same ratio of forward and reverse time slots.
Even if the cells are time-synchronized, radio signals travel at the speed of light, and
this may be slow enough to interfere with other cells. These extra cross-interference
terms are not modeled at all in the CDMA equations presented earlier.

The correction is not simple. We model radio propagation in these equations and in
planning tools described in Part 8 by calculating an array of radio signal path gains
from every base station location B to a set of (x, y) coordinates. Adding a set of radio
paths from every b to every other B is not a significant addition to the list, but adding
a set of radio paths from every (x, y) to every other (x, y) is a huge increase in the prob-
lem size. If there is a significant amount of TDD cross-interference as we described
here, then these equations do not do an adequate job of helping us understand TDD
CDMA.

28.3 Applying the Equations to the
Forward Direction

As we move into the specific details of forward and reverse CDMA radio paths, some of
the mathematical elegance and symmetry are lost. Once we take pilots, soft handoffs,
orthogonal codes, and multipath into account, the matrix M is no longer exactly the
same in forward and reverse directions. However, we stick to our original claim that
the mathematical structure is the same and that the fundamental structure of CDMA
matrix M is the same.

Because the forward link in cdmaOne uses coherent modulation and the reverse link
uses noncoherent modulation (discussed in Sec. 1.10.2), a busy cdmaOne system is lim-
ited by the reverse direction. The 3G systems with their more balanced modulation
schemes are limited in the forward direction. Soft handoffs and multipath are greater
burdens in the forward direction, and these burdens outweigh the relative advantages
of a common pilot and orthogonal codes.

28.3.1 Forward pilots and signaling

The forward pilot is a single source of radio power shared among all the user terminals.
While it is an essential part of the receiving process, it is extra radio power, a noise
component, as far as these CDMA equations are concerned. We need to add this
noise component to the equations to model the effects of forward pilots and signaling
channels.

Each base station puts out some amount of overhead radio power in its forward pilot
and signaling channels. For each user terminal, we can regard the total received power
of all the overhead channels of all the base stations as a component of its receiver noise,
part of the nu term in Eq. (28.10).
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This makes sense from a physical perspective. Suppose that the forward pilot for an-
tenna face b has transmit power t and reaches user terminal u with received power
r � tGub. Then the component of noise N representing that pilot is P � r/Gub, which is
just t. What we are saying here is that the model for the forward direction in the CDMA
equations treats the pilot power as another interferer when we include it in the noise
coefficient N.

This model includes the adverse effect of having a region with several pilots with
nearly equal received power competing to serve it. This effect is called pilot pollution,
and it is discussed in Sec. 32.1.

28.3.2 Soft and softer handoffs

A call in soft or softer handoff is using more than one forward channel. The CDMA
equations present earlier do not reflect having multiple CDMA channels for one call.

The areas with nearly equal radio paths are the areas in soft or softer handoff. When
a call in the calculation has an alternative cell sector close to the highest radio signal
path gain, the wireless telephone system almost certainly will put that call into a soft or
softer handoff state and will replicate its forward signal on two antenna faces, c and d.

This means that the forward matrix M has the same call on two separate columns, c
and d; the coverage areas C and D have some overlap.7 If a single call served nearly
equally by two antenna faces uses capacity resources equivalent to two calls, then that
same call in soft handoff is using the resources of four calls. And there is no reason the
number of simultaneous signals is limited to two. Some wireless telephone systems al-
low up to six simultaneous forward transmissions of the same call, so one of those calls
would use the system resources of 36 calls.

The reality of multiple-cell soft handoffs may not be this bad. The user terminal com-
bines the soft handoff channel replications with its rake filter to get a clearer signal.
The total resource consumption of a k-cell soft-handoff call is probably less than k2, but
it still uses a lot of CDMA resources. Part of good CDMA design is avoiding large areas
with multiple nearly equal serving cell sectors.

28.3.3 Orthogonal codes

Orthogonal codes also can be put into the CDMA system of equations by increasing the
mbb terms. In Eq. (28.17) we saw that mbb � � � 1 � �b, where � is the spreading gain
divided by Eb/N0 and � is the number of calls served by antenna face b. If the orthogo-
nality is perfect so that the base station and user terminal do a perfect job of filtering
out the other forward channels, then mbb � � for all serving antenna faces b, no mat-
ter how many calls are being served up to the maximum number of orthogonal chan-
nels. In cdmaOne, the maximum number of orthogonal calls is about 60, depending
on how many codes are used for paging and access. This number is about 250 for
cdma2000 or W-CDMA.8
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7In the CDMA equations without soft handoff, all the coverage areas are disjoint; the intersec-
tion of C and D, C � D, is the empty set �. Forward-direction soft handoff creates overlap, so the
intersection is not empty, C � D � �.

8The reason the number of calls is about 60 or 250 is that some of the codes are reserved for sig-
naling, and the number reserved for signaling can vary.
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28.3.4 Multipath

Multipath has an amplifying effect on interference from the same radio source. The
rake filter allows the receiver to see all the power of the transmitted signal even when
the radio path spreads that signal over several chips. The price is time sidelobes, as de-
scribed in Sec. 8.4, an extra interfering component generating in the receiver. We will
let 
 be the multipath factor, the time sidelobe power divided by the desired signal
power in the rake filter.

Multipath, with the rake filter compensating for it, does in a bad way exactly what
orthogonal codes do in a good way. The multiple paths in the forward direction increase
the effect of same-sector interferers, whereas orthogonal codes reduce their effect.

The effect of multipath in the forward direction is to add 
 interference for each ra-
dio signal in the same cell sector, so mbb � � � 1 � (1 � 
)�b. In the orthogonal case,
the good signals no longer interfere with each other, and we are left with only the mul-
tipath interference, so mbb � � � 
�b.

28.4 Applying the Equations to the
Reverse Direction

In cdmaOne, the reverse direction does not have orthogonal codes. In 3G systems that
have reverse pilots, orthogonal codes are used, but the system has to support separate
pilots for each user terminal. These are disadvantages for the reverse channel as com-
pared with the forward channel. However, the reverse channel has advantages as well:
soft handoff and the fact that multipath interference is coming from different locations
rather than from a source co-located with the desired signal.

28.4.1 Reverse pilots and signaling

The reverse pilot is extra radio power for each user terminal using the wireless tele-
phone system. This means extra bits, extra information, and extra power for each call.
If a subscriber is combining voice and data in one session, then there is only one pilot
for both. The overhead in the reverse direction is the pilot plus any signaling activity.9

The effect of the reverse overhead is to reduce the value of �. This reduction is not
a fixed amount because the pilot is a bigger share of a voice channel than of a high-
capacity data channel. In fact, the effect of overhead is a fixed increase in 1/�. This
is so because 1/� is the share of the total CDMA resource that a channel uses,
and adding a fixed overhead will increase that share the same amount for different
channels.

28.4.2 Soft and softer handoffs

The reverse soft handoff has no effect on the CDMA equations. It ensures that each
user terminal is operating at the lowest power for several radio paths. We can think of
reverse soft handoff as the process ensuring that the equations hold true. If the user
terminal has to make a sequence of hard handoffs to maintain the highest radio signal
path gain, then delays and inaccuracies in the handoff process will degrade the capac-
ity from the equation solution.
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9We have already accounted for power control, both forward and reverse, in Sec. 28.2.2.
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Softer handoff, on the other hand, actually may improve the capacity beyond the
equation values because the combination of two sector signals may allow lower power
levels. We do not know if this combining effect of softer handoff is significant, but it is
safe to say that soft and softer handoffs enforce the selection of the best cell sector in-
stant by instant.

28.4.3 Joint detection (JD)

JD as described in Sec. 10.4.7 is a mathematically sophisticated approach that uses
knowledge of all the CDMA signals in demodulating the reverse channel. It is useful
with small numbers of signals, as seen in TD-SCDMA. The effect of JD is similar to or-
thogonal codes, but the effect is partial rather than total. We will let � be the same-
sector interference factor.

In the case of normal CDMA demodulation, where we treat the interferers as AWGN
and multiply by the channel PN code, we have � � 1. In the case of orthogonal codes,
which we use in the forward direction, we have � � 0. The effect of JD is somewhere
in between the two. The effect of JD is to attenuate the same-sector interference, so
mbb � � � �(�b � 1).

28.4.4 Multipath

Multipath in the reverse direction has a small effect on CDMA capacity because each
reverse CDMA channel is using a different radio path to the base station. As we said in
Sec. 28.3.4, the rake filter generates time sidelobes, an extra component of interference

 for each CDMA channel sharing the radio path.

The effect of reverse multipath is to add 
 interference, but only once for the signal
channel time sidelobes. Thus mbb � � � 1 � �b � 
. The combination of JD and mul-
tipath gives us mbb � � � �(�b � 1) � 
. The effect of multipath in the reverse direc-
tion is to add 
 rather than to multiply by 
 as we did in the forward direction.

28.5 Applying the Equations Statistically

The CDMA equations represent a snapshot, a specific collection of users at a specific mo-
ment in time with specific radio paths to all the base stations. These equations give us
significant insights into the capacity effects of various components of CDMA engineering.

By themselves, the CDMA equations do not tell us how to do traffic engineering in a
wireless telephone system. We need to take them one step further and try to use them
on a distribution of CDMA traffic.10 We can extend the CDMA equations to a distribu-
tion of demand by replacing the sums with integrals in Eqs. (28.28) and (28.29):

mbb � � � 1 � ��(x,y)�B �(x, y) dx dy (28.28)

mbc � � ��(x,y)�C �
G
G

(
(
x
x
,
,
y
y
,
,
b
c)
)

� �(x, y) dx dy for b � c (28.29)
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10One of us (Rosenberg) built a sophisticated mathematical model for CDMA WLL using these
equations in a statistical form. The view presented here is simpler but may help the reader un-
derstand how these equations can be extended to CDMA traffic engineering.
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where �(x, y) � demand density at (x, y)
G(x, y, b) � path gain from (x, y) to antenna face b

These equations give us power levels for a specified demand density �(x, y). If �(x, y)
represents the average density of demand, then the solutions of Mr�� � n�� and T��M � N
still represent average power levels for reverse and forward directions. If we want a
system to have 2 percent blocking, then we need the power level that satisfies the equa-
tions 98 percent of the time.

Solving the statistical distribution of a matrix equation is a difficult task.11 Let us
apply some loose, hand-waving mathematics to gain some insight into using these
equations in traffic engineering a CDMA system.

Let’s make life simple and consider whether each cell sector is able to stay out of an
overload condition. If noise levels are low and radio signal path gains are high, then a
base station power amplifier will get close to full power only when it is nearly over-
loaded. In the single-server case, that cell sector will overload when its traffic level �b

reaches the CDMA limit, � � 1. Let’s make life simpler still and figure that the system
overloads when a row sum or column sum of the matrix M adds up to zero or less.

Let’s define the sector-to-sector radio path protection in Eq. (28.30):

	bb � 1

	bc � �
m
�

b

c

c� � for b � c
(28.30)

The column or row sum is in Eq. (28.31):

�
b or c

mbc � � � �
b or c

	bc�c (28.31)

and the system is not overloaded as long as Eq. (28.32) is satisfied.

Sc � �
b or c

	bc�c � � (28.32)

Since �b is a Poisson-distributed distribution and Sc is a weighted sum of Poisson dis-
tributions, we can estimate the mean � and variance �2 in Eqs. (28.33) and (28.34):

� � �
b or c

	bc���c (28.33)

�2 � �
b or c

	2
bc��c (28.34)

If we consider the resulting distribution of weighted traffic and CDMA resource used
to be a normal bell-shaped distribution, then the condition for 2 percent blocking is
� � 2� � �.12

��(x, y)�C �
G
G

(
(
x
x
,
,
y
y
,
,
b
c)
)

��(x, y) dx dy
����

��(x, y)�C �(x, y) dx dy
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11It is hard enough when the determinant of the matrix M remains far from zero. Unfortunately
for us, the CDMA equations are interesting precisely when the determinant of the matrix M is
close to zero because that is when the CDMA carrier is close to its saturation level.

12If we are using more exact numbers from a statistical table, then the condition for 1 percent
blocking is � � 2.33� � � and the condition for 2 percent blocking is � � 2.06� � �.
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This approach may have a lot of approximations, but it gives a good sense of CDMA
capacity for small-cell, interference-limited environments. The 	bc values are the in-
terference contributions from one cell sector to another. Taking this cross-interference
into account, we find the average traffic � and the standard deviation � and make sure
that the � � 2� 
 � for 2 percent blocking.

When multiple channel sizes are involved, as with a mix of voice and data service,
there is some scaling and adding involved, but the statistical model is basically the
same. Let us define mean � and standard deviation � for the combined system in Eqs.
(28.35) and (28.36):

� � �
�

�v

v

o

o

i

i

c

c

e

e� � �
�

�d

d

a

a

t

t

a

a� (28.35)

2
�2 � ��

�

�v

v

o

o

i

i

c

c

e

e� � ��
�

�

2
d
2
d

a

a

t

t

a

a
� (28.36)2

We estimate that we have 2 percent blocking when � � 2� � 1.

28.6 Conclusion

In this chapter we have introduced the application of the CDMA equations to estima-
tion of cell capacity and to traffic engineering for the air interface. We have attempted
to apply this to an interference-limited environment, that is, to a multiple-cell system
serving many customers and, at times, operating near or at capacity. Understanding
what happens to the CDMA system as its limits are approached is crucial to the prac-
tical design of these systems. In the next chapter we will look at the capacity issues
specifically related to transmission of subscriber data.
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373

29
CDMA Data Capacity Principles

Point-to-point data transmission service is defined by three things: rate, errors, and
delay. The bit rate of a data service is typically well defined by a standard. The stan-
dard reflects the best data rate that can be provided reliably over a given interface.
cdmaOne, cdma2000, wideband CDMA (W-CDMA), and time division synchronized
CDMA (TD-SCDMA) each have data services defined in the standard. In code division
multiple access (CDMA), data capacity, that is, the number of data links that can be
supported, is determined by the data rate of the service and the bit-error-rate (BER)
requirement. That is, the maximum capacity of a server, cell, or system can be deter-
mined by the data rate given each user and the BER requirement. The actual capacity
will vary depending on the radio link conditions and the resulting Eb/N0 requirement
(the ratio between energy per bit and interference).1

The delay is mostly determined by the packet pipes between the base station and the
public packet data network (PPDN). Jitter within the transmission channel is not sig-
nificant to the user. The higher-level data services can ensure that the packets are
processed in order even if they arrive out of order, and the slight addition to delay cre-
ated by this management of jitter is not significant in data transmission.

29.1 Bit Error Rate (BER) and Eb /N0

Let us start with a binary phase shift keying (BPSK) modulated channel with additive
white gaussian noise (AWGN) as we did in Sec. 8.2. The BPSK transmitter sends a pos-
itive value for �1 and a negative value for �1, and the AWGN adds a normally dis-
tributed random component. The BPSK receiver sees a �1 if the sum is positive and a
�1 if the sum is negative. The bit will be in error when the AWGN component adds
enough error to the signal to push it onto the wrong side of the zero-voltage line, as
shown in Figs. 8.1 and 8.2.

What is the probability that this will happen? The amplitude of the desired signal is
the square root of the signal power, and the standard deviation of the noise will be the

1The Eb/N0 requirement is a physical result of the BER requirement set in the quality of service
(QoS) defined in the data transmission standard.
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square root of the noise power. This means that the bit values will be � �Eb/N0� and
��Eb/N0� times the noise standard deviation. The bit error rate is the tail of the nor-
mal curve that falls on the wrong side of the zero-amplitude line. It is given by the for-
mula in Eq. (29.1):

BER � �
1
2

�erfc ��
N
Eb

0
�� (29.1)

[The function erfc(x) is defined in Eq. (26.4) in Sec. 26.3. erfc(x) is the probability that
a normally distributed random variable will be x or more standard deviations from its
mean.]

In the case of quadraphase phase shift keying (QPSK) with AWGN interference, the
receiver takes the transmitted two-dimensional, complex signal-plus-noise value and
finds the closest point on the QPSK constellation, as shown in Fig. 29.1. The in-phase
and quadrature dimensions can be treated completely independently in computing the
BER of QPSK. The energy per bit Eb is divided equally between the two dimensions,
and the noise power is also divided equally, so the formula for BER is exactly the same
for QPSK as it is for BPSK. The graph of BER as a function of Eb/N0 in the BPSK and
QPSK cases is shown in Fig. 29.2.
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Figure 29.1 The receiver finds the closest point on the constellation.
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For more complex constellations such as 8-ary or 16QAM, the calculations are also
more complex. Since the points on the constellation are closer together, each constella-
tion symbol requires more energy than QPSK relative to the noise level. However, there
are more bits in each symbol, so the energy per bit Eb relative to the noise level remains
about the same as QPSK. The principle of code division multiple access (CDMA) pro-
cessing gain is that interference from other CDMA channels can be treated the same
as AWGN.

The performance of a data service is not the raw BER but the BER after forward er-
ror correction (FEC). This depends on the method of FEC, as shown in Fig. 29.3. The
reduction in BER for typical convolutional coding (K � 7) is shown for two-to-one
coding (rate 1⁄2) and for three-to-one coding (rate 1⁄3). The rate 1⁄3 coding requires 3 coded
bits for every encoded bit, whereas the rate 1⁄2 coding only requires 2. The rate 1⁄3K �
41 line represents a very complex coder, computationally intense but theoretically
possible.
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Figure 29.2 Bit error rate as a function of Eb/N0.
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29.2 Eb /N0, Rate, and Capacity

The number of channels a CDMA carrier can carry is the spreading gain divided by
Eb/N0. The spreading gain is simply the chip rate divided by the data rate. We can sum-
marize this in Eq. (29.2):

� � �
E
W
b/
/
N
R

0
� (29.2)

where � � maximum number of interferers
W � chip rate
R � data rate

The capacity of the CDMA carrier for this data service is � � 1.
If we want to find �, then the CDMA carrier determines the chip rate, and the data

service defines the bit rate. The power-control process of the data service channel will
adjust the radio power until the BER requirement is satisfied.
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Figure 29.3 Bit error rate with forward error correction.
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The bit rate is easy; the CDMA carrier has so many bits per second available under
given radio conditions and Eb/N0 requirements. Everything else being equal, a CDMA
carrier can serve twice as many users at 32 kbps as it can at 64 kbps. We want to
find the value of Eb/N0 that corresponds to the data service BER so that we can use
Eq. (29.2) to find the CDMA carrier capacity for a data service.

For mixed services, we can think in terms of each channel’s share, 1/�, of the CDMA
carrier pie in Eq. (29.3):

Share � �
�

1
� � �

W
R

� Eb/N0 (29.3)

This allows us to mix and match services, even services at the same bit rate that re-
quire different Eb/N0, such as RS1 and RS2 voice calls. And it allows us to mix and
match voice calls and a variety of data services at different rates and different BER and
Eb/N0 requirements.2

The connection between BER and Eb/N0 is clear when the signal waveform is clean,
where the connection is a single, stable radio path. As described in Sec. 28.3.4, the
presence of multipath degrades data service capacity just as it degrades voice call
capacity. And as described in Sec. 28.2.5, data terminal movement affects the data ca-
pacity as well. Since the waveform is affected by delay spread and Doppler distortion,
the data capacity goes down.

There is another capacity tradeoff available to the CDMA data service provider. It is
reasonable for the end-to-end data service to retransmit bad packets using automatic
repeat request (ARQ). In this case, a higher frame error rate (FER) simply means more
channel time sending packets again rather than a higher error rate to the data service
subscriber. Thus the capacity �, with retries taken into account, is given in Eq. (29.4):

� � �
E
W

b

/
/N

R
0

� (1 � FER) (29.4)

Since a frame is a fixed number of bits, the FER depends on the BER.
For a given data rate, there is an optimal point where the tradeoff between minimum

power (low Eb/N0) and high FER reaches an overall least energy per bit. Lowering
Eb/N0 will create many more errors without saving much power, and raising Eb/N0 will
use more power without fixing many frame errors. Managing this tradeoff is an im-
portant way for the wireless data service provider to maximize data capacity. The op-
timal data performance depends on the speed of motion of the user terminal.

Another option to increase capacity is to use a longer interleaving length so that
bursty channel errors are still corrected. The price of longer interleaving is a longer de-
lay in packet transmission. Also, a longer interleaving length means that each service
has larger chunks of data. If the packet is smaller than the interleaving length, then
the system has to pad the rest of the interval.3
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2The 1/� estimate is not quite exact because it ignores the fact that a CDMA channel does not
interfere with itself. While this can be significant for large-capacity users, 1/� is a good estimate
of the share of the CDMA carrier a data service uses.

3Personal computer owners may be aware of the issue of hard-disk cluster size, where each file
uses a whole number of clusters. The smallest quantum of disk space is typically something like
16,384 bytes, so a 100-byte file wastes 16,284 bytes, the rest of the disk cluster.
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29.3 cdmaOne Data Capacity (2G)

While cdmaOne is almost entirely a voice call system, it supports several distinct data
modes, including short message service (SMS), asynchronous data (modems), facsimile
(fax), and packet data. These are handled by the same CDMA channels as voice traffic
with different handling at the user terminal and system ends. This makes sense for the
services and data rates of second-generation (2G) systems.

SMS is handled by the paging channel, so user terminals can handle short messages
even while engaged in a voice call. Since cdmaOne short messages are limited to 160
bytes and each character is a press of a button, we doubt that SMS will be a cdmaOne
capacity issue as far as the air interface is concerned.

29.3.1 Data over voice-coded links

Asynchronous data and fax services are sent over cdmaOne channels set up as circuit-
switched service with a dedicated path using the Radio Link Protocol (RLP) described
in Sec. 10.1.1. The RLP manages the data communication with automatic repeat request
(ARQ), (FEC), and flow control, so the user mobile data terminal and the equipment at
the other end of the call see a normal asynchronous data link or fax signal.

While the data or fax service uses a normal 19.2-kilobit data stream, the cdmaOne
system uses its own service option 4 for asynchronous data service and service option 5
for group 3 fax. Since there is no speech, there are no voice pauses, so the partial rates
may not be used. Fax service is a continuous stream of bits, so it runs at full rate for
the entire call in the direction the fax is being sent.

Using the IS-95B protocols, as many as eight voice channels can be bundled together
to offer subscribers packet-switched data service with rates as high as 64 kbps using
RS1 and 115 kbps using RS2.

29.3.2 Data over data links

Packet data service on cdmaOne is offered at 9.6 kbps using service option 4103 and at
14.4 kbps using service option 15. The packet links can be active or dormant, so band-
width is not wasted when the data connection is inactive. The packet services of
cdmaOne are managed by RLP, so they can use the air interface at cellular-type BER (sim-
ilar to voice calls) and they can deliver data-type BER (around 10�6) to their subscribers.

29.4 3G Data Capacity

While third-generation (3G) data capacity measurements will have to wait for 3G sys-
tems to go into service, we can estimate 3G data capacity using the same CDMA ca-
pacity principles we have been using. Data service takes a bigger bite of the CDMA ap-
ple because data subscribers typically want more bits per second than voice calls and
because data services demand higher accuracy in those bits. A voice call with one wrong
bit per thousand sounds fine, but one wrong pixel in a large graphic file can elicit loud
complaints from the person viewing the image.

29.4.1 Normal data speeds

There are two kinds of data channels in 3G CDMA, supplemental channels dedicated
to particular calls and shared packet channels. Both are administered over a funda-
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mental channel for the data call. For a capacity example, let us use a 32-kbps data link.
Let us consider cdma2000 3x, at 3.6844 megachips per second. Wideband CDMA
(W-CDMA) at 3.84 megachips per second gives very similar numbers. With a rate 1⁄3
FEC scheme and QPSK modulation, the W/R value is 38.4. We could consider an
11-kbps data service for a similar 38.8:1 ratio for time division synchronized CDMA
(TD-SCMDA), 1.28 megachips per second.

With a stationary radio path and no multipath, a BER of 10�5 can be maintained
with Eb/N0 equal to 4.1 dB, a factor of 2.6. Under these conditions, the value of � is 14.8,
so a single call at this rate can withstand 14 interferers using this data rate in a
single-cell-sector environment. Fifteen subscribers using this service will fill a 3G car-
rier with a little left over.

In the forward direction, we can use orthogonal codes. If we take the bit rate times
the FEC rate, then we get 96 kbps, enough for a spreading gain of 32 and too many for
a spreading gain greater than 32 on a 3.6844-megachip-per-second carrier.4 Not only
does the forward direction handle twice as many data channels on the 3G carrier, but
those data channels also see no interference from the other channels on the same cell
sector, so those 32 channels can withstand significant interference from other sectors.

If we put the user terminal in motion at 20 km/h, then the Eb/N0 requirement goes
up 2 dB, so the capacity goes down to 10 reverse and 26 forward. The reason for the re-
duction in forward capacity is multipath and Doppler interference not eliminated by
the orthogonal codes. Increase the speed to 120 km/h, and the Eb/N0 requirement goes
up another 1 dB, the capacity going down to 8 reverse and 16 forward.

If we decide to use a higher channel FER and to manage the errors using ARQ, then
we would have more delay but have a more efficient channel. The effective Eb/N0 re-
quirement goes down to 3.2 dB, a factor of 2.1, even counting the extra packets. The re-
verse capacity goes up to 19, whereas forward capacity remains 32 with orthogonal
codes. At 20 km/h, the Eb/N0 requirement is 3.8 dB, and reverse capacity goes down to
16, and at 120 km/h, the Eb/N0 requirement is 4.8 dB, so reverse capacity goes down to
13. The forward capacity remains 32 even at the higher speeds, although the resistance
to other interference goes down.

Lengthening the interleaving from 10 to 80 ms reduces the Eb/N0 about 1 dB, so the
reverse capacity goes up to 29 channels when stationary and up to 22 channels when
moving 20 km/h.

29.4.2 High data rates

The high data rates around 2 Mbps of cdma2000 EV-DO and W-CDMA depend on close-
range service from microcells or picocells. These services use high-order constellations
with several bits per symbol, so having interference from other cell sectors would spoil
the party.

We expect these high-rate wireless data services to be offered in office buildings or
other specific targeted areas. Large-scale service at these levels would require an enor-
mous number of serving base stations. These services do not support handoffs or even
rapidly moving user terminals, so there is no obvious need for seamless service over a
large area.
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4The same arithmetic applies in our TD-SCDMA example. Thus 11 kbps times 3 is 33 kbps on
a 1.28-megachip-per-second carrier.
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The capacity of a 2-Mbps 3G CDMA carrier is one forward channel. This does not re-
strict the service to just one user, however, because that channel can be shared among
several user terminals. A community of subscribers can all share high-speed, graphic
Web access from the same carrier, although if multiple downloads are requested at the
same time, service may be slow or somebody will have to wait.

29.5 Conclusion

In this chapter we derived the rates of data services offered to CDMA subscribers and
showed the relationship between Eb/N0 and BER. We also discussed the capacity of a
server providing a particular data rate. In the next chapter we look at a number of is-
sues affecting CDMA capacity and then derive equations that approximate real-world
capacity values for each direction for each of the CDMA standards.
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30
Capacity Issues Specific to CDMA

Code division multiple access (CDMA), with its N � 1 reuse pattern, has fundamen-
tally different design and capacity issues than conventional reuse systems have. While
both types of systems have sectors, handoff, and problems with multipath, the reasons
for these features and the nature of the problems are very different on CDMA systems.
In this chapter we explore the functions of various CDMA components and their con-
tribution to capacity management. We close the chapter with a section in which we pre-
sent capacity estimates based on the CDMA equations and resolve them for each of the
four standards (cdmaOne, cdma2000, W-CDMA, and TD-SCDMA) in both directions.
These applications of the equations are approximations based on the best available fig-
ures and do not provide guaranteed results. Our purpose in presenting them is not to
guarantee a certain capacity level but to present the methods available for applying the
CDMA equations to the standards. This last section, “CDMA Radio Capacity Estima-
tion,” provides a jumping-off point for the practical guides to capacity planning and in-
creasing capacity in Parts 6 and 7.

30.1 Sectorized Cells

Sectors in CDMA are used for increased radio capacity. If we had a perfect base station
antenna with 120 degrees of full gain and total attenuation in its backlobe, then a
three-sector CDMA cell would have triple the capacity of an omnidirectional antenna.
If our perfect antenna had 60 degrees and a perfect backlobe, then a six-sector CDMA
cell would have six times the capacity.

More realistic antenna patterns have significant sector-to-sector overflow, as shown
in Fig. 1.7 in Sec. 1.8. This means that there is a significant amount of user terminal
traffic with nearly equal signal paths to two sectors. The CDMA equations in Sec. 28.1
tell us that there is a significant capacity cost to having equal-signal-path traffic. Even
so, adding sectors adds some capacity to a CDMA system.

A CDMA rule of thumb is that three-sector cells carry 2.5 times as much traffic as
omnidirectional cells and that six-sector cells carry four times as much traffic. The re-
duced rate of additional benefit is a result of the increase in sector-to-sector interfer-
ence when there are more sectors. This is only a rough approximation based on some
typical cellular sector antennas. Better antennas and carefully thought out sector ori-
entation might do a little better than this.
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There is nothing magic about three or six sectors in CDMA. Cellular engineers tend
to think in terms of three or six sectors because of our conventional-reuse tradition. In
conventional reuse, we use sectors to manage interference so that we can reuse chan-
nels more frequently. Since the conventional-reuse interferers are from other cells in
the hexagonal pattern, we use three or six sectors. A CDMA cell could have 5 sectors,
9 sectors, or even 25 sectors if we wanted to put that much equipment at one base
station.

So why don’t we just keep adding sectors? Because each sector we add to a cell adds
less capacity than the one before. Using our rule of thumb, doubling three sectors to six
only adds 50 percent to the call capacity. This means that doubling the radio equip-
ment cost does not double the subscriber revenue. At some point, adding sectors is less
cost-effective than adding new base stations. The tradeoff between more sectors and
more cells depends on the cost of building construction and of putting up a tower. Cost
structures vary dramatically in different parts of the world. We have not seen a cost-
benefit analysis to determine the optimal number of sectors for CDMA in any particu-
lar environment.

Adaptive phased arrays, or smart antennas, at the base stations may allow a CDMA
system to gain the advantage of narrow-beam radio links without the serving provider
having to pay for a lot of sectors. It depends on the relative cost and complexity of the
smart antenna technology and having more antenna faces at the base station. Similar
capacity advantages may be available using narrow-beam antennas at the user termi-
nal, which is practical for wireless local loop (WLL), where the user terminal is in a
fixed location.

30.2 Soft and Softer Handoff

The rigorous power-control requirements of CDMA led to the development of soft hand-
off to maintain the performance of a CDMA call able to be served by two antenna faces.
This feature allows the system to maintain minimum power for these boundary calls.

The cost associated with soft handoff is significant. Typically, about one-half of all
calls are in the soft-handoff state. This means that one-half of the calls are using two
or more forward channels from two or more sectors. If exactly one-half of the calls used
exactly two channels each, then the forward-capacity cost of soft-handoff traffic would
be one-third of the total.1 Since some of these calls are using three or more forward
channels, we end up losing almost half the total capacity.

This is not a cost of the soft-handoff feature, however. It is a cost of having subscriber
traffic nearly equal in more than one sector with rapidly changing radio propagation.
The soft handoff is the technical solution that gets the best quality and most capacity
from this adverse phenomenon of nature. Handling this with a rapid series of hard
handoffs would be less satisfactory because it would have the wireless telephone sys-
tem chasing the optimal radio path after the fact. At the cost of some capacity up front,
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1Consider the simplified case of two cells, each of which, independently, has a capacity of 30
calls. If 20 calls are in soft handoff, each using two channels, then those 20 calls are using 40 chan-
nels. Each cell has an additional 10 channels for calls not in soft handoff. As a result, the two cells
with a capacity of 30 calls each have a total shared capacity of only 40 calls. The capacity loss due
to the need for soft handoff when a subscriber is near the border of a cell is one-third the total ca-
pacity of the two cells.
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soft handoff maintains a continuous state of near-optimal communication between user
terminals and antenna faces.

There are thresholds for starting and stopping the soft-handoff process in a CDMA
system. Adjusting these thresholds tunes the tradeoff between suboptimal radio links
and the cell-capacity reduction created by the up-front cost of soft handoff.

30.3 Multipath

As we discussed in Sec. 8.4, the multipath radio environment is another challenge in
CDMA design. The broad bandwidth of CDMA and the yet broader bandwidth of 3G
CDMA free us from the severe Rayleigh fading of narrowband radio links, but the
higher chip rates increase the amount of intersymbol interference, which is dealt with
by the rake filter. As a result, multipath is more of a capacity issue in CDMA and more
of a call-quality issue in conventional reuse.

The capacity cost of multipath is highly dependent on the radio environment, which
determines the amount of intersymbol interference. It is an unfortunate fact of nature
that the regions with high demand densities are the same urban environments that
have a lot of big buildings that generate multiple radio paths.

The rake filter does a better job of filtering out same-sector interferers on the reverse
link where the radio paths are different for each user terminal. In the forward direc-
tion, the same antenna face that transmits the desired signal is transmitting most of
the interference as well, so the rake filter does not discriminate between signal and
same-sector interferers.

Unlike soft handoff, there is no way to tweak parameters to adjust the multipath
loss. The only way to minimize the multipath problem is to avoid multiple radio paths.
If we know where our demand is located, then we may be able to select base station lo-
cations and sector plans to minimize alternative radio routing. In-building microcells
and picocells, for example, could mitigate the multipath problem.

30.4 Power Control and Pilots

The CDMA equations assume perfect power control. Even the aggressive combination
of open-loop and closed-loop systems used in CDMA systems is not going to do a perfect
job of managing the near-far problem. As we said in Sec. 8.5, this is seldom an issue of
having enough power. Rather, the issue usually is managing the relative power levels
of a user terminal community. Thus, adding a 1.5-dB margin to the power-control
process does not add 1.5 dB of safety; rather, it reduces the capacity of the carrier by
1.5 dB, which is 40 percent.

This is primarily a problem in the reverse direction. When a user terminal experi-
ences a sudden change in its radio signal path, when going into a building, for exam-
ple, its signal to the base station is suddenly far worse in comparison with its interfer-
ers. The more rapidly radio signal paths change, the greater is the impact on the
reverse link.

While the forward signal path to the user terminal is also reduced, the interfering
signals from the same antenna face are similarly reduced, so the effect is less pro-
nounced. There is still a need to increase forward power to maintain adequate signal
quality, but the urgency is not so great. The cdmaOne system has a faster power-
control loop for the reverse link than for the forward link for this reason, whereas
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cdma2000 and wideband CDMA (W-CDMA) have rapid feedback for power control in
both directions.

The design tradeoff in CDMA power control is that we can have more precise power
control only by spending more power on power-control messages. When the required
rate of data transfer is relatively low, as is the case with cdmaOne and cdma2000 voice
calls, the capacity devoted to extra power control costs more than the advantage that
it provides. However, with the higher data rates offered on 3G systems, cdma2000 and
W-CDMA are designed to have high-speed power control in both forward and reverse
directions. The more data required on the channel, the more the tradeoff favors having
more signal-control information. Signal-control information includes both forward
power control and reverse pilot going from the user terminal to the base station. The
smaller voice channel does not justify the extra overhead.

Let us work it out by an example. Suppose that we are considering whether to add
an 800-bit-per-second power-control stream to the 9600-bit-per-second cdmaOne
speech channel. To have this power-control stream be as accurate as the speech chan-
nel means sending 10,400 bits per second instead of 9600 bits per second with the same
accuracy, a cost of 8.3 percent in power, 0.35 dB. If the benefit of that 800-bit-per-
second power-control channel is a 0.30-dB reduction in power variation, then it is not
worth the extra overhead. Everything becomes capacity in CDMA: The increase in
power-control power costs 0.35 dB of capacity, and the decrease in power variation
gains 0.30 dB in capacity. A losing proposition, but not by much.

The same decision for a 64,000-bit-per-second data channel comes out the other way,
however. The same 800 bits per second gains the same 0.30 dB, but now our total data
requirement goes from 64,000 to 64,800 bits per second. This is a 1.25 percent increase,
which is a 0.05-dB change in total power. Another way to think of this is that spending
800 bits per second for signal improvement becomes a better deal when the signal be-
ing improved is bigger. Both cmda2000 and W-CDMA offer high-speed forward power
control because they support higher data rates than cdmaOne.

This is similar to the decision for a reverse pilot. The extra overhead of a pilot is
traded off against the signal improvement of coherent demodulation. In cdmaOne, the
small reverse signal does not justify a reverse pilot, and the cdmaOne base station re-
ceiver uses a noncoherent demodulation scheme. Both cdma2000 and W-CDMA main-
tain a pilot signal in the reverse direction, in different ways, allowing the system to use
a coherent demodulation scheme on the higher data signal with its higher rate.

30.5 Speech Coding

CDMA, like the Global System for Mobility (GSM), supports a low-bit-rate speech cod-
ing system. The air interface is a naturally scarce resource, and its bit-rate capacity is
defined by bandwidth and signal-to-noise (S/N) ratio. Therefore, the designers of voice
channels for wireless telephone systems want to make every bit count. We start with a
low-bit-rate speech coder and reduce the rate further when we can. The cdmaOne and
cdma2000 systems use Qualcomm code-excited linear prediction (QCELP), whereas
W-CDMA uses adaptive multirate (AMR) speech coding.

cdmaOne and cdma2000 have two different speech systems, a mandatory 8000-bit-
per-second speech coder and an optional 13,000-bit-per-second coder that offers fewer
calls with higher speech quality.

The bit rate is reduced when the speech does not require the full rate. While GSM
turns off the speech data stream when the speaker is idle, the CDMA air interface
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varies the rate in steps and makes full use of this rate reduction by broadcasting less
power. This gives the carrier the immediate opportunity to handle more traffic on the
same radio carrier.

Conventional-reuse systems also benefit from suppressing transmission when the
speaker is quiet, but the benefits are a statistical reduction in interference in another
cell, an engineering opportunity in overall system design. The difference is that CDMA
allows us to take advantage of speaker pauses moment by moment and to realize im-
mediate capacity improvement.

30.6 Soft Blocking

When a sector is unable to serve more traffic, we would like to overflow its traffic onto
neighboring sectors. In Sec. 23.4 we saw how much more efficient a telephone network
becomes with traffic overflow instead of blocking. In the small channel groups of wire-
less telephone systems this traffic overflow is a very important positive capacity
factor.

The CDMA channel is not so cooperative. Having a call served on a nonoptimal sec-
tor is actually worse for the optimal sector. The interference is actually more damaging
to the nonserving sector than overloading it with the extra call.2 Thus, once a sector’s
CDMA channel is full, its traffic has to be blocked rather than overflowed.

There is some good news in the CDMA blocking picture. The capacity of a CDMA sec-
tor depends on its neighbors, so there is a notion of the capacity of a community of
CDMA sectors and cells. This notion of the CDMA carrier having a pliable upper limit
is called soft blocking. This gives the CDMA channel some more latitude than the hard
upper limit of the Erlang-B values in Table 23.1.

There is another soft side to CDMA blocking. When a conventional-reuse sector is
full, it is full. It is not like socks in the laundry bag, where we almost always can
squeeze in just one more. However, a CDMA carrier will let us put one more call on it
if we do not mind some deterioration of call quality. Thus a wireless carrier may decide
to allow lower radio conditions once in a while because the condition is temporary. If
the average call lasts 2 minutes and the carrier supports 20 calls, then the expected
time until somebody hangs up is 6 seconds, not terribly long, probably not long enough
for subscribers to notice. Even if the service provider does not deliberately overload the
CDMA carrier, radio conditions can change. A subscriber can walk into a building or a
truck can drive between a user terminal and its antenna face. The CDMA channel is
flexible enough that it probably will be able to maintain all the calls, perhaps in a
slightly degraded state, until somebody hangs up and relieves the overloaded condition.

30.7 CDMA Radio Capacity Estimation

In this section we look at eight CDMA carrier environments, forward and reverse for
cdmaOne, cdma2000, W-CDMA, and time division synchronized CDMA (TD-SCDMA).
The capacity values we get will have fractional values such as 20.7 voice users for
cdmaOne. The fractional call, the extra 0.7, would not be important if this value were
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2While this is not good news about CDMA, we should not forget how much more efficient CDMA
is than conventional reuse.
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derived for a single serving sector in isolation. After all, it is of no use to the twenty-
first caller that there is room for seven-tenths of a voice call. However, these values rep-
resent CDMA carrier capacity taking into account interference from other cells and
other sectors on the same cell, so a carrier with 20.7 call capacity is 0.7 users better
than one with only 20.0.

Let us look at several variables that determine CDMA carrier capacity. The values
we used in our capacity analysis are in Table 30.1.

■ W is the chip rate.

■ R is the information data rate.

■ Eb/N0 is the energy per bit divided by the noise level, the CDMA equivalent of S/N ratio.

■ d is the effect of Doppler distortion and any other distortion due to motion, so a station-
ary call has d � 0 dB and a call from a moving car has d � 2 dB.

■ f is the interference contribution from other cells relative to the carrier on the serving cell
sector.

■ g is the interference contribution from other sectors of the same cell relative to the carrier
on the serving sector.

■ h is the overhead for pilot and power control relative to the carrier on the serving sector.

■ p is the effect of power-control delays and errors, so perfect power control is p � 0 dB
(p � 1), and values less than 1 reflect lower performance.

■ v is the voice activity factor, so v � 1 represents channels that are always on and v � 2⁄3
represents channels that are powered off one-third of the time.

■ s is the effect of soft and softer handoff in the forward direction, counting each extra serv-
ing antenna, so a system with one-half the traffic served by two cells has s � 1⁄2 and a sys-
tem with half that traffic served by three cells has s � 3⁄4.

■ j is the orthogonality or joint-detection (JD) effect, so an uncorrelated CDMA carrier has
j � 0, a fully orthogonal carrier has j � 1, and a system using joint detection has j � 0.8
( j � �1 dB).
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TABLE 30.1 CDMA Capacity Parameters

W, R, Eb/N0, d,
Direction Mchps kbits dB dB f g h p v s j m

cdmaOne Fwd 1.2288 9.6 5.0 1.0 0.5 0.3 0.1 0.6 0.4 0.8 0.0 0.3
cdmaOne Rev 1.2288 9.6 7.5 1.0 0.5 0.3 0.0 0.8 0.4 1.0 0.3

cdma2000 voice Fwd 1.2288 9.6 4.5 1.0 0.5 0.3 0.1 0.9 0.4 0.8 0.0 0.3
cdma2000 voice Rev 1.2288 9.6 4.5 1.0 0.5 0.3 0.2 0.8 0.4 1.0 0.3

cdma2000 data Fwd 1.2288 160.0 9.0 0.5 0.5 0.3 0.0 0.9 0.2 0.8 0.0 0.3
cdma2000 data Rev 1.2288 160.0 9.0 0.5 0.5 0.3 0.0 0.8 0.2 1.0 0.3

W-CDMA voice Fwd 3.84 4.8 4.5 1.0 0.5 0.3 0.3 0.9 0.6 0.8 0.0 0.4
W-CDMA voice Rev 3.84 4.8 4.5 1.0 0.5 0.3 0.2 0.9 0.6 1.0 0.4

W-CDMA data Fwd 3.84 160.0 9.0 0.5 0.5 0.3 0.0 0.9 0.2 0.8 0.0 0.4
W-CDMA data Rev 3.84 160.0 9.0 0.5 0.5 0.3 0.0 0.9 0.2 1.0 0.4

TD-SCDMA voice Fwd 1.28 8.0 4.5 1.0 2.0 0.3 0.1 0.7 0.6 0.0 0.0 0.3
TD-SCDMA voice Rev 1.28 8.0 4.5 1.0 1.0 0.3 0.1 0.5 0.6 0.8 0.3

TD-SCDMA data Fwd 1.28 160.0 9.0 0.5 2.0 0.3 0.0 0.7 0.2 0.0 0.0 0.3
TD-SCDMA data Rev 1.28 160.0 9.0 0.5 1.0 0.3 0.0 0.5 0.2 0.8 0.3
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■ m is the contribution of multipath time sidelobes (after the rake filter described in Sec.
8.4) relative to the carrier on the serving cell sector, so m � 0 is no multipath interference
and m � 0.4 is significant time sidelobe interference.

The general capacity formulas are Eqs. (30.1) and (30.2):

Capacityforward � �
E
W
b/
/
N
R

0
� �

dv(1
p
� s)
� � j (30.1)

Capacityreverse � �
E
W
b/
/
N
R

0
� �

d
p
v
� � j(1 � h) � m (30.2)

We also should take into account a forward carrier in an environment so clean that it
uses up all its orthogonal codes.3

The bit rate R and the Eb/N0 values we are using are information rates, before for-
ward error correction (FEC) is added. Let us use the cdmaOne voice channel with an
information bit rate of 9.6 kbps as an example. Rate 1⁄2 FEC brings that to 19.2 kbps,
and that FEC-coded bit stream requires an Eb/N0 of 2 dB to sustain a sufficient bit er-
ror rate (BER). This is equivalent to a bit rate of 9.6 kbps with an Eb/N0 of 5 dB. The
extra 3 dB is the factor of 2 in the rate 1⁄2 FEC. We can look at R and Eb/N0 from either
the information viewpoint (R � 9.6, Eb/N0 � 5 dB) or the FEC-coded viewpoint (R �
19.2, Eb/N0 � 2 dB). These are two ways of looking at the same channel; the CDMA re-
source used is the same either way. We are using the information viewpoint in these
calculations.

The traffic engineering we do is based on a soft-blocking model where the interference
from other cells is from three equal sources. If f � 0.6, then we model that contribution
as three sectors with the same demand as the serving sector with a radio path gain five
times less (0.2) than the serving path. We also divide the other-sector contribution g over
two neighboring sectors on the same cell. As a reasonable point of reference, we are do-
ing the traffic engineering for 20 MHz of radio bandwidth in each direction.

The measure of radio spectrum efficiency is how much call activity each call can pro-
vide per unit bandwidth. We measure this efficiency in how many erlangs each cell can
serve for each megahertz of bandwidth, so the unit of radio spectrum efficiency is er-
langs per megahertz per cell. Advanced Mobile Phone Service (AMPS) N � 7 manages
about 70 erlangs in each three-sector cell using 20 MHz of radio spectrum, so AMPS
gets about 3.5 erlangs/MHz/cell.4 At the same level of signal quality, the Global System
for Mobility (GSM) gets 8.2 erlangs/MHz/cell.5 CDMA, with rates varying from 49.5 to
79.6 erlangs/MHz/cell, is far more efficient at voice calls, as we can see in Table 30.2.

Since we are looking at the radio spectrum efficiency for an arbitrary amount of
bandwidth available, we are ignoring guard bands between a CDMA system and what-
ever other technology may be on either side of the radio spectrum. For example, we are
using 16 cdmaOne or cdma2000 carriers in 20 MHz even though a service provider with

1
���
(j � f � g)(1 � h)

1
���
( j � f � g)(1 � h) � m
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3The orthogonal codes in the reverse direction of 3G CDMA are only orthogonal for individual
channels from the same user terminal for one call. Calls are not orthogonal to each other.

4This value looks larger than typical AMPS systems because those AMPS systems use 10 or 12.5
MHz in each direction, and we are using 20 MHz for comparison.

5The GSM carrier itself is twice as efficient as AMPS, and traffic engineering adds another 17
percent.
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exactly 40 MHz of frequency allocation might only be able to use 15 carriers to avoid
stepping on the radio neighbors’ toes.

Because we are confining our estimate to the saturation capacity of CDMA under
small-cell, high-density conditions, we have made three other simplifications. First, we
are ignoring the limitations of transmit power in both forward and reverse directions.
Since a CDMA carrier runs out of capacity by running out of transmit power, this would
appear to be a major oversight. However, in the saturation mode of small cells and high
density, we are climbing far up the vertical asymptotes of the power curves in Figs. 28.1
and 28.2, where even large increases in available power make little difference in
capacity.

Second, we are ignoring any coverage advantage that multipath gives a CDMA chan-
nel. Having more than one path can increase the range by increasing the power at the
CDMA receiver, but it degrades the top capacity by introducing time sidelobes in the
output of the rake filter. The time sidelobes affect the maximum CDMA capacity when
multipath is present.

Third, we have not included an independent variable for the quality of user termi-
nals. The variability of the quality of user terminals can be accounted for by adjusting
Eb/N0 or p, the variable for power-control inefficiency.

Our data service example is a subscriber who is active one-fifth of the time, v � 0.2.
The service is a data rate of 160 kbps with a low BER of 10�5. With rate 1⁄3 FEC, that
BER requires an Eb/N0 of about 4.2 dB. Counting the factor of 3 (4.8 dB) for the rate 1⁄3
FEC, this gives us an equivalent Eb/N0 of 9 dB.

In the sections that follow we discuss the assumptions that generate these capacity
estimates. It is important to be clear that these are estimates rather than experimen-
tal results. For cdmaOne, definite figures derived from experimental results are beyond
the scope of this book because results will vary with different proprietary equipment.
For 3G systems, experimental results do not yet exist because the systems have not yet
been deployed.

30.7.1 cdmaOne

The chip rate W is 1.2288 megachips per second, and the voice bit rate we are using for
this calculation is the information rate R set to 9.6 kbps with Eb/N0 set to 5.0 dB in the
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TABLE 30.2 CDMA Capacity Estimates for Voice and Data

One-way
Forward Reverse erlangs
capacity capacity Erlangs per Erlangs

per per Limiting for one sector per MHz
sector sector direction carrier 20 MHz per cell

N � 7 AMPS 130.6 130.5 Neither 23.3 3.5
N � 4 GSM 164.5 164.4 Neither 54.8 8.2
cdmaOne 22.7 20.7 Reverse 16.2 317.0 47.5
cdma2000 voice 38.2 34.3 Reverse 28.3 530.9 79.6
cdma2000 data 2.0 2.6 Forward 0.9 25.6 3.8
W-CDMA voice 130.5 157.4 Forward 119.3 504.2 75.6
W-CDMA data 5.6 7.3 Forward 3.4 17.6 2.6
TD-SCDMA voice 18.6 16.9 Reverse 12.9 198.4 59.5
TD-SCDMA data 1.2 1.6 Forward 0.4 10.7 3.2
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forward direction and 7.5 dB in the reverse direction. Rate set 1 (RS1) uses a rate 1⁄2
FEC, so the equivalent coded numbers would be R � 19.2 kbps and Eb/N0 set to 2.0 dB.
We believe that most users will be using the lower-bit-rate RS1 enhanced variable-rate
codec (EVRC) speech coder rather than the higher-bit-rate RS2 coder, which does not
sound much better.

Stationary subscribers have d � 0 dB, and moving subscribers have d � 2 dB, an ex-
tra 2 dB of Eb/N0 requirement. We decided to split the difference with d � 1 dB with
some subscribers stationary and others moving. We are estimating other-cell interfer-
ence at one-half the power of the serving CDMA carrier, f � 0.5, and other-sector in-
terference at 30 percent of that same power, g � 0.3. We estimate the forward-direction
overhead of global pilot, power control, and signaling to be one-tenth the total voice
channel power, so h � 0.1 in the forward direction. The reverse direction has no pilot
and has negligible power-control information, so h � 0.0. Power control is slow in the
forward direction, so we use p � �2 dB to reflect the inefficiency of power often being
out of balance. The reverse direction uses rapid power control, so we set p � �1 dB.
The four-rate speech coder in cdmaOne and cdma2000 allows the channel to be ag-
gressive in conserving voice call activity, so we set v to 0.4. If half the system is in a
state of soft handoff or softer handoff and half of those calls involve three or four sec-
tors, then the soft-handoff factor used in the forward direction should be about s � 0.8.
Orthogonal codes give us j � 0 in the forward direction and j � 1 in the reverse direc-
tion because cdmaOne has no JD in the base station receiver. Finally, the multipath
factor depends heavily on the radio environment, and we are figuring that the densest
and busiest areas are fairly hostile, so m � 0.3 is our estimate for this chip rate.

In computing the values in Table 30.3 (the same as those in Tables 30.1 and 30.2),
we put these parameters into Eqs. (30.1) and (30.2). We used three-sector cells and 16
carriers in 20 MHz for these calculations. These values are consistent with the reported
experience of engineers using cdmaOne in practice.

30.7.2 cdma2000 1x

The chip rate W is 1.2288 megachips per second, and the voice bit rate we are using for
this calculation is the information rate of R set to 9.6 kbps, the same EVRC speech
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TABLE 30.3 cdmaOne Summary

Parameter values in CDMA capacity estimation

W, R, Eb/N0, d,
Direction Mchps kbits dB dB f g h p v s j m

cdmaOne Fwd 1.2288 9.6 5.0 1.0 0.5 0.3 0.1 0.6 0.4 0.8 0.0 0.3
cdmaOne Rev 1.2288 9.6 7.5 1.0 0.5 0.3 0.0 0.8 0.4 1.0 0.3

CDMA capacity estimates

One-way
Forward Reverse erlangs
capacity capacity Erlangs per Erlangs

per per Limiting for one sector per MHz
sector sector direction carrier 20 MHz per cell

cdmaOne 22.7 20.7 Reverse 16.2 317.0 47.5

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.

Capacity Issues Specific to CDMA



coder we used in cdmaOne. The EVRC speech coder is a standard part of cdma2000. In
the forward direction we are using an Eb/N0 value of 4.5 dB, half a decibel better than
cdmaOne, to reflect the more efficient FEC algorithms.6 In the reverse direction, we
gain the same improvement due to FEC and another 2.5 dB for the coherent demodu-
lation for an Eb/N0 value of 4.5 dB.

We continue to split the Doppler difference with d � 1 dB, with some subscribers sta-
tionary, d � 0 dB, and others moving, d � 2 dB. Our data subscribers are likely to be
less mobile, so we set their Doppler factor to d � 0.5 dB. We are estimating other-cell
interference at one-half the power of the serving CDMA carrier, f � 0.5, and other-
sector interference at 30 percent of that same power, g � 0.3, the same as cdmaOne.
The forward overhead for global channels is about the same as cdmaOne, h � 0.1. The
reverse direction, however, has significant overhead in cdma2000 for pilot and power
control, h � 0.2, that was not present in cdmaOne. (We pay 1 dB in overhead for a
4-dB benefit from coherent demodulation and fast power control.) We consider the over-
head insignificant compared with the high-speed data channel, so h � 0 for data.
cdma2000 has fast power control in both directions, so we set p � �0.5 dB in the for-
ward direction and p � �1 dB in the reverse, where relative radio signal path changes
are greater. The four-rate speech coder in cdmaOne and cdma2000 allows the channel
to be aggressive in conserving voice call activity, so we set v to 0.4. Our data service ex-
ample has v � 0.2. If half the system is in a state of soft or softer handoff and half of
those calls involve three or four sectors, then the soft-handoff factor used in the forward
direction should be about s � 0.8. Orthogonal codes give us j � 0 in the forward direc-
tion and j � 1 in the reverse direction because cdma2000 has no JD in the base station
receiver. Finally, the multipath factor depends heavily on the radio environment, and
we are figuring that the densest and busiest areas are fairly hostile, so m � 0.3 is our
estimate for this chip rate.

In computing the values in Table 30.4 (the same as those in Tables 30.1 and 30.2),
we put these parameters into Eqs. (30.1) and (30.2). We used three-sector cells and 16
carriers in 20 MHz for these calculations. We did not perform a separate set of calcu-
lations for cdma2000 3x because, although it supports higher data rates, it does so by
operating at greater bandwidth. As a result, the capacity for cdma2000 3x data
(whether multicarrier or single carrier) is the same as the capacity for cdma2000 1x
data when measured in erlangs per megahertz per cell.

30.7.3 W-CDMA

The chip rate W is 3.84 megachips per second, and the voice bit rate we are using for
this calculation is the information rate R set to 4.8 kbps, with Eb/N0 set to 4.5 dB, the
lowest AMR bit rate, with rate 1⁄2 FEC. The speech coder will use its lowest data rate
when the system is reaching its capacity limit. The data example has R set to 160 kbps,
with Eb/N0 set to 9 dB for rate 1⁄3 FEC and 10�5 BER.

We continue to split the Doppler difference with d � 1 dB, with some subscribers sta-
tionary, d � 0 dB, and others moving, d � 2 dB. Our data subscribers are likely to be
less mobile, so we set their Doppler factor to d � 0.5 dB. We are estimating other-cell
interference at one-half the power of the serving CDMA carrier, f � 0.5, and other-
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6This also includes some improvement due to cdma2000’s better processing of soft-handoff
signals.
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sector interference at 30 percent of that same power, g � 0.3, the same as cdmaOne and
cdma2000. The forward overhead for global channels is about the same as cdmaOne and
cdma2000, but there is a substantial overhead within each channel for pilot and power
control. W-CDMA maintains global forward channels that are not orthogonal to the sub-
scriber channels, and it maintains both a global pilot and a pilot within each channel.
There is also high-speed power control in both directions, so we set the voice overhead to
h � 0.3 in the forward direction and to h � 0.2 in the reverse direction. We consider the
overhead insignificant compared with the high-speed data channel, so h � 0 for data.
W-CDMA has very fast power control in both directions, so we set p � �0.5 dB in both
directions. The AMR speech coder uses a lower bit rate than cdmaOne or cdma2000
when the radio channel is reaching saturation, but it does not have four-rate speech
coding for voice activity detection, so we set v to 0.6 for voice, 1.5 times higher than the
cdma2000 value. Our data service example has v � 0.2. If half the system is in a state
of soft or softer handoff and half those calls involve three or four sectors, then the soft-
handoff factor used in the forward direction should be about s � 0.8. Orthogonal codes
give us j � 0 in the forward direction and j � 1 in the reverse direction because
W-CDMA has no JD in the base station receiver. Finally, the multipath factor depends
heavily on the radio environment, and we are figuring that the densest and busiest
areas are fairly hostile, so m � 0.4 is our estimate for this higher chip rate.

In computing the values in Table 30.5 (the same as those in Tables 30.1 and 30.2),
we put these parameters into Eqs. (30.1) and (30.2). We used three-sector cells and four
carriers in 20 MHz for these calculations.

30.7.4 TD-SCDMA

The chip rate W is 1.28 megachips per second, and the voice bit rate we are using for
this calculation is the information rate R set to 8 kbps with Eb/N0 set to 4.5 dB. The
data example has R set to 160 kbps, with Eb/N0 set to 9 dB for rate 1⁄3 FEC and 10�5

BER.
A major difference between TD-SCDMA and the other CDMA carriers described here

is the amount of interference from other cells. Because TD-SCDMA does not have soft
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TABLE 30.4 cdma2000 Summary

Parameter values in CDMA capacity estimation

W, R, Eb/N0, d,
Direction Mchps kbits dB dB f g h p v s j m

cdma2000 voice Fwd 1.2288 169.6 4.5 1.0 0.5 0.3 0.1 0.9 0.4 0.8 0.0 0.3
cdma2000 voice Rev 1.2288 169.6 4.5 1.0 0.5 0.3 0.2 0.8 0.4 1.0 0.3
cdma2000 data Fwd 1.2288 160.0 9.0 0.5 0.5 0.3 0.0 0.9 0.2 0.8 0.0 0.3
cdma2000 data Rev 1.2288 160.0 9.0 0.5 0.5 0.3 0.0 0.8 0.2 1.0 0.3

CDMA capacity estimates

One-way
Forward Reverse erlangs
capacity capacity Erlangs per Erlangs

per per Limiting for one sector per MHz
sector sector direction carrier 20 MHz per cell

cdma2000 voice 38.2 34.3 Reverse 28.3 530.9 79.6
cdma2000 data 32.0 32.6 Forward 30.9 325.6 33.8
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handoffs, we expect calls to reach higher levels of intercell interference before they are
handed off the hard way. Thus we estimate a higher value for intercell interference,
f � 1.0, in the reverse direction.

In addition, the forward-direction time division duplex (TDD) allows user terminals
to interfere with each other on the TD-SCDMA carrier. This means that there will be
interference not just from other base stations at the approximate centers of other cells
but also from user terminals that can be much closer. In the absence of real-world ex-
perience, we are estimating a forward-direction intercell value of f � 2, but this could
be dramatically lower or higher in a TD-SCDMA system.

We are using six sectors as an approximation for the adaptive phased arrays (smart
antennas) used in TD-SCDMA. We estimate other-sector interference at 30 percent of
total signal power, g � 0.3, the same as cdmaOne, cdma2000, and W-CDMA.

Orthogonal codes give us j � 0 in the forward direction, but TD-SCDMA uses joint
detection in the reverse direction, which saves about 1 dB, so we use j � �1 dB.

We continue to split the Doppler difference with d � 1 dB, with some subscribers sta-
tionary, d � 0 dB, and others moving, d � 2 dB. Our data subscribers are likely to be
less mobile, so we set their Doppler factor to d � 0.5 dB. Because of the low-rate power
control, TD-SCDMA has less channel overhead, h � 0.1 for voice channels. We consider
the overhead insignificant compared with the high-speed data channel, so h � 0 for
data. The lower rate of power control means more variation in power levels compared
with the optimal values, so we set p � �1.5 dB in the forward direction and p � �3 dB
in the reverse direction, where relative radio signal path changes are greater. Like
W-CDMA, the TD-SCDMA speech coder does not have four-rate speech coding for voice
activity detection, so we set v to 0.6 for voice. Our data service example has v � 0.2.
Without soft handoff, we can use s � 0. Finally, the multipath factor depends heavily
on the radio environment, and we are figuring that the densest and busiest areas are
fairly hostile, so m � 0.3 is our estimate for this chip rate.

In computing the values in Table 30.6 (the same as those in Tables 30.1 and 30.2),
we put these parameters into Eqs. (30.1) and (30.2). We used six-sector cells as an ap-
proximation for smart antennas used in TD-SCDMA. And we used 12.5 carriers in 20
MHz for these calculations.
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TABLE 30.5 W-CDMA Summary

Parameter values in CDMA capacity estimation

W, R, Eb/N0, d,
Direction Mchps kbits dB dB f g h p v s j m

W-CDMA voice Fwd 3.84 164.8 4.5 1.0 0.5 0.3 0.3 0.9 0.6 0.8 0.0 0.4
W-CDMA voice Rev 3.84 164.8 4.5 1.0 0.5 0.3 0.2 0.9 0.6 1.0 0.4
W-CDMA data Fwd 3.84 160.0 9.0 0.5 0.5 0.3 0.0 0.9 0.2 0.8 0.0 0.4
W-CDMA data Rev 3.84 160.0 9.0 0.5 0.5 0.3 0.0 0.9 0.2 1.0 0.4

CDMA capacity estimates

One-way
Forward Reverse erlangs
capacity capacity Erlangs per Erlangs

per per Limiting for one sector per MHz
sector sector direction carrier 20 MHz per cell

W-CDMA voice 130.5 157.4 Forward 119.3 504.2 75.6
W-CDMA data 335.6 7.3 Forward 3.4 17.6 2.6
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By doing these calculations in just one direction, we have ignored the flexibility of
the TDD carrier. If a TD-SCDMA has a total allocation of 20 MHz for both directions,
then it can use six-sevenths of that, 17.1 MHz, for just one direction if the subscriber
demand in the other direction is light. The frequency division duplex (FDD) carriers do
not permit this variability on a minute-by-minute basis.

30.8 Conclusion

We have now explored and explained the underlying principles that determine capac-
ity and quality on CDMA systems. This final chapter of Part 5 gives the equations and
estimated values that allow us to move from principles to the application of those prin-
ciples. In the next two parts, “Planning for CDMA Capacity” and “Increasing Capacity,”
we apply these principles to the practical day-to-day work of cellular system planning
and growth.

In an ideal world, we would be able to model our entire network, optimize the model,
and then tweak our systems based on accurate models. Unfortunately, this is not al-
ways possible. Sometimes, using algorithms and computer programs, we can work from
models that apply these principles. All too often, however, factors that are difficult to
quantify, plus time and cost pressures, require us to follow rules of thumb and make
our best engineering judgments without the advantage of precise modeling. In such
cases, our understanding of the principles we have discussed in this chapter guides our
thinking and improves our ability to make good decisions, improving the capacity, reli-
ability, and profitability of the systems we design and improve.
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TABLE 30.6 TD-SCDMA Summary

Parameter values in CDMA capacity estimation

W, R, Eb/N0, d,
Direction Mchps kbits dB dB f g h p v s j m

TD-SCDMA voice Fwd 1.28 168.0 4.5 1.0 2.0 0.3 0.1 0.7 0.6 0.0 0.0 0.3
TD-SCDMA voice Rev 1.28 168.0 4.5 1.0 1.0 0.3 0.1 0.5 0.6 0.8 0.3
TD-SCDMA data Fwd 1.28 160.0 9.0 0.5 2.0 0.3 0.0 0.7 0.2 0.0 0.0 0.3
TD-SCDMA data Rev 1.28 160.0 9.0 0.5 1.0 0.3 0.0 0.5 0.2 0.8 0.3

CDMA capacity estimates

One-way
Forward Reverse erlangs
capacity capacity Erlangs per Erlangs

per per Limiting for one sector per MHz
sector sector direction carrier 20 MHz per cell

TD-SCDMA voice 18.6 16.9 Reverse 12.9 198.4 59.5
TD-SCDMA data 71.2 71.6 Forward 70.4 710.7 73.2
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Part

6
Planning for CDMA Capacity

Planning a major code division multiple access (CDMA) network is a
huge job. A network is a set of interconnected parts, and the capacity
and reliability of the network depend on the capacity and reliability
of each component. There may be more and fewer important parts of
a network, but there are no unimportant parts. In Part 6, “Planning
for CDMA Capacity,” we apply the principles and key concepts of
radio, telephony, and data engineering to the job of planning all
parts of a CDMA nework.

In addition to ensuring sufficient capacity and reliability, we must
work to keep costs low. It is very easy for a technical or management
error in one part of network planning to create a situation where
costs for that one component, or one interface, spiral out of control.
Cellular networks operate on a relatively low profit margin, so each
failure to manage costs has a significant effect on the profitability of
the entire network. Evidence gathered throughout all kinds of
projects—from manufacturing to construction to software
development—indicates that errors in planning, if not caught during
planning, will cost approximately 10 times as much to fix during
implementation. And if the errors are not caught during
implementation, they increase operations, administration, and
maintenance (OA&M) costs by a factor of 100. This rule, called the
1/10/100 rule, makes it clear that it is hard to overestimate the
value of applying the best principles we can to network planning and
double- and triple-checking our work before we go from planning to
implementation.

In Chap. 31, “Estimating Wireless Telephone Demand,” we
estimate voice call demand and demand for data services. From
these estimates, we derive a proposed value for the number of cells in
the region. Once we know how many cells we are creating, we need to
decide where to put them. In Chap. 32, “Planning Locations for Base
Stations,” we look at issues of the air interface, as well as cost issues
for cell sites, and discuss how to make the best possible choice for
placing each base station, balancing these two issues. Chapter 32

395
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also introduces tools such as cell splitting, microcells, picocells, and
repeaters for cost-effective ways to provide good coverage, as well as
tips for reducing the cost of base stations and backhaul transport.

In Chap. 33, “Base Station Planning,” we look into the details of
planning each base station. We discuss coverage, downtilting
antennas to reduce interference for nearby cells, sector plans, and
carrier assignment. We also discuss how to handle peak traffic
demand and how to migrate from frequency division multiple access
(FDMA) or time division multiple access (TDMA) to CDMA and from
cdmaOne to cdma2000. We end the chapter with discussions of
quality, cost, and reliability issues in base station planning.

In Chap. 34, “Mobile Switching Center (MSC) Planning,” we turn
our attention to planning the mobile switching center (MSC). MSC
switches are expensive, so we show how to estimate MSC count to
determine the minimum number of switches necessary to support a
region while allowing some room for growth. We discuss location
planning, equipment provisioning, assigning base stations to MSCs,
and planning inter-MSC borders. We also help you plan the
auxiliary components that are typically housed at the MSC site but
are not part of the MSC switch.

In Chap. 35, “Backhaul Planning,” we turn our attention to
transport. We discuss fan-out networks, backbone backhaul networks,
transport for packet data that can bypass the MSC, reliability
engineering, planning for growth, and alternative backhaul
technologies.

In Chap. 36, “Signaling Capacity Planning,” we turn to the process
of planning our equipment and transport to ensure the network’s
ability to meet the demand for signaling, including handoffs, call
processing, roamers, and short message service (SMS). In Chap. 37,
“MSC Transport Planning,” we discuss inter-MSC transport, as well
as transport between the MSC and the public switched telephone
network (PSTN) and the public packet data network (PPDN). We
wrap up Part 6 by addressing special situations such as asymmetric
demand and market-entry planning issues in Chap. 38, “Special
Situations.”

396 Planning for CDMA Capacity
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Chapter

397

31
Estimating Wireless Telephone

Demand

The demand for wireless telephone services from a given service provider is the pri-
mary determinant in the size and design of a wireless network. The number of cells,
the capacity of each cell, and the approximate location of each base station should be
planned with this one variable as the key factor.

Since we need to plan and deploy networks ahead of demand, we must have a way of
estimating the demand for voice and data services. Historical data, demographics, and
market analysis are all important elements in calculating demand.

31.1 Estimating Voice Call Demand

We start our estimate of wireless telephone demand with the demand for wireless voice
telephone service. And we start our estimate of voice telephone demand by defining our
market. The business plan for a code division multiple access (CDMA) wireless tele-
phone system is based on some picture of who is going to use wireless service rather
than landline service to make telephone calls and then going to pay their telephone
bills so that we can make money. There are four sources of voice subscribers.

The first source of voice subscriber business is a base of new subscribers. Wireless
telephone demand is still growing as we write this in 2002, and we expect that growth
to continue. The rate of growth is declining as the market for wireless telephony is sat-
urating, but there are still more cell phones each month. The CDMA air interface
offers an efficient medium for offering lower rates to attract new subscribers. It is im-
portant to realize that in Europe and America, these are not actually new subscribers
to telephone service but rather people who are adding wireless service to landline ser-
vice or replacing landline service altogether with wireless service. The use of cellular
telephones, in part, will be calls that would have been landline and are now wireless
and also will be, in part, calls the subscriber would not have made before but will make
now with a cellular telephone.

The second source is churn from other services from the same wireless vendor. Churn
is the tendency of customers to move from one service to another. Since the CDMA
air interface is more efficient than frequency division multiple access (FDMA) and time
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division multiple access (TDMA) technologies, when existing subscribers decide to re-
place their old cell phones or when they want more features, we have a chance to switch
them to CDMA service that can offer higher quality, lower rates, or both. As the mar-
ket for new subscribers dries up, technology migration will become the dominant
source of new CDMA voice subscribers.

The third source is competition from other vendors of wireless telephone service in
the same area. Lower rates can attract price shoppers, and higher quality of service can
tip the balance for subscribers who are less price-sensitive. The shift from second-
generation (2G) to third-generation (3G) CMDA technology and the use of more effi-
cient CDMA engineering techniques will allow vendors to compete for existing CDMA
customers by offering the more efficient 3G air interface at lower cost and higher
quality. In a few years, the wireless market will be almost entirely 3G CDMA, and the
source of subscribers for one company will be competing for the subscriber base of
another company.

The fourth source of wireless subscribers is our own service’s current subscriber base.
In making a market estimation, this is our starting point, but we cannot assume that
it is static. We may be losing or gaining customers due to churn. Estimating future
churn is part of our estimation planning for the demand for voice service.

This tells us that the long-term estimate of wireless voice call demand for any given
provider depends primarily on the estimate of wireless voice market share. As the mar-
ket size stabilizes, a service provider’s share of the market becomes the primary deter-
minant of the subscriber base. It is important for a CDMA vendor to form a clear idea
of its position in the CDMA voice market in each region it serves.

While studies of market share are a critical function, it is important not to lose sight
of the ultimate objective of voice market estimation—figuring out the total demand for
telephone service and how much of that demand will be carried on wireless networks.
The investment in cells, transport, switches, and other equipment is an amount of
money that depends on the absolute number of subscribers.

Another important variable in the initial demand estimate is the planning horizon
for the initial system. Planners have to decide how far into the future growth of the sys-
tem they are planning for in the initial system design. By building in enough capacity
to handle a period of initial growth after startup, we give ourselves time to get things
running smoothly before we have to deal with growth issues. Getting a system up and
running may keep first-time planners and engineers busy for 6 months, so they do not
want to be combating growth issues during that time. More experienced CDMA ven-
dors may be comfortable with a 2-month initial planning horizon because they can be
ready to deal with growth issues sooner.

Taking into consideration the four sources of subscribers and the other issues just
mentioned, the planners for the service provider should form a clear estimate of the
number of voice subscribers they expect to be using the system at the end of their ini-
tial planning horizon. This is important not only for system planning but also for esti-
mating how many cell phones are needed.

The next step in estimating demand is to form a time-of-day picture of telephone us-
age. There will be several distinct groups of voice subscribers, commuters, shoppers,
mobile businesspeople, and so on. Each of these groups has its own time-of-day behav-
ior and its own busy-hour usage pattern. CDMA planners should form a clear forecast
of the different groups using cellular telephones and their usage patterns. One factor
in estimating time-of-day usage is the variety of calling plans and packages offered
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by the service provider. Demand for voice capacity is different depending on whether
subscribers are using minutes they view as a limited or an unlimited resource or if they
are paying for calls by the minute.

31.1.1 Estimating voice call demand in other world markets

In estimating demand outside Europe and North America, the same four elements ap-
ply, but the market situation is very different. In the former Soviet Union, called the
second world, cellular telephony is a growth market. The People’s Republic of China is
the world’s largest potential market for cellular telephony. Rapid growth is beginning,
and at least two companies are competing with significant market share. The largest
company is based in Hong Kong, which is now part of the People’s Republic, and much
of the equipment production is occurring in factories on the mainland. In the third
world, those nations that are largely agrarian but are developing technologically
and economically, wireless telephony is still a growth market, often in its early stages.
In the fourth world, those nations and regions that are largely agrarian or are the
homes of indigenous tribal populations, cellular telephony is a future market, yet to be
developed.

Cultural customs vary greatly, and this needs to be taken into account. There is a
thriving wireless service in Pakistan based on the idea that those who can afford wire-
less service themselves will make money by allowing others to use the phone on a per-
call basis. The billing model is set up to support multiple users per user terminal. In
rural India, where television has been accepted as a communal service for decades,
there are now plans to deploy satellite or wireless telephones, one per village.

In these parts of the world, there is often a very great difference between urban and
rural lifestyles. In many nations, cellular service has been focused only in urban or
metropolitan areas. This may begin to change, and coverage for large regions of some
countries may become important.

In addition, we must be able to estimate the demand for wireless local loop (WLL).
WLL will be used as an alternative to traditional landline access methods, but the user
will view the service as landline service. Thus we can use methods for estimating land-
line demand when estimating WLL demand. However, we may allow a higher blocking
rate for WLL than was allowed traditionally for landline service in North America and
Europe for reasons described in Sec. 3.2.

31.1.2 Calculating demand

Once we know the number of subscribers and their peak-hour usage patterns, we have
the basis for a total voice demand in erlangs. This demand in erlangs is the primary
determinant of how much CDMA capacity is required to serve our voice telephone
calls.

Another important component of voice traffic in CMDA is subscriber motion. The
CDMA channel is 2 dB less efficient for a moving user terminal than for a stationary
one. Drivers and rail commuters are going to use 1.6 times as much CDMA resource
(2 dB more) than callers sitting or standing still.

Once we have the busy-hour voice traffic loads in erlangs, with subscriber mo-
tion taken into account, the next step is to convert that demand into CDMA resource
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consumption. In Sec. 30.7 we described the estimation of CDMA resource used. We can
quantify the CDMA resource as a gross chip rate y in Eq. (31.1):

y � eR �
N
Eb

0
�v (31.1)

where y � chip-per-second estimate
e � demand in erlangs

R � data rate
v � activity factor

We can say the gross chip rate of a service is the value of y for one erlang, e � 1. Later
on (in Eq. 31.2) we will turn the gross chip estimate y into a cell count estimate.1

The final part of the estimation process is to derive a geographic picture of the voice
call demand. Knowing the total demand is important for estimating equipment re-
quirements, including cell counts. However, the CDMA planning process is going to
need a lot more than this. Later stages of system planning depend on having as accu-
rate a forecast picture of the regional distribution of demand as possible.

31.2 Estimating Data Service Demand

The market for data service is harder to predict than the market for voice. We have his-
torical data that tell us what kinds of people got cell phones and how much those peo-
ple used their cell phones. As we move into the 3G world of data services, we move into
uncharted territory.

We must not let our lack of market experience keep us from formulating forecasts
and deriving decisions from those forecasts. The decision to proceed with a 3G CDMA
system should be based on firm data service forecasts, and we should use these fore-
casts in forming our estimates of data service requirements.

As with voice, we start by estimating the subscriber count for wireless data services.
There are several candidate data services with different bit rates and different quality-
of-service (QoS) requirements. For each of these, we need some estimate of the sub-
scriber count, and we need a more detailed forecast than the voice telephony estimate.
In data services forecasting, we need to form a more detailed picture with less histori-
cal experience.

The interactive data services take priority in their use of air-interface resources.
Subscribers browsing the Internet do not like to wait too long for their Web pages and
images to download. The demand for these low-delay services at peak times determines
the required capacity for wireless data service.

Other data services are less time-critical. E-mail and nightly database downloads
can accept delays that interactive subscribers would not tolerate. Even though these
data can tolerate longer delays, they still have to get to their destination, and the
CDMA air interface has to have enough capacity for the total data service demand.
Thus we should form an estimate of these higher-delay service subscribers as well,
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1There are a variety of measures we can use for CDMA capacity. The gross chip rate used here
is our own way of calibrating all these CDMA 3G services with a common measure of capacity uti-
lization. These are not actual chip rates but an equivalent chip rate.
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mostly to make sure that they are not the limiting factor in our system design. How-
ever, it is highly unlikely that the high-delay-tolerant data services are going to be a
limiting factor in capacity planning.

With an enumeration of data services, subscriber count estimates for those services,
and usage pattern estimates, we can form estimates of the peak-time demand in er-
langs e for each low-delay wireless data service. We need to focus on the busy hour hav-
ing adequate data capacity for those services. For the other services, those that can tol-
erate higher delay, we can ensure enough capacity for them by counting up the total
requirement spread out over peak and nonpeak times.

Motion increases the required Eb/N0 for the same bit error rate (BER), typically by
about 2 dB, for data, just as it does for voice. Thus it is important to estimate the frac-
tion of data subscribers who are moving while they are using wireless data service.

We can use Eq. (31.1) to get the CDMA capacity needed to serve each data service.
The value of y is a proxy value. While y does not represent the true number of chips, it
does represent a measure of air-interface capacity required to deliver each type of data
service, as we will see in Eq. (31.2). The Eb/N0 for each service should be adjusted
to take into account the fraction of users who are stationary and the fraction who are
moving.

For each data service, we estimate the number of subscribers and the peak-hour us-
age per subscriber. The product of the subscriber estimate and the peak-hour usage per
subscriber gives us a total usage for each data service. Once we have that total for each
data service, we use Eq. (31.1) to add up all these estimates for a gross number of chips
per second y that we can use to estimate cell count later on in Sec. 31.4.

We complete the estimation process for data service by creating a geographic picture
of data service demand. The total demand gives us an estimate of air-interface capac-
ity requirement, but the geographic information will be needed further down the road
in the CDMA planning process.

31.3 Estimating Demand for Other Services

There are other 3G CDMA services. We do not yet know which of these will be popular
and which will fall by the wayside. But any of these could be popular features in the
brave new world of 3G.

One service that may become popular is sending images using multimedia service
(MMS), as described in Sec. 20.5. This is a visual extension of short message service
(SMS). The subscriber might be able to point a cellular phone, press a button, take a
digital photo, and send the picture to another subscriber.

As we said in the same Sec. 20.5, videotelephony was tried 40 years ago in the form
of PicturePhone. It was terribly expensive, and it was tied to a home telephone. Per-
haps in today’s more mobile and more visual environment, real-time videotelephony
will catch on. Bit rates tend to be high for video, and delay requirements are very low,
so a video call demands a lot of CDMA capacity.

In estimating our total demand, we must develop a picture of the future that includes
these services that go beyond voice telephony and data services. We need a picture of
the subscriber base that will be using video phones and sending MMS images.

There are other services not on the beaten path that may become popular in the 3G
environment. The 3G CDMA planners should do the best job they can of predicting
what these services are.
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For each of these services, we need a prediction of how many subscribers will be us-
ing the service and its busy-hour erlang count e. As hard as it is to predict data service
subscriber counts, these other services will be harder to forecast. After all, we have
some idea of what a realistic data service is and who might be using it, but we have lit-
tle idea what services people will fancy when all the 3G choices become available. In
making these predictions, there are two important issues we can take into account.
First, it is important to distinguish business services from consumer services. The
methods for predicting demand and for pricing for each of these are very different. Sec-
ond, it is important to realize that demand is a function of price. As North American 3G
data services are rolling out, vendors are taking very different approaches on this is-
sue. Some, concerned with rapidly recouping the high cost of deployment, are setting a
high price for data services. Others are charging a low rate, hoping to capture market
share and more willing to risk being swamped with demand. In addition, some vendors
are choosing to offer very limited usage in the basic package and a high charge for ad-
ditional use. Others are offering a flat rate for unlimited or high-limit use, which al-
lows them to estimate demand at a fixed price.

As before, in voice and data, we should use Eq. (31.1) and add up the gross estimated
usage of these other services. Also, we should create a geographic distribution estimate
for use in later stages of planning our system layout.

31.4 Estimating Cell Count

For voice telephony, we compute the total peak-time demand in erlangs e. Then we mul-
tiply that by the voice data rate R, Eb/N0, and activity factor v in Eq. (31.1) for a gross
usage in chips per second. The values of R and Eb/N0 are determined by the air inter-
face described in Sec. 30.7. This gives us a gross chip rate y for voice.

For data services, we have to add up multiple services. We concentrate on services
that have low delay requirements. For each low-delay data service, we use our forecast
demand in erlangs e, the data rate R, its Eb/N0 requirement, and its activity factor v.
The voice telephony y value is added to the sum of the gross chip rate y values for all
the data services.

Other services also have demands in erlangs e, data rates R, Eb/N0 requirements,
and activity factors v. These video, messaging, and other services add their gross chip
rates y to the pot.

Thus we have a total consumption of CDMA resource for voice, data, and other ser-
vices in the form of our gross chip rate y. This value y is a measure of total CDMA re-
source required to serve the demand for the full suite of 3G services. From the mathe-
matical models in Part 5, summarized in Sec. 30.7, we can estimate the number of cell
sectors required.

From Eqs. (30.1) and (30.2) we can derive Eq. (31.2) to estimate the number of cells
we need:

n � �
1
k

� �
c
y
W
� �

(1 �

p
s)

� ( j � f � g)(1 � h) �
t
1
u
� (31.2)

where n � estimated cell count
k �number of sectors per cell
y � gross chip rate
c � number of CDMA carriers
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W � CDMA chip rate
s � soft- and softer-handoff factor
p � power control effect
j � orthogonality or joint detection
f � other cell interference
g � other sector interference
h � overhead factor
t � occupancy
u � utilization

The same equation works in both forward and reverse directions, although the terms
may have slightly different meanings. For example, j represents orthogonal codes in
the forward direction and joint detection in the reverse direction. The soft- and softer-
handoff factor s should be set to zero in the reverse direction, where there is no soft
handoff.

Four new terms appear in Eq. (31.2), the number of CDMA carriers c, the number of
sectors per cell k, occupancy t, and utilization u. Most CDMA systems have more than
one carrier, so we added the term c to Eq. (31.2) to take this into account.

The number of cells is 1/k times the number of sectors, according to the sector plan
of k sectors per cell. The value k is the average number of sectors per cell, so if half the
cells have three sectors and half the cells have six sectors, then we use k � 4.5. For time
division synchronized CDMA (TD-SCDMA) smart antennas, we recommend k � 6.

The occupancy term t takes traffic engineering into account. As discussed in Chap.
23, a system designed to serve traffic at a low blocking rate maintains some unused ca-
pacity most of the time. As long as the services have gross chip rates significantly less
than cW, the occupancy should be close to 1, say, t � 0.9.

Utilization u is a different story. It reflects the fact that a growing system or a new
system designed to grow is not going to make full use of all its capacity. When a cell
reaches full capacity, we add a new cell, and we have two cells where we had one be-
fore. While the actual process of splitting cells is a bit more complicated than the mi-
tosis of one cell splitting to two, it is hard to keep the utilization of a growing system
close to 1. A utilization value of u � �

2
3

� may be a more realistic value for planning
purposes.

Another issue increasing the initial cell count is the planning horizon for the initial
system setup. As we said in Sec. 31.1, we would like to have some time for our new sys-
tem to settle in and for us to get used to it before we have to respond to its growth needs.
Thus we should add a few months of anticipated growth to the cell count estimates.

The combination of all these factors, estimates of demands of all the services, per-
formance factors for CDMA, traffic engineering, and utilization due to growth, gives us
an estimate of how many cells are required to serve the demand we expect for our
CDMA system.

Coverage is another factor increasing CDMA cell count. When traffic densities are
low in the outer areas of a CDMA system, the larger cell radius reduces the radio sig-
nal path gain and increases the relative importance of receiver noise. Link budgets (de-
scribed in Sec. 1.9) for specific technology and equipment tell us the cell size and ca-
pacity tradeoff, so there is no general value we can supply here. The more spread out
the system, the greater is the cell count increase for coverage. Unlike conventional
reuse systems, capacity and coverage play against each other in a CDMA system: Big-
ger cells have less capacity.
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The result of the calculations in this chapter are geographic maps of time-of-day de-
mand for voice, data, and other services. From these, we derive an initial cell count.

31.5 Conclusion

In this chapter we have illustrated the process of moving from a business and market-
ing plan to the beginning of an engineering plan for a CDMA cellular system. With geo-
graphic maps that plot time-of-day demand and an initial cell count, we are ready to
take the next step: planning locations for base stations.
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32
Planning Locations for Base Stations

Once we estimate the demand for wireless services and derive the appropriate number
of cells for a given region, we then need to decide where to put the base station at the
center of each of those cells. Base station location is a compromise between the ideal
placement for managing interference and practical concerns of site cost, installation
time, and ease of maintenance.

32.1 Pilot Pollution

The code division multiple access (CDMA) air interface is a complicated beast, and the
capacity of a CDMA carrier depends on many factors. Even in simplified form, the es-
timates of CDMA capacity depend on many factors, as we saw in Sec. 30.7. Besides the
obvious factors of bit rate and bit error rate (BER), the capacity depends on overhead,
power control, orthogonality, joint detection, multipath, and Doppler distortion due to
motion. Some of these are within the control of CDMA wireless system engineers.

The CDMA carrier capacity also depends on interference from other cells and inter-
ference from other sectors in the same cell. These two factors are linked directly to base
station placement and planning for coverage and managed interference, the topics of
this chapter. The other factor in Sec. 30.7, soft and softer handoff, is also directly linked
to cell placement and planning of managed interference. Thus we will concentrate on
these contributors to CDMA capacity estimation. In Chap. 33 we will address methods
of creating sectors within each cell.

Any air interface, frequency division multiple access (FDMA), time division multiple
access (TDMA), or CDMA, works at its best when cells are isolated from each other. The
management of intercell interference is the challenge of cellular radio engineering. In
CDMA, the primary interference comes from other users on the same carrier from the
same cell sector. The next most important interference comes from adjacent sectors and
nearby cells. We want to place cells to manage the regions that have multiple potential
serving cell sectors.

The CDMA equations in Sec. 28.1 tell us that the carrier loses capacity in proportion
to the number of nearly equal servers. A user terminal midway between two cells is go-
ing to create interference on both cells, so it effectively taxes the system capacity as
much as two calls near the base station. Soft handoff aggravates this inefficiency in the
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forward direction by having two cells transmitting CDMA channels for one call. Under
ideal conditions, the combination of the soft-handoff signals in the user terminal re-
ceiver would allow each transmitter to send half the power, so the total effect would be
the same factor of 2 as we have in the reverse direction. If the two soft-handoff signals
are no better than two separate calls, then the total effect of having one call on two cells
is four times worse than a single call near the base station. The true effect of soft hand-
off is somewhere between the ideal and the worst case. When a call is equidistant from
three cells, the reverse-direction cost of the call is three times that of a call close to the
base station, and the forward cost with soft handoff is somewhere between three and
nine times. Still, soft handoff is more efficient than trying to maintain the correct
CDMA carrier through a sequence of hard handoffs.

Every cell layout has boundaries between cells, so avoiding two-cell coverage zones
is impossible. And every cell layout has to have some place where those cell boundaries
come together in triple-points, so avoiding three-cell coverage zones is impossible.
These two- and three-cell zones are shown in Fig. 32.1.

It is the zones with four or more nearly equal cells that we are trying to avoid. In
such zones, each CDMA channel is interfering with too many carriers, and user termi-
nals are offered too many choices. In the planning stage, we look at the fourth-pilot
delta, p1 � p4, the term used for the difference between the strongest pilot p1 and the
fourth-strongest pilot p4. When p1 � p4 is low, we have an area where four or more cells
are competing for each CDMA channel. The term used for this is pilot pollution, al-
though the pollution goes beyond the pilot to the CDMA call channels.

A valley is an area covered evenly by many cells, an area with pilot-pollution prob-
lems. The ring of six cells in Fig. 32.2 creates a severe valley in the middle, a six-cell
coverage zone. Not only is the fourth-pilot delta too small in this area, the sixth-pilot
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delta is small as well. The pilot-pollution problem is not that the pilots are equal; it is
that several radio signal paths are nearly equal; that is, they are within a few decibels
of being equal. Thus the valley is a zone of difficult CDMA capacity performance, a
problem area even if there is no single point where all the competing base stations are
exactly equal in radio path gain.

The worst valley is the most likely to occur, a valley with low radio path gain. This
means that four or more cells are competing for service not only with each other but
also with the thermal noise floor of the receiver. A call from such an area can use the
resources of 20 or more calls from near the base station. And the low radio path does
not have to be visually obvious. We can picture a subscriber equidistant from five base
stations making calls in a wooded hollow (a geologic rather than an electromagnetic
valley). However, the same radio phenomenon can happen deep in the twentieth floor
of a centrally located office building.

While it is important to avoid valleys in the cell layout, it is more important to avoid
having subscriber demand in the valleys. If six cells circle a lake, then there is a valley
on the map, but only a few boating enthusiasts are likely to be making cellular phone
calls from there. It is the combination of radio conditions and user demand that creates
CDMA capacity problems. It can be just as fruitful to adjust the cell layout for sparsely
populated valleys as it is to eliminate valleys altogether.
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We do not recommend solving the pilot-pollution problem by reducing pilot power
levels. It is the comparative radio path gains that are causing the capacity loss, not the
pilot power levels being equal. If it is deemed necessary to control the size of a cell, then
we can reduce its size by downtilting and lowering its antennas, as described later in
Sec. 33.2.

A cell layout passes the pilot-pollution test if there are very few areas with low
fourth-pilot delta values. When cell coverage maps are printed using the radio propa-
gation planning models described in Chap. 47, there should be few zones with four or
more cells serving them. And the four-cell zones that are on the map should be areas of
relatively low subscriber density.

It is important to understand that the pictures we draw, and even the propagation
maps, are visual aids only. As we discussed in Sec. 27.10, the lines we draw showing
geometric coverage shapes are representations of complex radio propagation paths. We
use these simplifications in our book because we believe that they represent radio re-
ality well enough to help planners make their CDMA systems work better. However,
CDMA planners should remember the complexity of signal path interaction and try to
gain an intuitive feel for the radio issues in the particular wireless telephone system
they are planning.

Sector boundaries are also a contributor to pilot pollution. Once the cells are laid out
to minimize four-cell valleys, the sectors should be oriented so that their boundaries do
not cross the triple-points and valleys. Otherwise, the pilot pollution and the combina-
tion of soft and softer handoffs may overwhelm the CDMA carriers in the area.

32.2 Keeping the Grid

To keep pilot pollution to a minimum, the cell layout plan should avoid valleys and keep
fourth-pilot delta values large. In geometric terms, the layout should avoid having ar-
eas where four or more cells meet at one point. Putting cells on the map without a con-
sistent plan is likely to create the four-cell areas shown in Fig. 32.3. As we said earlier,
these four-cell areas need not be exact junctions of cell boundaries, but they are areas
where four cells are nearly equal in radio signal path.

One way to maintain large fourth-delta values, to avoid valleys, is to maintain the
hexagonal layout that we used in the conventional-reuse systems (FDMA and TDMA).
We can picture a four-cell zone as two triple-points that have been allowed to drift to-
gether by deforming the cell grid. Keeping the grid regular keeps the triple-points from
drifting together into four- and five-cell zones, as we saw in Fig. 32.1.

A regular hexagonal grid pattern of cell placement not only keeps valleys away, but
it also makes handoff lists easier to manage. We have a clear visual picture of the
neighbors, and the visual neighbors are likely to be the best handoff neighbors as well.
In addition to easing the administrative task of assigning neighbors, the regular cell
grid also keeps the neighbor lists shorter.

In laying out cells for CDMA, we want to maintain the local character of the hexag-
onal cell grid. It is not so important that distant cells follow the local pattern.1 Thus

408 Planning for CDMA Capacity

1In conventional reuse, the primary interferer is several cells away, and we rely on the grid
spacing to maintain D/R, as shown in Fig. 27.7. We do not have that kind of distant reuse issue in
CDMA.
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the cell grid can be modified to follow the contours of geography or subscriber demand
as long as small, nearby clusters of cells follow a local grid pattern. An example of a
warped grid is shown in Fig. 32.4. This warped grid is regular enough to avoid pilot
pollution.

A cell layout is a good grid when it looks like a good grid. The dots on the map should
follow regular hexagon spacing, at least locally, and the radio propagation map should
show a clear grid pattern. This helps the initial system avoid valleys, and it helps the
growing system avoid valleys, as we will see in the next section.

32.3 Cell Splitting for High Traffic Density

A growing system needs more cells to serve more traffic, so areas with higher sub-
scriber density will have a higher density of base stations as well. In the earliest days
of cellular, we laid out a large-cell system and waited for subscribers to sign up. As
demand increased, we would increase the cell count by adding growth cells to the in-
fant system. Today’s wireless service providers do not have the luxury of deploying a
skeleton system and waiting for demand to fill it. The initial subscriber base of a new
system could be hundreds of thousands of subscribers, all expecting excellent service,
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so the initial cell layout has to be ready for large volumes of calls in the densest
areas.2

The goal of efficient cell placement is to put cells where the demand is going to be.
We have forecasts and maps, and we want to add enough cells to meet the demand. We
also want to have each cell pulling its own weight, each cell carrying its share of the
revenue-producing subscriber demand. The result of good planning is that the number
of cells in a neighborhood follows the subscriber demand for service. This may sound
obvious, but cellular engineers experienced in FDMA and TDMA may remember when
cell splitting was dictated by channel sets as much as by local demand. The CDMA air
interface allows us to follow subscriber demand much more closely in deploying base
stations.

Pilot pollution is a concern for cell splitting. The same issues that apply when laying
out coverage cells also apply when adding cells for expected demand. The growing grid
maintains low pilot pollution and simpler handoff lists. It is not as nice as the perfect
honeycomb pattern without any growth cells, but a growing grid is going to be easier
and better than adding cells without the grid structure.

410 Planning for CDMA Capacity

Figure 32.4 A cell layout that follows a warped grid.

2In North America, the Federal Communications Commission (FCC) required that winners of
grants or auctions for broadcast licenses in the cellular band guarantee service to a certain per-
centage of the population in the area covered by the license. To meet this requirement, first- and
second-generation cellular providers built very large coverage cells in areas of low demand. If such
a regulatory requirement is not present in current plans, cellular engineers are free to develop
plans based primarily or exclusively on marketing and business plans.
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In Fig. 27.15 we showed a cellular system adding cells on a smaller grid at the triple-
points of its existing large-cell grid. Since the small-cell grid has three times as many
cells as the large-cell grid, we call this three-to-one cell splitting. In the grid represen-
tation we show the new, small cell as a smaller hexagon, as shown in Fig. 32.5. The ra-
dius of this hexagon is �3� times smaller than the large hexagons surrounding it, and
it has one-third the area.

The reality of a three-to-one cell split is not a small hexagon, however. It is the tri-
angle shown in Fig. 32.6. The good news about the triangle cell shape is that it is big-
ger than the hexagon, so instead of serving one-third of a large-cell area, it serves one-
half a large-cell area. Three large cells are reduced by one-sixth by the new cell, so they
cover 83 percent of their former area.3 The bad news about the triangle cell shape is
that it creates three four-cell zones at its corners. These particular areas will go away
as the small-cell grid expands, but the interface between the small-cell grid and the
large-cell grid will continue to have four-cell zones.

The alternative grid-based growth scheme is four-to-one cell splitting, as we saw in
Fig. 27.14. Instead of adding cells at triple-points, we add small cells midway between
existing large cells. These cells form a grid half the radius and one-quarter the area of
the large-cell grid, so we call this four-to-one cell splitting. In our grid mindset, we rep-
resent the new cell with a hexagon four times smaller, as shown in Fig. 32.7.
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Small
Cell

Figure 32.5 Grid representation of a three-to-one cell split.

3In some ideal vision of cellular growth, we would like to add a new cell to relieve n busy cells
so that n � 1 cells each serve an equal share. This would be a very efficient growth scheme.
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Small
Cell

Figure 32.6 Three-to-one cell split creates a triangular cell.

Small
Cell

Figure 32.7 Grid representation of a four-to-one cell split.
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Just as three-to-one splitting produced triangular rather than hexagonal cells, four-
to-one cell splitting produces oblong, rectangular cells, as shown in Fig. 32.8. These rec-
tangles eventually are whittled down to hexagons as their neighboring cells are added
to the small-cell grid, but the initial growth cell is a long rectangle. The good news
about these rectangles is that they are large, half the area of a large cell. The two cells
being relieved are reduced to 79 percent of their former area, so the growth cell pro-
vides substantial capacity relief. The other good news is that the rectangular growth
cell usually does not produce any four-cell zones.

When using four-to-one cell splitting, we can create four-cell zones. This happens
when the small-cell grid has holes in it, as shown in Fig. 32.9. As long as the small-cell
grid regions are convex areas, regions without any boundary U shapes or internal holes,
then four-to-one cell splitting should grow a CDMA system with very few four-cell zones
of high pilot pollution.4 Its ability to grow a CDMA system with less pilot pollution than
three-to-one splitting causes us to favor four-to-one cell splitting for CDMA growth.

The cell layout with coverage cells and growth cells should avoid valleys, that is,
four-way zones of CDMA coverage. The lack of valleys will be visually apparent in a
good layout and can be confirmed with planning tools that look for small fourth-pilot
delta values. This procedure gives us a good layout for macrocells, the regular big-tower
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Small Cell

Figure 32.8 Four-to-one split creates a rectangular cell.

4The term convex area is mathematically defined as an area where line segments between any
two points in the area are entirely contained in the area. This describes a region with no holes and
no U shapes in its boundary.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.

Planning Locations for Base Stations



cells that cover large geographic areas. We now turn our attention to spot engineering
with microcells, picocells, and repeaters.

32.4 Microcells for Highly Concentrated Demand

Once we have covered the geographic service area of a wireless telephone system, we
look at local hot spots. We can use the high-reuse capability of CDMA to treat local
high-density areas with local equipment, including microcells, picocells, and repeaters.

The estimation process that gave us the geographic distribution of wireless demand
also should identify local areas of high density. The high density could be a large com-
munity of voice calls, or it could be a community of very active data subscribers. It
takes only a few high-rate data users to use a lot of CDMA capacity, especially if they
require low delay and high accuracy. Once we identify these subscriber communities,
we can use local equipment to meet their needs.

If a high-demand area is a few hundred meters in radius, then we can use a micro-
cell to serve it. Microcells typically are mounted low to limit their radio range and to
restrict their coverage. These microcell areas could be dense residential areas or heav-
ily traveled commuter routes. In either case, we want to position a microcell to cover
the area rather than try to find a macrocell solution that puts those subscribers in com-
petition with others for CDMA resources.

When the high-demand area is concentrated in a particular building or part of a
building, we can use picocells. These create radio service areas confined to a radius of
a few tens of meters. Large office buildings are obvious picocell targets, but train sta-
tions and airport waiting areas may generate enough demand for picocells as well.
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Figure 32.9 Four-to-one cell splitting with a four-cell zone.
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When there is a community of demand in an area without telephone transport, we
can think about using repeaters. These are two-way reradiators with a line-of-sight
path to the base station and high radio path gain to the subscriber community. We
think of repeaters as a solution to be used in remote areas in countries where telephone
transport is not universal as it is in the United States and Europe. The repeater might
sit on a hilltop to serve people living between two mountains. Of course, repeaters re-
quire electrical power, so we cannot use them in truly remote areas.5

Anyplace where there is a large and concentrated subscriber community is a good
candidate for local equipment to serve local CDMA demand. We look at neighborhoods,
office buildings, train stations, airports, or any place where we expect a lot of wireless
telephone demand in one place. These are the areas where microcells and picocells can
provide cost-effective service. Engineers should identify these areas in the planning
process and evaluate the impact of serving the demand locally.

Another opportunity for microcells is in patching pilot-pollution valleys. While we
just got through all these discussions of how to avoid pilot pollution, it is still going to
happen. The principles of grid-based cellular growth depend on uniform radio propa-
gation and availability of good sites for base stations. When these do not occur, the
CDMA system will have four- and five-cell zones that may be patched with microcells,
particularly when those zones fall in high-density demand areas.

The third candidate for a microcell, or perhaps a repeater, is a tunnel, a very deep
canyon, or a similar place with a lot of commuters and poor radio access. The spot cov-
erage of a microcell allows us to provide seamless service in the macrocell gaps.

The local equipment planning job is done when all the opportunities for microcells,
picocells, and repeaters have been evaluated. Microcells and picocells are usually small
enough to save the cost of separate buildings and towers, so they cost about half as
much as full-blown macrocell base stations. They also allow the wireless service
provider to promote service in high-density areas that might not be well served with
just a macrocell grid.

32.5 Good Cell Locations

Now that we have discussed how to make an efficient CDMA cellular grid, it is time to
turn our attention to what are good base station locations. Good radio properties for a
base station involve clear radio paths to the locations being served and weak radio
paths outside the cell. Nature may not be kind enough to offer locations that have per-
fect radio performance right to the cell boundary and perfect radio silence outside, but
we can look for base station locations that reach their audience well while creating rel-
atively little interference for surrounding cells.

The result of the analysis of the radio properties of a given area can be plotted on a
map. One way to create this plot is to put a mark at the ideal location for each base sta-
tion and then to place a small circle around it indicating that any location within the
circle is a good choice. This is then surrounded by a second, larger circle. Any location
within the larger circle but outside the inner circle is an acceptable choice but not a
good one. Planners can then seek cost-effective sites first within the good area and then
within the acceptable area. However, if a particular site does not fall within its good
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peater practical.
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area in terms of radio properties, it may be necessary to adjust the locations of other
cells or to use microcells, picocells, or repeaters to make up the difference.

A vital part of site selection is finding cost-effective locations. A wireless service
provider’s ability to compete in the marketplace depends on its ability to offer its ser-
vice for less. Base stations are a major cost component of a wireless telephone system,
and it is in our interest not only to provide good radio performance but also to provide
that service at low cost.

The third part of site selection is being able to install sites quickly. Years of court-
room zoning battles are a poor substitute for building base stations and realizing rev-
enue from subscribers. We should identify sites where base station construction will be
particularly easy and fast. Decent service soon can be a better business decision than
great service that takes years longer to establish.

When all the base station locations are considered, the final decision is usually a
tradeoff between really good radio performance and cheap, fast base station installa-
tion. The final judgment in this decision should involve the radio performance map de-
scribed in Sec. 48.5 with its delineation of fourth-pilot delta values, four-cell zones, and
radio signal valleys.

In making these decisions, it is also important to consider the future consequences of
cell placement decisions. A few off-grid cells early in the service-providing game may not
be a problem for the first year, but then it may become more difficult to grow the system
to meet demand. The system plan should consider the short-term installation issues and
the longer-term issues of growth. A system plan is also a financial plan and should take
into account financial details such as revenue streams and cost tradeoff decisions.

32.5.1 Sharing existing towers

The best starting place for cheap base stations is towers that are already there. Build-
ing towers is expensive and takes a long time, and getting zoning permission for tow-
ers can be even more expensive and more time-consuming. It is much quicker, easier,
and cheaper to add our equipment to an existing tower (or a building that already
serves as a base for radio services) than it is to get zoning permission and then build
a new tower.

If the tower has indoor room for base station equipment and electrical power readily
available, this substantially increases the cost savings over building a new facility.
Good tower locations with adequate power should be on the base station list. About half
the cost of a base station is in towers and buildings, so being able to use existing phys-
ical structures may allow us to as much as double the number of cells the initial sys-
tem capital can pay for.

Another consideration for using existing buildings and towers is finding those loca-
tions with access to low-cost telephone transport, perhaps on a high-capacity transport
backbone. We should make sure that there is capacity available for backhaul on the
backbone network of the public switched telephone network (PSTN). Backhaul trans-
port is an ongoing expense for a wireless service provider, and having base stations
where cheap transport is available is an important opportunity.

Another consideration for base station location is access to maintenance. If there is
already some kind of electronics maintenance at the proposed base station site, then it
is going to be easier and cheaper to get service for our own base station.

The best candidates for new wireless system base stations are the current base sta-
tions from an existing wireless telephone system. In Sec. 33.6 we discuss the migration
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of radio bandwidth from FDMA or TDMA to CDMA. We also should consider the eco-
nomic benefit of reusing base stations as well. It may be worth adding a new wireless
telephone system in new radio spectrum to an existing set of base stations without re-
placing the old system.

There are also innovative solutions for base station installation that reduce costs or
allow costs to be shared. Readers may have noticed that many malls and industrial
parks across the United States have gotten large American flags on tall poles in recent
years. Part of the cause may be patriotic fervor, but many of these flagpoles have cel-
lular antennas inside. In addition to avoiding zoning issues altogether, the cellular
company gets a lower lease cost by adding a desirable feature to the site.

The end result of an existing-site survey is a list of base station possibilities and the
relative advantage and disadvantages of each. Towers, buildings, transport, mainte-
nance, and existing wireless telephony are all good reasons to consider a location for a
base station.

The combination of the site survey and the plot of good and acceptable cell locations
allows planners to decide which sites to select for the placement of base stations. Of
course, zoning problems, political conflicts, and other difficulties may intervene. When
they do, this may mean moving the base station to an alternate location. In such a case,
it may be necessary to change equipment at that base station and also perhaps to
change the equipment or the location of surrounding base stations. These risks can be
minimized if the site-survey team maintains good relationships with supportive busi-
ness, community, and political groups.

32.5.2 Using existing transport routes

The other criterion for locating base stations is the availability of backhaul
transport between the base station and the mobile switching center (MSC). If the local
telephone network has a transport backbone, then it certainly is worth our while to
look for sites that easily and cheaply connect to it.

If the base station site is not already on the PSTN backbone, then how close it is to
the backbone does matter. The cost of leased transport lines is often based on the dis-
tance from the facility to the backbone. Since the MSC almost certainly will be housed
on the backbone, the distance from the base station to the backbone is a major factor
in the cost of transport. Local exchange offices (LEOs) are often the connection point to
the PSTN backbone. Before siting a base station near an LEO, it is also important to
determine whether or not the LEO has the available capacity to support the additional
lines you want to lease.

Backhaul can be a very expensive part of operating a wireless telephone system, so it is
important to find opportunities to get transport without paying a lot for it. Getting a few
DS-1 or E-1 links from a base station to the backbone can be terribly expensive, so we
should favor sites that already have low-cost backbone transport available to the MSC.
Another factor is that it can take a long time to get off-backbone transport installed. Hav-
ing base stations located where transport is already available means not having to work
within the schedule constraints of installing new transport, perhaps to remote locations.

An excellent candidate transport network is a cable television system. It already has
high-capacity routes covering a large community of residential users. We could use
some bandwidth that the cable company is not already using, perhaps in the lower fre-
quencies below the very high frequency (VHF) television band. Or we could use the
physical wiring locations to run fiber optic cable for our own transport. In either case,
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a cable television network is a good place to consider for a collection of base stations, or
perhaps microcells, to serve a residential community.

Business locations also have telephone transport. Microcells and picocells located in
business districts likely will have transport already available for backhaul. This ap-
plies not only to office complexes but also to shopping malls and other commercial cen-
ters. Even housing developments and other busy residential areas usually have avail-
able telephone transport that can be used for wireless telephone system backhaul from
base stations. It is not enough that telephone transport exists; it also must be available
for our use.

The difficult areas for backhaul are the low-occupancy areas between high-occupancy
areas, the commuting and travel zones. These zones could be highways or railroads.
They are potentially lucrative wireless markets, for both voice and data, but do not nor-
mally have transport available. Serving these areas means finding base station sites
that can be connected to the MSC in areas that are not normally connected to the tele-
phone network.

When we are done evaluating good backhaul opportunities, we will have a geo-
graphic layout of areas where telephone transport is cheap and available at the times
when we will need it. These are the preferred places to put base stations based on
transport opportunities.

32.6 Conclusion

The selection of base station locations should be based primarily on these four inputs:

■ The geographic plot of projected peak demand described in Chap. 31.

■ The map identifying good and acceptable base station locations derived from the demand
map and the principles of site location for managed interference.

■ The site survey identifying low-cost base station sites such as existing towers or buildings
with radio facilities. Projected maintenance as well as construction costs should be in-
cluded in the site survey.

■ The availability of low-cost transport.

Considering all these elements, we can create a plan for the location of all the base
stations serving a particular region. The plan should be validated to ensure that it
meets the peak capacity with acceptable coverage and acceptable blocking rates in all
areas. The plan also can be used to generate a detailed project plan and budget for de-
ployment and a projected cost budget for operations, administration, and maintenance
(OA&M).

Now that we have decided where we will put each base station, we turn our atten-
tion to the design of the equipment at each base station.
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33
Base Station Planning

Now that we have decided where each base station is going to be, we need to decide
what equipment goes into each base station. Our goals are to provide good or excellent
coverage, reduce interference to other cells, maximize capacity, handle peak-traffic de-
mand, reduce cost, and maintain reliability. We need to do this for new deployments,
as well as for code division multiple access (CDMA) systems we create by migrating ex-
isting systems from frequency division multiple access (FDMA) or time division multi-
ple access (TDMA) to CDMA. In this chapter we will explore the tradeoffs among these
goals and identify techniques we can use to achieve them.

33.1 Coverage

The first mission of a wireless telephone system is to reach its subscribers, providing
radio coverage. Subscribers in areas not covered well will find wireless telephone ser-
vice from someone else, someone who does cover those areas well. Even subscribers
who spend most of their time in good coverage areas will find occasional poor coverage
a good reason to switch from one wireless service provider to another.

In a CDMA environment, poor coverage means lower signal levels competing with
thermal noise in the receiver. As long as the CDMA signal is strong, we can ignore ther-
mal noise as a factor in capacity planning because CDMA power control can turn down
the power levels. When the CDMA signal is weak due to poor radio coverage, the power
levels are turned up as far as they can go, but fewer channels can be served when the
transmitters run out of power.

In the older technologies, FDMA and TDMA, coverage and capacity are distinct is-
sues. Once the radio signal gets from transmitter to receiver, better radio conditions do
not increase system capacity. FDMA and TDMA wireless planning methods have dis-
tinct phases for coverage and capacity. The capacity of CDMA is based on its ability to
operate with less signal than noise, so a relative weakening of its signal is going to re-
duce its capacity. The result is a continuous tradeoff between coverage and capacity. As
a result, a larger cell can support fewer CDMA channels.

For a particular environment, when we know the transmitting and receiving equip-
ment, antenna gains, and radio signal paths, we can do a link-budget analysis that
shows the relationship between cell size and CDMA capacity. The maximum cell size
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for coverage is highly dependent on these factors, so there is no global rule of thumb
that says half the capacity is gone at such and such a cell size. There is some distance,
some radio signal path, where a single voice call will use the entire capacity of a cell
sector because it takes the full power of the transmitter, even with antenna gain and
processing gain, to produce a signal that surpasses the thermal noise of the receiver.
Clearly, we do not want to operate our CDMA system in this mode often.

Radio signal path gains vary considerably, so it is not enough that most subscribers
are in good coverage areas. If a wireless telephone system is going to compete in the
marketplace on the basis of superior service, then it must have very few areas of poor
radio performance. Those weak regions are the areas that will lose calls first when the
system gets busy. The subscriber will be making a perfectly ordinary cellular phone call
with perfectly good signal, but when somebody else starts a data session, the first sub-
scriber’s call gets noisy for a few seconds and then is dropped. Or a few calls from a
weak zone use up the entire CDMA capacity, and a large community of subscribers near
the base station is blocked. We recommend making sure that the coverage picture is
good enough that events such as these seldom happen.

The bad news is that poor radio signal paths erode CDMA capacity. The worse news
is that these weak radio areas are typically three- and four-cell zones with pilot pollu-
tion adding to the capacity problem. The radio coverage maps described in Sec. 47.9
and the pilot-pollution maps described in Sec. 48.5 are invaluable aids in engineering
a system to avoid these circumstances that consume capacity.

The bottom line in CDMA cell coverage is that high-demand areas should have high
radio signal path gain. It is not so important to make good radio paths better, but it is
terribly important to make bad radio paths good. Once we have good enough signal to
climb onto the steep part of the curves in Figs. 28.1 and 28.2, we are operating in a
high-efficiency CDMA mode. Making a good radio path better climbs higher on the
curve and gains little on the horizontal axis, which is CDMA capacity.

When a cell layout has areas of poor radio coverage, we can use more powerful base
station amplifiers and higher-gain antennas to reach those areas. It may make sense
to have a thin-wedge sector, using a narrow-beam antenna with high gain. We lean
toward antenna gain rather than amplifier power as a solution because the user ter-
minal is limited in its transmit power. While the busy areas in CDMA are forward-
direction-limited, the reverse direction is often the radio range limiter of CDMA.
Higher-gain antennas extend the range in both forward and reverse directions, but
higher transmitter power helps only the forward direction.

When more power and more antenna gain are not sufficient, we can consider adding
microcells for coverage. The obvious cases are commuter tunnels and geographic val-
leys, where the serving radio signal has a hard time reaching. A more subtle use for a
microcell is a busy four-way zone with four weak radio paths that is hard to avoid in
macrocell planning. A microcell placed in such an area can ensure coverage, perhaps
for significantly lower cost than a full-fledged macrocell.

When the weak radio area is far from telephone transport, we can use a repeater and
connect it to an existing macrocell. But we tend to prefer the microcell solution to re-
peaters because microcells serve their own subscribers and do not use capacity from
nearby macrocells. However, sometimes the lack of available transport facilities makes
the repeater a more attractive solution.

Finally, we can add cells in the coverage rough spots. We recommend treating these
as growth cells and placing them on the cell grid as growth cells using the four-to-one
cell-splitting scheme described in Sec. 32.3. The most tempting place for a new cell on
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the coverage map is the triple-point of three cells, so keeping the grid means resisting
temptation. We believe that seeing the longer view will pay off when demand for wire-
less service starts to grow in these areas, and the reduction in pilot pollution means be-
ing able to serve more demand with the same number of cells.

The coverage job is complete when the service area is covered by enough cells to serve
the forecast demand with good radio signals and enough CDMA capacity to ensure low
blocking.

33.2 Downtilting and Lowering Antennas

In the cellular world, good radio performance is not always a good thing. In fact, the
entire cellular principle is one of managed interference, having a strong signal from the
serving base station and comparatively weak signals from others. We want to reduce
the range of a base station as its cell acquires new, nearby neighbors.

Radio propagation can do strange things depending on terrain and ground surface
features. Radio valleys can appear when a far-away base station has a clear line of
sight to a hilltop or building being served by nearer, local base stations. We need to re-
lieve this pilot pollution by reducing the range of the far-away base station.

Turning down pilot power sounds reasonable, but it seldom works on CDMA systems.
When an antenna face is attracting too much traffic, lowering its pilot power will send
that traffic to other sectors served by other antenna faces. Most of the time this is a bad
thing to do because the interfering component in CDMA is not the pilot signal but the
channels being used by other subscribers. In Sec. 28.1.4 we explained that serving
these signals on an alternative antenna face actually uses more of the CDMA radio re-
source than serving them on their highest-path-gain face. The only way to reduce the
interference is to reduce the radio signal path gain of interfering cell sectors.

We can shrink a cell radius by reducing the path gain of the antennas. As long as we
do not make similar changes at neighboring base stations, lowering the antenna path
gain will move the equal-radio-path border zones closer to the modified base station
and will reduce its service area. Reducing antenna path gain, however, also reduces the
ability of the base station to serve hard-to-reach areas. This will aggravate any cover-
age problems we have and may create new ones. Keep in mind that coverage problems
are not all distance-related. Underground malls and subway trains may have low ra-
dio signal path gains even to nearby base stations.

Tilting the serving antennas downward can offer the best of both worlds, as shown in
Fig. 33.1. Downtilting reduces the radio signal path gain further from the base station by
moving the high-gain, narrow-beam vertical lobe of the antenna away from those areas.1

Downtilting also increases the path gain nearer the base station because that high-
gain vertical lobe is now serving user terminals closer in. We think of downtilting as a
part of CDMA system evolution. In its early days, a base station is designed to reach
as much traffic as possible with the highest path gain possible for maximum large-cell
capacity.2 As neighbors appear, the same base station has a new mission, to serve the
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1Recall that high-gain antennas get their high gain by concentrating their transmission and re-
ception in a beam with a narrow vertical angle.

2We cannot use downtilting on an omnidirectional antenna, but we are figuring that most
CDMA systems are serving enough subscriber demand that they are using sectorized cells with
multiple antenna faces, as described in the next section.
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same amount of traffic in a smaller area and to reduce interference with its neighbors.
With this change in function, the high-gain antennas that served well for wider cover-
age use their narrow-vertical-beam property to concentrate on their smaller service
area and to reject signals from further away.

Lowering antennas on their towers also reduces the radio range and shrinks cell size.
We lean more toward downtilting because downtilting improves local radio perfor-
mance, whereas lowering antennas does not. Lowering antennas reduces everybody’s
radio path gain but affects shorter paths less than longer ones. Also, lowering anten-
nas is more expensive because it requires moving the antennas and possibly installing
a new platform, whereas downtilting requires only adjusting the antennas on their cur-
rent platform.

Aside from lowering existing antennas, we do sometimes choose to place antennas at
a lower height than our planning would indicate is best. The primary reason for this is
political: Neighborhood residents often do not like high towers nearby. They like cellu-
lar phones and they want good service, but they can fight hard to keep the radio tow-
ers out of their neighborhoods. Using a shorter tower is a good way to make neighbors
feel better by reducing the visual intrusion of cellular in the communities. In the ini-
tial system deployment phase, a shorter tower may make the difference between a suc-
cessful and an unsuccessful zoning application.

When downtilting or lowering antennas, each sector can be treated separately. It is
possible to downtilt the antennas on just one face, affecting only one sector. This could
be done to resolve a pilot-pollution problem at the edge of that sector without mak-
ing changes to other sectors on the same cell. A program of downtilting and lowering
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Figure 33.1 Downtilting antennas concentrates signal close to the base station.
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antennas is complete when the cell layout covers the service area with high radio sig-
nal path gain and controls intercell interference.

33.3 Sector Plans

Each CDMA sector is a separate server with its own CDMA carriers serving their own
wireless subscribers. More sectors means more subscribers and more revenue for the
service provider.3

The capacity increase of adding sectors is not linear because sectors on the same cell
interfere with each other. The amount of sector-to-sector interference depends on the
radiation patterns of the antenna faces. All the antenna faces of a cell are at the same
place, give or take 2 m, so techniques such as downtilting that protect one cell from an-
other are not going to protect one sector from another on the same cell. A three-sector
cell can get about 2.5 times the traffic of a single omnidirectional antenna. A six-sector
cell is limited to about 4 times the omnidirectional traffic.

The second and third sector we add to an omnidirectional cell add nearly their full
capacity.4 The loss due to intersector interference is about 15 percent of the total ca-
pacity. Given the high fixed cost of installing a base station, having at least three sec-
tors on a cell seems like an obviously good decision.

Adding more sectors still adds capacity, but with decreasing economy of scale. The
fourth, fifth, and sixth sectors on a cell add about half as much capacity as the first
three sectors, from 2.5 to 4 times a single omnidirectional cell. This is so because
more sectors generate more interference and antenna radiation patterns do not have
sharp edges. A 60-degree sector has proportionally more of its area in sector border
zones.

We are under no obligation to stick to three or six sectors as we did in FDMA and
TDMA systems. Nor are we required to have equal-angle wedges for all the sectors of
a cell. The sector plan for each cell can be a separate design problem depending on the
individual requirements of that cell and its subscriber community. There are adminis-
trative advantages in a system with hundreds of base stations to having the same num-
ber of sectors in all the cells.

The sector plan has to work for the cell layout. Sector boundaries are pilot-pollution
zones, just as cell boundaries are. Each sector is its own CDMA server with its own car-
riers and pilots. Thus we should orient the sector antennas so that the equal-path-gain
lines between sectors do not cross cell triple-points and four-cell zones. The good news
for cellular planners is that the sector boundaries are clean, straight lines. Neighbor-
ing sectors are in the same place, served by the same base station, so the radio path
gains should be exactly the same. The only difference is the comparative antenna
gains, and this difference should depend only on the serving signal direction. Thus,
while cell boundaries are made fuzzy by terrain, obstructions, and vegetation, realistic
sector boundaries should be drawn easily on a map.
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3As we discussed in Sec. 30.1, this is in direct contrast to conventional reuse (FDMA and
TDMA), where sectorization is used to manage interference.

4Note that the omnidirectional cell in this discussion is hypothetical. We do not expect to find
many omnidirectional CDMA cells actually out there serving calls, but we start with the omnicell
as a point of comparison for our capacity calculations.
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When we need a high-gain antenna for a tough area with low radio path gain, we can
create a narrow sector for coverage. Or when there is a small area of high demand, we
can create a narrow sector for capacity. The narrow sector goes between two existing
sectors as part of the sector plan, not as some kind of overlay sector in the middle of
another sector.

The next technology step in cell sectorization is introducing adaptive phased arrays, or
smart antennas. Time division synchronized CDMA (TD-SCDMA) has made smart an-
tennas an integral part of its specification, but other CDMA air interfaces might benefit
from them as well. We estimate that they are able to produce a 60-degree beam, the equiv-
alent of six-sector cells, but they could be more beneficial than that. The technology may
develop to form narrower beams that would increase the capacity through reduced inter-
ference. Another possible benefit is that each forward path has a slightly different source,
and this may reduce some of the same-path multipath degradation discussed in Sec. 30.3.
The downside of smart antennas is that they add complexity and cost to base station de-
sign. However, radio equipment manufacturers have shown an amazing ability to come
up with simple and inexpensive systems to tackle hard problems in the past.

A good CDMA sector plan is one that reaches all the areas of demand with enough
radio path gain and CDMA capacity to serve the traffic. A good sector plan does all this
with efficient use of radio equipment. And a good sector plan orients and shapes its sec-
tors to keep pilot pollution to a minimum.

33.4 Carrier Assignment

In the dense-demand area of a CDMA system, there is no issue of radio spectrum man-
agement. We want to use every bit of radio spectrum in every sector of every cell to
squeeze the maximum revenue out of our CDMA equipment. We can think of no reason
a service provider would want to back off from the best utilization of the resources of
equipment and bandwidth.

As cells spread into the lower traffic densities, we find that coverage can dictate a
maximum cell size. When cells get larger than the maximum coverage size, the CDMA
capacity declines very rapidly. In low-density areas, we have a cell grid determined by
local radio conditions and equipment design. And many of these cells are not serving
enough demand to warrant using all the carriers on all the faces. Since we want to en-
sure radio coverage and we want to enable the system to grow, we want to maintain the
grid in the low-density areas because they may grow into higher-density areas over
time. Putting radio equipment in a base station for all the carriers costs a lot more
money than just installing the carriers needed to serve the traffic. In any case, there is
typically a community of base stations that are not using all the CDMA carriers.

We could economize on equipment by using fewer antenna faces, perhaps even using
omnidirectional cells. We recommend against this for two reasons. First, when the
wireless demand does grow, adding sectors means reconfiguring many antennas on top
of a high tower. Second, cells that are coverage-limited need higher antenna gain to
reach their tough areas. Sector antennas have higher gain because they cover a narrow
arc. Thus, when we do not need sectors for their narrow-beam capacity, we need them
for their high-gain coverage.

The fringe of the wireless telephone system will have cells with just a single carrier.
These cells with just one carrier frequency are called F1 cells. As we progress toward
the busy region, we run into F2 cells with two carrier frequencies. These increase as we
work our way to the denser demand areas. Even if F1 cells cost a lot of money and do
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not earn enough revenue to pay their way in the early system stages, we expect our
wireless system to grow, and we expect these outer cells to become F2 and F3 cells over
time. Even if they never grow, they can add value by providing seamless service so that
high-density-area subscribers see no gaps in their service when they travel further out
or because they help the cellular carrier remain in compliance with government re-
quirements to provide coverage.

We call the carrier used in F1 cells the first carrier and the carriers added to cells af-
ter the first higher carriers. The first carrier’s service area is the entire system. Each
higher carrier should have a convex service area, as we described in Sec. 32.3 for
growth cells. This means that there may be a few transition cells using a carrier to
make its coverage region rounder and to reduce pilot pollution for that carrier. Each
carrier must be engineered to reduce pilot pollution. The result is a system with nested
carrier coverage, as shown in Fig. 33.2. The fringe areas are served by one-carrier F1
cells, and we move through F2, F3, and F4 cells. When we get to the densest area
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Figure 33.2 Carrier count of a network of cells with five CDMA carriers.
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served by F5 cells, we start to see cell splitting to serve greater demand. Each carrier
service area is convex, no holes and no dimpled U shapes on the boundary. The small-
grid area also is convex. This grid as shown has very little pilot pollution.5

The two carriers used in F2 cells and the three carriers used in F3 cells are adjacent
in frequency. While the concern of adjacent carrier interference is real, filters are eas-
ier to design and manage for adjacent carriers than for carriers with spectrum space in
between.

We stack the carriers so that all the F1 cells use the same carrier. It might seem rea-
sonable to stagger the carriers, to use different carriers in different cells, so that each cell
has fewer cocarrier cells, fewer cells interfering, and less cell-to-cell interference system
wide. Staggering carriers is almost certainly a bad thing to do. The effect of staggering
carriers is to make the individual cells for each carrier larger and to create coverage prob-
lems in addition to neighbor-cell interference problems. Also, staggered carriers would
only support hard handoff, not soft or softer handoff, between cells with different carrier
frequencies. CDMA works best on a small grid where short radio links have high path
gain. Thus the first carrier is used systemwide, the second carrier is used for all F2 and
higher cells, the third carrier is used for all F3 and higher cells, and so on.

Reducing pilot pollution is an engineering issue for each carrier in a CDMA system.
If demand patterns dictate an F3 cell layout with a hole in it, an F2 valley in the F3
cells, then we should plug that hole with an F3 cell as a transition cell for the third car-
rier. Otherwise, we have the capacity erosion due to the pilot pollution that we have
been trying to engineer our system away from. The overall system should be convex,
each carrier’s coverage should be convex, and the growth-cell grid should be convex.
Not only does this keep system capacity high, but it also makes handoff neighbor lists
easier to manage.

When a call moves from one cell to a cell with fewer carriers, it may need to change
carrier with a hard handoff. We say that the call is handed down to the lower carrier.6

Different CDMA equipment vendors hand down calls differently, so it is important to
understand how the equipment actually works. We may have to rely on hard handoff
between carriers because soft handoff between carriers is not supported in cdmaOne
and may not be supported in the third-generation (3G) systems. If a carrier boundary
falls on a busy traffic route, then it may be wise to add a carrier so that the hand-down
boundary is not in such a busy place.

The carrier assignment is done well when it meets the traffic, convexity, and hand-
down requirements. Each cell should have enough carriers to meet its demand, each
carrier should have its coverage area designed to minimize pilot pollution, and the car-
rier boundaries should avoid the highest rates of hard handoffs.

33.5 Handling Peak Traffic Demand

In designing a wireless system, CDMA or otherwise, we calculate a peak traffic load for
each cell sector and make sure that the serving antenna face has enough capacity to
serve the traffic at the chosen blocking rate. The suite of 3G services makes this job
more challenging. We have to add up the variety of voice and data services and any
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5Real systems may have more pilot pollution simply because we cannot get perfect grid locations
for base stations.

6The carrier may not be lower in frequency, just lower in our F1, F2, F3 list.
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other services we think subscribers will want and make sure that each cell sector can
handle the load.

We therefore compute the peak traffic for each cell sector based on the forecast
time-of-day distributions of each service. We map out the hours of the day and total
the demand for each hour. Different-sized services can be compared using the gross
chip rate we used in Chap. 31. Voice service may be busy at commuting times,
whereas data service may reach its peak at lunchtime, so it is important to develop
and forecast a clear picture of each service for each hour of the day. We inspect all
hours of the day to be sure that we know which time of day is the peak-demand
period. When we have the peak hour demand, we take a close look to make sure that
it is our best estimate.

Neighboring cells and sectors have their own CDMA activity in each carrier fre-
quency. These are the f and g terms we used in Eqs. (30.1) and (30.2). We use f to rep-
resent the total interfering power received from other cells, and we use g to represent
the total interfering power received from other sectors in the same cell, both com-
pared to the serving sector. In Sec. 30.7 we assumed values of f � 0.5 and g � 0.3
except for the forward link of TD-SCDMA, where we assumed a higher value of
f � 2.0. We expect our total capacity to be reduced by a factor of 1 � f � g by this
interference.

There is a statistical effect called soft blocking (described in Sec. 30.6) that mitigates
the capacity reduction due to f and g. If we are engineering several sectors for a low
blocking rate, then most of them will not be at their maximum capacity most of the
time. In Sec. 28.5 we saw how to use that statistical smoothing of soft blocking to en-
gineer more aggressively when there is a significant amount of intercell and intersec-
tor interference. More aggressive engineering means serving more demand with the
same CDMA carriers. The benefit of soft blocking does not mean that the interference
is good for capacity, only that the damage can be reduced by relying on the statistical
behavior of a larger community of interfering user terminals.

If the adjacent cells and sectors have different time-of-day distributions, then we can
be even more aggressive in our traffic engineering. For each sector we are planning, we
should use f and g values that represent the other-cell and other-sector demand at the
peak time of the serving sector. The shopping mall is busy at lunch, the office building
is busy during the afternoon, and the commuter route is busy at night. If these three
cells are next to each other, then we may be able to plan on serving more demand with
each of the three cells because the neighbors are not busy at the same time.

Deciding when to block calls is a fundamental engineering decision. A busy 3G
CDMA system usually will run out of forward capacity first, so we can set the system
to block calls when the forward transmit power reaches a certain level. Since we do not
want to block handoffs of any sort, soft, softer, semisoft, or hard, we should leave some
extra power in reserve for handoffs. Each cell sector is different, so there is no hard and
fast rule for when to block calls. Without any experience in the specific system, we
would recommend setting the blocking criterion to half the maximum power and see-
ing how often the amplifier gets close to full output. If the amplifier overloads at this
blocking criterion, we would lower the call-blocking power threshold. And if the system
is actually blocking calls and the amplifier never gets above 80 percent, then we might
raise the blocking threshold to 60 percent of full power.

Our time-of-day efficiency is the peak-to-average ratio, the amount of traffic demand
we can serve compared with how much we could serve if our system were busy all the
time. In Chap. 45 we discuss ways to improve this efficiency.
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The traffic engineering job is done when every cell sector is engineered to meet its
blocking requirements for the full suite of services with time of day taken into account
for the serving sector, its neighboring sectors, and its neighboring cells.

33.6 Migration from FDMA or TDMA to CDMA

Conversion of existing FMDA or TDMA systems to CDMA is an opportunity to increase
revenue greatly with existing radio spectrum. We wish that we could throw the switch
and instantly transform the entire system and subscriber community to CDMA. How-
ever, it is not that simple because there is a substantial community of legacy system
users with legacy cell phones who are not going away. Thus we have to form a plan that
gradually replaces the old equipment with more efficient CDMA technology. If the tran-
sition is managed properly, then a dwindling legacy subscriber community continues to
receive good service while a new CDMA community brings in increased revenue.

The specific conditions for frequency migration depend on the technology. Advanced
Mobile Phone Service (AMPS), Global System for Mobility (GSM), U.S. TDMA, and so
on are different technologies and require different migration plans. Frequency migra-
tion also depends, of course, on the CDMA technology being substituted. Guard-band
requirements will be different depending on which radio interfaces are being used.

All CDMA transition plans have some things in common. The transition will be a lot
easier to manage with multimode user terminals. Having a large community of dual-
mode cell phones means that we can introduce CDMA more slowly than the user ter-
minals. The CDMA system may have high blocking, but subscribers will not experience
ineffective attempts because their calls will overflow onto the old system. As the popu-
lation of dual-mode user terminals increases, we can increase the share of CDMA
radio spectrum. Over time, the system will be nearly all CDMA, the result of a seam-
less transition.

Changing a wireless air interface is a complex task. Both the legacy air interface and
CDMA have engineering issues, reuse rules, and interference management that have
to continue during the migration for a seamless transition.

33.6.1 Greater radio efficiency with CDMA

The principle behind the migration to CDMA is that the FDMA and TDMA air inter-
faces are far less efficient than CDMA. They support fewer calls and serve less demand
per megahertz of bandwidth per cell, making the migration to CDMA economical.

Any FDMA or TDMA system can benefit from the increased efficiency of CDMA. Any
of these technologies can allow partial radio spectrum conversion so that we can intro-
duce CDMA in part of the bandwidth. We start by introducing dual-mode CDMA user
terminals into the market. Once there is a substantial community of CDMA-ready sub-
scribers, we can begin to convert radio spectrum.

The idea is to take some piece of radio spectrum from the existing system and turn
it into a CDMA carrier. The remaining spectrum should be enough to handle the re-
maining legacy subscribers. As the legacy population decreases, we can convert another
piece of spectrum into another CDMA carrier.

Let us take an example, a 50-MHz GSM system with 25 MHz in each direction, 125
two-way GSM carriers with eight channels each. Using N � 4 with three-sector cells,
we have 10 GSM carriers, 80 channels, serving each cell sector. This means that our
GSM system can support about 70 erlangs per sector in 25 MHz each way.
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Let us take one-fifth of this radio spectrum and use it for a wideband CDMA
(W-CDMA) carrier. A W-CDMA carrier, 5 MHz in each direction, can handle about 130
voice calls. This is more telephone traffic than the entire GSM system could support.
Thus, if we have a significant population of dual-mode user terminals in our GSM pop-
ulation, we can serve all of them in a single CDMA carrier and still have 80 percent of
the GSM spectrum left over.

We do not want to overlap radio spectrum between GSM and CDMA. Even if the
CDMA channels are tough enough to withstand some narrowband interference from
GSM, the GSM system was never designed to handle CDMA interference. It is certainly
best to keep the two technologies in separate radio spectrum allocations.

We may decide to convert only the busy area to CDMA. We can share the radio spec-
trum between the two technologies if we leave a sufficient geographic buffer zone
around the CDMA radio spectrum before reusing it in FDMA or TDMA cells. The buffer
zone may be an area two cells wide between the CDMA part of the system and the full-
bandwidth FDMA or TDMA section.

33.6.2 Greater traffic efficiency with overflow

Neither AMPS nor GSM is designed to hand off calls into a CDMA system. The CDMA
system, on the other hand, does have the ability to hand off calls to something else.
Thus we will plan on setting up calls on the CDMA spectrum and keeping them there
until conditions require them to be handed off to the legacy system.

If we plan on setting up calls on CDMA, then we can treat the legacy system as an
overflow server for the CDMA system traffic. We start by selling a large supply of dual-
mode user terminals and then switch on the CDMA carrier for them. We also make the
CDMA carrier their first choice for setting up calls. The legacy system now serves two
roles, the overflow for the dual-mode CDMA user terminals and the primary server
for the legacy cell phones. If we have sold enough dual-mode user terminals, then this
combined system should be more efficient than the legacy technology using the full
spectrum.

Knowing that we can overflow traffic, we should engineer the CDMA system for high
blocking, perhaps very high blocking. As we move traffic from FDMA and TDMA to
CDMA, the legacy system will become lightly loaded, and we can grab another piece of
spectrum for another CDMA carrier. We can keep doing this until there is only a small
amount of legacy bandwidth left. We want to leave some small piece of FDMA or TDMA
bandwidth for those stubborn subscribers who hang onto their old cell phones for many
years.7

As the market develops for 3G services, the service provider may want to reserve
some capacity for data and other services. It may make sense to put more voice traffic
on the legacy system so that CDMA capacity is available for these advanced services.
The service provider may decide to give priority to data and other services on the
CDMA carrier to develop these markets.
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7One of us (Rosenberg) still has the AMPS car phone he bought in 1986 and still uses it occa-
sionally.
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33.6.3 Evolution starts with a small CDMA system

It is very expensive to deploy a partial-spectrum CDMA system on every cell of a legacy
system. Using our earlier example, a 5-MHz CDMA carrier handles twice the traffic of
25 MHz of GSM. Thus we may want to start the CDMA evolution on only a fraction of
the legacy cells, a larger CDMA grid superimposed on the FDMA or TDMA system.

In Fig. 33.3 we show every third cell being marked for CDMA service. The resulting
one-in-three grid is shown in Fig. 33.4. Even with only one-third of the cells using
CDMA, the radio-efficiency advantage still favors using it.

Thus we start with a large-cell CDMA grid and let the revenue from that investment
pay for the conversion of more cells to CDMA. It is expensive to reoutfit hundreds of
cells, and we certainly would rather let the CDMA revenue stream pay for the change
as the system continues to migrate to CDMA. Spreading the introduction out over more
cells means that it will take longer, but the initial outlay of cash will be much smaller.

If the cells are not too large, then we may decide to start with every fourth cell
marked for CDMA service, as shown in Fig. 33.5. Several options are available for ini-
tial CDMA introduction, and the best choice depends on how much a service provider
wants to invest initially, how quickly a service provider wants to switch to CDMA, and
how great the pressure for radio efficiency is in the market.

The coordination of cell conversion and frequency conversion is guided by a desire to
make better use of radio bandwidth and a desire not to spend too much money up front.
The migration plan is ready to go when it takes into account market penetration of
dual-mode user terminals, introduction of CDMA carriers to specified cells, increasing
the CDMA presence to more cells, and increasing the CDMA spectrum to realize the
gains in efficiency.
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Figure 33.3 Every third cell marked for CDMA service.
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Figure 33.4 Resulting one-in-three CDMA grid.

Figure 33.5 Every fourth cell marked for CDMA grid.
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33.6.4 Evolution ends with mostly CDMA

When the evolution is complete, the wireless telephone system will be virtually all 3G
CDMA.8 We can do the same capacity analysis for a migrated CDMA system as we
would do for a brand-new CDMA system. The migration becomes part of history.

The old system is still there, and we probably want to continue to support it. How-
ever, it may be reduced to a very small number of subscribers. This means that we may
decide to reduce the old technology to a large-cell overlay grid for lower administration
and maintenance.

The full CDMA system is in place with the full 3G service choice. The service provider
has one major advantage after a migration from FDMA or TDMA. There is a large col-
lection of cells with a large amount of surplus CDMA capacity. This means that it may
be a very long time before the service provider has to spend money for more base
stations.

33.7 Migration from cdmaOne to cdma2000

Migration from cdmaOne to cdma2000 is far simpler. There are two reasons to make
the change. First, cdma2000 does allow more voice calls in the same radio spectrum.
The increase is not as dramatic as going from FDMA or TDMA to CDMA, but it is still
welcome. Second, cdma2000 allows data service subscribers to join the wireless party.
If there is a burgeoning market for wireless data service, then moving from cdmaOne
to cdma2000 is a good way to participate in that market.

cdma2000 does allow frequency superposition with cdmaOne. In fact, the cdma2000
channel directly supports cdmaOne user terminals making cdmaOne cellular calls. The
whole issue of managing the transition of subscribers, managing the sale of dual-mode
user terminals, and managing the overflow of traffic from one air interface to the other
goes away in migrating cdmaOne to cdma2000. These two air interfaces were meant to
fit together.

Thus the only decisions for the service provider are when and where to replace
cdmaOne base station equipment with cdma2000 equipment. This decision should be
driven primarily by the market for 3G services rather than the need to expand voice
channel capacity because of the compatibility between the two systems.

There is some improvement in voice capacity with cdma2000, but most or all of it is
only realized when subscribers switch to cdma2000 user terminals supporting the re-
verse pilot. If the only argument for replacing a system were the increased capacity for
voice calls, then it probably would not be worth it. However, the compatibility issues
and the data-market opportunity both make conversion to cdma2000 a more favorable
decision.

What may be the most important issue in changing cdmaOne to cdma2000 is man-
aging the expectations of subscribers expecting 3G services. If marketing efforts for
data services run too far ahead of reality, then we can disappoint subscribers antici-
pating 3G services long before they are available.
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8We are assuming that the CDMA air interface used for the migration is a 3G technology. It
makes more sense to use cdma2000 rather than cdmaOne because cdma2000 supports cdmaOne
user terminals.
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33.8 Quality and Cost Issues in Air-Interface Planning

In our discussion so far we have talked about meeting demand as some kind of ab-
solute. We have so many erlangs of demand for each service offering, and here is what
we have to do to satisfy that demand. In fact, we have some broader choices to make—
how we are going to manage the bigger tradeoffs of quality versus cost in planning the
air interface.

The attitude that quality is an absolute standard runs deep in the telephone culture,
from way back in the Bell System days.9 When the receiver is picked up, anytime or
anywhere, there will be dial tone. When a telephone number is dialed, there will be a
connection. Perfect service was not a business case in the Bell System—it was a vision,
it was a mandate, it was a commandment, and it was achieved! It was a great culture
shock to admit that cellular systems would have an engineered blocking rate and lost-
call rate, even if it was a very low 2 percent.

Designing wireless telephone service as a business requires more flexibility than the
old telephone company mandate of universal perfect service forever. Increasing quality
is increasingly expensive, and the service provider has to weigh each increment of per-
formance against its cost. For readers who used to work for the telephone company,10

we can console ourselves that evaluating quality and cost is our opportunity to offer
good service at better prices.

As we are writing this book in 2002, higher quality of wireless telephone service is a
major feature being advertised on television in the United States with commercials
making fun of the consequences of cellular static.11 Lower blocking rates, fewer lost
calls, and better sound likely will continue to be used as differentiation in the wireless
market. High data rates and high-quality service are really the two things a CDMA 3G
provider can offer to attract subscribers. And when 3G is nearly universal, everybody
will have the high data rates.

On the other hand, availability of service may be the marketing route of some wire-
less service providers. By covering more territory or offering lower rates than competi-
tors, a provider may offer the market more benefit by reaching more subscribers. The
combination of higher blocking rates and lower monthly rates may be a better business
opportunity for some providers. Offering a service of lower cost and lower quality may
make the most sense in a large wireless market where there are several providers.
Managing subscriber expectations can make them happy to be paying less even if they
have to try their calls more often.

Another tactic in the quality-of-service game is to delay service rather than to refuse
it. If a busy CDMA sector has 100 calls on it and the average call is 200 seconds long,
then the average time until somebody ends a call is 2 seconds. We may decide that sub-
scribers would rather wait 2 seconds than be told that the system is not available and
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9At least, that was how things were here in the United States.
10One of us (Rosenberg) worked for Bell Telephone Laboratories in the old Bell System days.
11Apparently this has not caused a subscriber shift away from wireless and back to their land-

line telephones. The airlines, for example, have avoided a similar advertising campaign where one
airline would exploit the poor safety record of another. The effect of such advertising probably
would be to heighten fear of flying and keep people from buying airline tickets on any airline.
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to try again later. Allowing a few seconds delay in placing a call allows a higher occu-
pancy on the CDMA carrier and allows us to operate closer to full utilization. This may
be particularly useful in data service, where subscribers are already accustomed to
waiting several seconds for a session.

In Sec. 22.3 we discussed the concept of a feasible region of possibilities, all the
choices we are able to make in designing a system. On the boundary of that feasible
space is a frontier, a region of possibilities where any change we make has to degrade
some aspect of the system. The frontier of wireless telephone service is defined by cost,
quality, and quantity. In the big picture, these are the three components vying for our
attention. In managing the tradeoff of three related components, one effective approach
is to constrain one of the variables, reducing its degree of freedom, and then manage
the tradeoff between the other two components. Since we can choose to constrain any
one of the three variables, this gives us three options.

We can fix the amount of traffic we will serve. Once the number of subscribers and
their usage patterns are fixed, we have a tradeoff between cost and quality of service
(QoS). We can spend money on more CDMA capacity to offer lower blocking and lower
occupancy. This means that subscribers will see fewer ineffective attempts and higher
call quality. Their data links will have faster response times and higher average rates
over time. The service provider has to determine how willing the subscribers are to pay
more for these improvements.

We can fix the budget for the wireless telephone system. A fixed amount of money
buys a fixed amount of CDMA capacity, and we have a tradeoff between traffic and
quality. We can continue to add subscribers to the system, or we can encourage those
subscribers to use more air time or more services. As the usage increases, the system
has higher call blocking and more data delays. Since most service providers are loathe
to turn away new subscribers, this road usually leads to the lower-quality choice.

Finally, we can fix the QoS. We can decide that the wireless telephone system will
meet specified targets of ineffective attempts, lost calls, lousy calls, slow bit rates, and
data errors to its voice, data, and other subscribers. This commitment may be a mar-
keting decision, or it may be in a contractual form with service-level agreements
(SLAs). Then we have a tradeoff between traffic and cost. As we add subscribers, we
add carriers, sectors, and cells to maintain the QoS. This is closer to the mindset of the
old telephone company engineers.

These frontiers are not easy to find. It takes first-rate engineering and a lot of hard
work to get the most CDMA capacity for the money we spend on a system. It takes keen
marketing planning to offer the mix of services that generates the most revenue for the
same use of CDMA resources. The financial planners should be made aware that these
are difficult decisions that require a thorough understanding of the technology and the
market being served.

Once we have decided that there are tradeoffs to manage, it is tempting to use this
as an excuse for not making the most revenue we can from a system. At any given
point, we could have more subscribers, higher quality, or fewer expenses. The com-
plexity of the problem demands greater attention and vigilance because there is a con-
tinuous three-way balancing act going on every day in a wireless telephone system. Any
time we add subscribers, change quality, or spend money, we have an obligation to con-
sider the global effects of these changes.

The air-interface design issues are blocking and maintaining adequate signal qual-
ity. The subscriber issues resulting from these are ineffective attempts, lost calls, lousy
calls, slow bit rates, and data errors. A CDMA carrier allows us to block less and to de-

434 Planning for CDMA Capacity

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.

Base Station Planning



grade more, to adjust the nature of the impairments. The initial data market may be
very tolerant of delays and errors because wireless data service will be such a novelty
in itself. But subscribers will soon decide that they want more than wireless data ser-
vice, that they want good wireless data service. Back in 1985, cellular telephones were
a novelty, and subscribers tolerated very poor service just to have service at all. This
has changed in the voice call arena, and it will change in the data service arena as well.

The management of a wireless telephone system should form a very clear picture of
the product they are selling, the mix of services, how much they are willing to pay for
incremental quality, and how much they are willing to pay for more traffic. This picture
is going to be the input to the decision process for the wireless engineers building and
maintaining the system. It does not matter that the engineering is first rate if nobody
knows what kind of system and service we are trying to offer.12

33.9 Reliability in Base Station Design and Layout

Base station equipment does not last forever. Any piece of electronic equipment has a
maintenance life cycle; it is going to break eventually. To make maintenance matters
worse, base stations are often in remote locations. Part of wireless system design is un-
derstanding base station maintenance and reliability issues.

A base station failure is a service outage. When an antenna face stops working, the
subscribers in that cell sector get degraded service from other antenna faces, or they
get no service at all. The outage from a broken base station is not a few seconds or even
a few minutes but typically is several hours and maybe days. Unfortunately part of the
QoS picture we are offering wireless subscribers includes these outages.

More reliable base stations cost more money for more reliable components. Each
component of a base station can be made more rugged, more reliable, and more likely
to operate for a long time without failing. When designing the base stations for a wire-
less telephone system, engineers should do a thorough reliability analysis of each com-
ponent to form a mean time between failures (MTBF) estimate for the base station.
Most likely there will be one or two components that contribute the most to that MTBF,
and we have to decide whether we want to spend more money on more reliable equip-
ment for those components.

More reliable base stations cost more money for redundant components. As discussed
in Sec. 4.8, we can make a system more reliable by duplicating some of its functions.
When one component breaks, its duplicate takes over its function, and the repair facil-
ity is notified. But the overall reliability of the system is determined not only by the re-
dundancy but also by how quickly the failed component is repaired. After all, the
period between a component failure and its repair is a period of vulnerability during
which another failure will result in service outage.

A service provider may decide that partial service is an acceptable condition. If the
typical antenna face is down 0.1 percent of the time, 9 hours per year, then we can de-
cide that it is reasonable to let its subscribers be served by neighboring antenna faces
during that time. The decision to live with these failures rather than to design more re-
liable base stations depends on whether or not the cell is adequately covered by neigh-
boring base stations. Will the other base stations be able to cover the entire cell?
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12There is a joke like that: The bad news is we’re lost; the good news is we’re making really good
time.
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In making this decision, it is appropriate to consider mean time to repair (MTTR) as
well as MTBF. The effect on subscribers of nine 1-hour failures per year is very differ-
ent from the effect of one 9-hour failure.

Of course, blocking rates will be higher during a base station outage. Not only are we
serving k cells of traffic with k � 1 base stations, but the missing cell is likely to form
a pilot-polluting valley for the other k � 1 cells and perhaps one with poor radio signal
paths. After all, if the remaining k � 1 base stations could cover the missing cell with
good coverage and low blocking, then we would not have put a base station there in the
first place.

Subscribers probably will tolerate periods of lower performance as long as they do not
happen too often. A system with 5 percent blocking most of the time can easily add 0.1
percent base station outage to its overall ineffective call rate. However, the essential
difference is that the 0.1 percent base station outage is a continuous period of time,
several hours during which service will be poor. Even subscribers used to 5 percent
blocking will notice when no calls go in or out for hours.

The strategy we recommend is to have a large-cell grid of more reliable base stations.
In Fig. 33.3 we show a one-in-three grid. (In Sec. 33.6.3 we were using this picture for
CDMA migration, but it is the same concept of a large-cell grid overlaid on a small-cell
grid.) We could ensure that the large-cell grid has high reliability and adequate coverage
so that a failure of one of the other base stations still leaves service over the entire area.
If one cell in three is too expensive, we can use every fourth cell, as shown in Fig. 33.5.

It is important to make the reliability decisions early. They are part of the system
planning process and should not be a reaction to a base station failure. Having broken
radio equipment and angry subscribers is not the time to be making decisions about
how reliable base stations should be. Decisions made under that kind of duress tend to
be short-term patchwork rather than well-thought-out plans.13

A complete base station plan includes a reliability plan. Each major component of a
base station must be quantified as to its failure patterns, rate of failure, and how long
it takes to repair it. If failures of different components tend to be correlated, then this
should be noted in the plan. An example would be that one sector failing drives the other
transmit amplifiers to nearly full power so that they are more likely to fail as well.

Once the component reliabilities and correlations have been cataloged, the service
provider must decide what level of reliability to offer for each base station. Is an occa-
sional base station outage a tolerable event? And how good does the service have to be
during an outage? The answers to these questions should be firmly in place in the form
of a base station reliability plan as part of the base station planning process. The base
station reliability plan is the foundation of the maintenance plan and standard oper-
ating procedures for operations, administration, and maintenance (OA&M).

33.10 Conclusion

In this chapter we have discussed the options available for planning the equipment to
be placed at base stations to provide coverage for subscribers and meet peak demand
with appropriate levels of blocking and acceptable QoS at reasonable cost.

13We might be able to tell a lot about the planning of a wireless telephone system by the me-
chanical condition of the cars in the parking lot. If they are maintained only when they break
down, then our confidence in the resulting telephone system may be reduced.
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34
Mobile Switching Center (MSC)

Planning

The mobile switching center (MSC) is the heart of the wireless network. The wireless
network, like an arterial network, is a fan-out network, and the MSC is the single point
from which all voice calls and data transmissions fan out for mobile-terminated calls
and is also the central processing point for all calls coming in from mobile-originated
calls. Like a heart, an MSC must be robust, well supported, and well protected.

In this text we use the term MSC to refer to the switch. The term also can refer to
the building, the physical facility that houses one or more MSC switches and related
equipment. When we count MSCs, we are counting the number of switches needed to
support all the base stations on the network. In Sec. 34.2 we will discuss the physical
housing of MSCs. In this chapter we will also discuss component planning for MSCs
and for auxiliary equipment.

34.1 Estimating MSC Count

Just as we did with base stations, we want to estimate the total number of MSCs re-
quired for a wireless telephone system. The issues are less complex for MSCs than for
base stations because MSCs do not depend so heavily on the CDMA air interface, but
there are more issues.

Switches cost money, and more switches cost more money. To put MSC cost into per-
spective, if one MSC costs US$5 million and serves 200 base stations that cost $500,000
each, then the MSC cost is 5 percent of the base station cost. Thus MSC cost is a sig-
nificant fraction of total equipment cost, enough to merit some attention. While some
of the MSC cost depends on the number of base stations, there are enough fixed costs
of installing an MSC that we want to avoid having extra MSCs in the system.

Each time we add an MSC to a wireless system, we add to the administrative work-
load. Telephone switches have internal databases and maintenance schedules. There
are more connections and more transport pipes as well.

Finally, having more MSCs in a wireless system means having more MSC bound-
aries and more inter-MSC communication. This affects call originations and termina-
tions because dividing the system into more MSC regions makes more of the wireless
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calls into roamer calls. They may not look like roamers on the wireless telephone bills,
but they are roamers as far as signaling and inter-MSC communication are concerned.
And having more MSCs in a system means more inter-MSC handoff activity.

In determining the number of MSCs required, we should think in terms of a fully
loaded maximum-configuration switch. Of course, we do not plan to equip every MSC
with all the equipment it can support, but we should base our estimate of MSC count
on the full capacity of each MSC. Once we have the number of MSCs, we can equip each
MSC as needed in Sec. 34.3.

34.1.1 Main processor capacity

The MSC processor handles call processing, short message service (SMS), other sig-
naling, and handoffs, as discussed in Sec. 24.1. The total workload for an MSC is the
total sum of these tasks, so it suffices to have a switch processor powerful enough to
handle the combined peak load with some headroom to spare. This is not an area for
traffic engineering or any kind of aggressive engineering. When a switch processor
runs out of capacity, the system stops working. Calls are not completed, short messages
are lost, and handoffs are mismanaged. There is some ability for switch-processor tasks
to be put into a queue, but a telephone system, wireless or not, has little tolerance for
switch-processor delays. Thus we can take the total call processing, SMS, and other sig-
naling loads, add some fraction for inter-MSC handoffs, add some headroom factor, and
divide that by the maximum processor capacity of one MSC. This gives us a lower
bound for the number of MSCs we need.

The good news for processor capacity is that data services typically involve propor-
tionally less call processing. As demand for third-generation (3G) services grows, the
ratio between air-interface demand and processor capacity demand actually will put
less pressure on the MSC main processor.

34.1.2 Transport load capacity

The transport load of a telephone switch is the total number of DS-1 or E-1 links from
the switch to something else. The MSC has links to base stations, the public switched
telephone network (PSTN), the public packet data network (PPDN), private networks,
the ANSI-41 signaling network, other MSCs, and itself via loopback trunks. This is a
deterministic calculation, the total of all the links compared with the total communi-
cation capacity of the switch, as discussed in Sec. 24.2. We can take the total of all of
these, with some proportional estimate for inter-MSC transport, and divide that by the
maximum transport capacity of one MSC. This gives us another lower bound for the
number of MSCs we need.

34.1.3 Circuit switching

The circuit-switching load of a telephone switch is the number of voice call actions de-
scribed in Sec. 24.3. The total voice call activity divided by the maximum voice call ac-
tivity for one MSC gives a lower bound for the MSC count. If 3G realizes its promise of
an increasing share of data service calls, then the circuit-switching limitation of an
MSC should recede in importance. Real-time video may be circuit switched at the MSC,
but the high data rates required for it should keep the number of real-time video calls
small compared with voice calls. For example, it is the number of calls being switched
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that taxes the circuit-switching resources of an MSC, not the quantity of data in each
call.

34.1.4 Speech coding

The speech-coding load described in Sec. 24.5 is another load we must consider in esti-
mating the number of MSCs required. We divide the total speech-coding load by the
maximum number of speech coders at one MSC.1 We should add a small fraction of that
quotient for the Erlang-B traffic engineering required for the speech coders to get a
speech-coding lower bound for the MSC count.

34.1.5 Packet switching

The packet-switching load on a 3G wireless switch includes all the base station com-
munications because they are almost certainly all packet pipes, all data services, and
most of the other services. The packet handler is a queuing system, so the packet ca-
pacity of one MSC is limited not just by the volume of packet data but also by the de-
lay requirements of the data services, as described in Sec. 24.4. Once we have an esti-
mate of the packet capacity of the MSC, we divide that into the total system packet load
in the forecast to get a final lower bound for the MSC count.

34.1.6. Total MSC count

Main processor capacity, transport load capacity, circuit switching, speech coding,
and packet switching are five factors that limit the capacity of an MSC. The final
MSC count estimate is simply the largest of the five lower bounds based on the MSC
components.

In second-generation (2G) systems, we have real-world experience with MSCs and
base stations. Even here, the MSC count can vary considerably depending on the num-
ber of carriers and the distribution of traffic by time of day. However, code division mul-
tiple access (CDMA) providers tell us that a rough rule of thumb is one MSC for 200
cells in a system with eight cdmaOne carriers.

In the new generation of 3G systems, we have new services and new markets to con-
sider. The mix of data services in the market is uncertain. A mix favoring high-rate
data subscribers will keep the MSC packet-switching components busy while leaving
the processor nearly idle. On the other hand, a larger community of low-rate data ser-
vices, heavy e-mail and SMS activity, for example, will limit the MSC processor first.

As we did with base stations, we should leave some room for initial system growth.
If we install three MSCs all operating at 97 percent of their capacity, then it is virtu-
ally certain that we will need a fourth MSC almost immediately.

To refine the MSC count estimate, we need to quantify the mix of voice, data, and
other services by region and time of day. In this way, we can figure out the true limit-
ing factors that determine how many MSCs will be needed. The result of this study
should be a multiple-service, time-of-day analysis that tells us how many MSCs we ex-
pect to need at the end of the planning horizon.
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34.2 Location Planning for MSCs

It is important to find a good place for the MSCs. Because there is no radio link, MSC
site selection is far less important than base station site selection, but it is still an im-
portant part of the wireless telephone system planning process.

An MSC has to have reliable electrical power. This may sound obvious, but it is an
important consideration. The less reliable the source of electrical power, the more im-
portant it becomes to have a good power backup.

The real cost issue in MSC location is the availability of telephone transport. In ad-
dition to the base stations, the MSC has to communicate with the PSTN, the PPDN,
any private networks, the ANSI-41 signaling network, and other MSCs. Clearly, we
want the MSC to be in a place where large-volume telephone transport is available and
cheap. Most areas, particularly where there is an extensive landline telephone system,
have transport backbones, networks of very high speed telephone transport.2

In a system with more than one MSC, we can put all of them in one place. This keeps
administrative costs down because all the equipment is in one place, so one service visit
can attend to all the MSCs. Having all the MSCs together means being able to share
the electrical power supply. And any communication between MSCs is going to be
cheaper and simpler when the MSCs are all in the same building.

Distributing the MSCs allows them to be closer to their base stations. In the case of
a pure fan-out network without a major backbone, this can reduce backhaul costs sig-
nificantly. Also, having distributed MSC locations avoids having a single point of fail-
ure for the entire wireless telephone system. This is only partial consolation for the ser-
vice provider because having one MSC fail still takes all the base stations that it
supports out of service.

For MSC locations, we are looking for places that are central in the transport net-
work for base stations, PSTN, PPDN, private networks, and signaling. Where there is
a cheap backbone transport network, this becomes less important than the availability
of real estate and electrical power. Where there is no backbone, or where the backbone
has no extra transport available for a wireless service provider, we have to do some se-
rious MSC location planning, scouting locations, evaluating transport costs, and find-
ing the locations for MSCs that minimize transport costs.

The planning process also should have an eye toward the future. A system with three
MSCs is expected to grow and will require a fourth and a fifth MSC over time. The MSC
plan should take into account the space, power, and transport requirements of future
switches as well as the present ones.

The MSC location process is done when there is a clear decision where to put the
MSCs for the system, whether they should be colocated or separated, and how their
power and transport needs will be met. Further, there should be a clear plan as to
where future MSCs will be located.

34.3 Equipment Provisioning for MSCs

There are many components of the MSC in a wireless telephone system. The individ-
ual vendors and equipment will determine the specific MSC equipment needed, but we
can go over some of the basic issues here.
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MSC equipment should be deployed in sufficient quantity that there is very little
blocking at the switch. This is the result of traffic engineering studies based on forecast
demand for MSC resources. It is wasteful to spend a lot of money on base stations, an-
tenna faces, and air-interface capacity only to lose calls because the MSC lacks enough
capacity. The MSC may seem expensive at US $5 million, but it is a trifling expense
compared with all the base stations. We are protecting the base station investment by
having enough, and perhaps more than enough, MSC equipment and MSC capacity.

For the main processor, we should evaluate the total load from call processing, SMS,
and handoffs. We should make sure that there is enough processor capacity to handle
all this activity with enough extra that we do not run out of capacity.

The MSC has to have enough capacity for all its transport needs. We can add up all
the transport requirements for base stations, the PSTN, the PPDN, private networks,
and the ANSI-41 signaling network to get a minimum figure for transport. We must
add some extra transport capacity for inter-MSC transport, as described in Chap. 37.
These transport links are required for inter-MSC handoffs and are recommended for
cost reduction in roamer terminations and mobile-to-mobile calls. There also should be
enough MSC capacity for loopback trunks to support mobile-to-mobile calls where both
ends of the call are at the same MSC.

Circuit-switching capacity at the MSC should be enough for all the voice calls and all
real-time video calls as well. Even if real-time video becomes very popular, we do not
expect it to be a major player compared with the quantity of voice calls in using up
circuit-switching capacity at the MSC. There also should be enough speech coders at
the MSC to convert speech between the base station packets and the PSTN full-rate
pulse code modulation (PCM) links.

Packet switching is going to be harder to engineer because there are so many func-
tions using packet data. All the base station links, all the PPDN traffic, and all the sig-
naling are going to be using packet links. The MSC must have enough capacity to han-
dle all these data flows. We must form an estimate of the total packet data requirement
at the MSC based on forecasts of data services.

MSC equipment should include provision for electrical power and backup equipment
for reliability. We need the same sort of reliability studies we did for base stations in
Sec. 4.8. MSC reliability is very important because hundreds of cells can go out of ser-
vice with an MSC failure.

We should be prepared for the mix of services to change over time as the market
grows for 3G wireless telephone service. As people get used to the idea, they may de-
cide to buy more and more wireless data service over time. As wireless data service be-
comes part of the technical environment we all live in, the demand may grow much
faster than the demand for voice telephone calls. This growth in data service will
change the requirements for MSC equipment.

The result of MSC equipment planning is a clear picture of what equipment will be
required for each MSC in the wireless telephone system. This picture should be based
on forecasts of traffic and the mix of services. There also should be provision in the
equipment plan for growing wireless traffic and shifts in the mix of services subscrib-
ers use.

34.4 Assigning Base Stations to MSCs

For systems large enough to have multiple MSCs, the assignment of base sta-
tions to MSCs can be a complicated process. The basic idea is to distribute the
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workload relatively evenly among the MSCs and to control the amount of inter-MSC
communication.

The first job of the base station assignment is to balance the workload. If we as-
sume that each base station generates the same amount of MSC activity, then we
start the assignment by assuming that we will divide the base stations evenly among
the MSCs.

It is not necessarily true that each base station uses the same amount of MSC re-
sources. Some have more CDMA carriers than others, and some may have more an-
tenna faces than others, so these base stations will generate more call activity. Also,
base stations with a high fraction of data-service subscribers will use different MSC re-
sources than those with mostly voice subscribers. In considering the demand that a
base station places on an MSC, it is best to focus on the resources that are most scarce,
as determined by the lower bounds given in Sec. 34.3, where we define the one resource
driving the MSC count. Base stations requiring more of that resource can be said to re-
quire more of the MSC’s most critical resource. For example, if processor capacity is the
resource driving MSC count, then a base station that is busy with 3G data traffic is ac-
tually using relatively little of the MSCs most critical resource. However, it can be valu-
able to identify base stations that are heavy users of resources that are nearing capac-
ity, even if they were not the resource defined as critical during planning. Base stations
serving primarily voice calls will have more call processing and less packet data than
those serving primarily data service.

The result of the base station assignment is an even distribution of workload. This
workload should be calculated in terms of whichever MSC components were the limit-
ing factor in deciding how many MSCs to use. The assignment also should manage the
inter-MSC borders discussed in the next section.

34.5 Inter-MSC Borders

In a multiple-MSC wireless telephone system, we can think of the MSC regions as gi-
ant cells. Just as the service area is divided into cells, base stations are divided into
MSC regions. In the CDMA air interface, the borders between cells are the problem ar-
eas from both a capacity and a communication perspective. In the same way, the bor-
ders between MSC regions are the problem areas for inter-MSC communications.

We want to assign base stations to MSCs so that the MSC giant cells have little in-
teraction, less demand for inter-MSC handoffs and inter-MSC handoff requests, which
are generated when the signal strength is close to equal at base stations served by dif-
ferent MSCs. Calls from inter-MSC border areas will have inter-MSC handoffs. If the
border area involves three or four MSCs, then inter-MSC handoffs become more com-
plicated. Those are the areas where the ANSI-41 signaling system uses all the compli-
cated messages in Sec. 15.1.

This means that we want to keep inter-MSC borders away from busy areas. Like reg-
ular cells, the giant cells of MSC regions have to have borders, and somewhere, they
have to have triple-points. Thus one goal of base station assignment is to ensure that
those MSC triple-points are areas with low wireless telephone demand, and another is
to have few zones involving four or more MSCs and to place those in areas of low de-
mand as well.

If the giant cells have borders in high-traffic areas, then we may need to change the
assignment of base stations to MSC so that the borders are in low-traffic areas. We may
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have to do some base station assignment gerrymandering.3 There are inter-MSC com-
munication and confusion issues during call setup as well as handoffs.

The job of assigning base stations to MSCs is done when the base stations generate
an even workload among the MSCs and the borders between the MSC regions are not
high-traffic areas. Keeping the inter-MSC borders in low-traffic regions is probably
more important than maintaining a convex shape of a given MSC region. It certainly
would be better to have an inter-MSC boundary follow a winding river with few bridges
than to have it follow a straight line near the river. For a more complete discussion of
inter-MSC border areas, see Sec. 36.1.

34.6 Auxiliary Component Planning

Subscriber service depends on the home location registers (HLRs) and the visitor loca-
tion registers (VLRs) having enough capacity to do their jobs. Also, SMS and voice mail
are important features to wireless subscribers, so the short message service centers
(SMSCs) and voice mailboxes have to have enough capacity.

These auxiliary components may not be glamorous to radio engineers who are used
to solving highly mathematical optimizations of CDMA carrier capacity, but a shortfall
in the capacity of an auxiliary component is going to cause a loss of service just as cer-
tainly as a poorly designed radio antenna.

Part of the auxiliary component design is deciding how to distribute their services.
While each MSC is assigned an HLR, a VLR, an SMSC, and a voice mailbox, these
functions may be aggregated into common equipment. We may have a single machine
to be the HLRs and VLRs for an entire wireless system, or we may decide that each
MSC has a colocated machine that does all four of these auxiliary functions.

When we are done planning the auxiliary systems, we will have an equipment and
capacity plan for the HLRs, VLRs, SMSCs, and voice mailboxes.

34.6.1 Home location register (HLR) planning

The HLR should have a database large enough for all the subscribers. There should be
no surprises in the HLR database because we know the number of subscribers associ-
ated with each MSC.

The processing capacity of the HLR depends on the amount of activity per subscriber.
This depends on the number of registrations, calls, and parameter downloads. This
means that a 30-second voice call and a stationary 30-minute high-speed data session
use the same amount of HLR processing time. The mix of services tells us a lot about
how busy the HLR is going to be.

34.6.2 Visitor location register (VLR) planning

The VLR database size depends on where calls are actually happening. Some areas will
have surges of roaming activity, whereas others should be steadier. We expect airports
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to have large surges of roaming activity when flights are late, we expect office build-
ings to have medium-sized fluctuations at lunchtime or the end of the work day, and
we expect shopping malls to have a fairly continuous stream of users from different
places.

Most of the VLR activity we envision is voice call activity, but a VLR may end up con-
centrating on SMS or even data service. We have to look at the mix of services in the
demand forecasts to form our best estimates of how much processing capacity a VLR
needs.

The VLR should be traffic engineered to serve its demand with very low blocking.
When a VLR is slow, wireless service is slow.

34.6.3 Signal transfer point (STP) planning

The signal transfer point (STP) required by Signaling System 7 (SS7) handles all sig-
nal traffic from the public switched telephone network (PSTN) SS7 network, plus all
traffic from all SMSCs and multimedia message switching centers (MMSCs) sending
short messages, enhanced short messages, and multimedia messages. We need to esti-
mate this total signal traffic in order to plan STP capacity.

To meet SS7 redundancy requirements, there must be two STPs, and the total ca-
pacity at peak demand must equal no more than 80 percent of the total capacity of one
device. This allows for the peak demand to be met with each STP running at only 40
percent capacity. If one should fail, then the other can take over the whole load while
still operating at only 80 percent of capacity so that it has room to spare.

The SS7 requirements apply whether the STP is a separate physical device, as is the
case with Telekelic Eagle STPs, or are integrated with the MSC switch itself, as is the
case with switches from Nortel.

34.6.4 Short message service center (SMSC) planning

The size of the database for the SMSC is the size of the home subscriber community.
Like the HLR, there should be no surprises in the number of short message entities
(SMEs) served by an SMSC.

We have to plan the SMSC to handle the short message activity of those subscribers,
and this can vary considerably. The estimate of SMS activity per subscriber depends on
the service mix of the subscriber base. We might expect data service subscribers to send
fewer short messages than voice subscribers.

The good news for SMSC planning is that the SMSC is associated with the home
MSC rather than with the visitor MSC of a user terminal. This means that a late flight
at the airport generates a lot of short messages, but those short messages are distrib-
uted over the home SMSCs of the passengers. Unless the airline sold its tickets to a lot
of people who live in the same place, this surge of SMS messages will be distributed
over many SMSCs.

The traffic engineering job for an SMSC is less critical than the VLR because the
wireless system will still operate when the SMSC is slow. Short messages are a fea-
ture, a service, but wireless telephone life can go on during a few minutes of slow
SMSC performance. This is in contrast to the VLR, where a slowdown affects all roam-
ing traffic.
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34.6.5 Voice-mail planning

The size of the voice-mail database is the size of the voice-mail subscriber list. Like the
HLR and SMSC, there should be no surprises in the number of subscribers who are
paying for voice-mail service.

The number of voice links to the voice-mail system should be traffic engineered based
on two sources of demand. There are callers leaving messages, and there are voice-mail
subscribers receiving their messages. Both these groups require voice connections from
the MSC to the voice-mail system, and neither of these likes being blocked. We recom-
mend a very low blocking rate for voice mail because subscribers remember for a long
time when they cannot get through.

Another dimension of voice-mail planning is how long voice messages are stored.
Both subscribers and voice-mail planners have a say in the average message storage
time. The subscribers may get their messages quickly, or they may let messages sit for
several days. And the voice-mail system can have a maximum storage time limit after
which voice messages are deleted automatically. The size of the voice-message database
depends on how many messages need to be stored, how long the messages are, and how
long they need to be stored. There is marketing experience in voice mail for different
groups of subscribers, and the voice-mail planners for a new wireless system should use
their forecasts of subscriber demographics to design a voice-mail system with adequate
message storage space.

When things go wrong, there is a surge in voice-mail activity. Late flights and traffic
accidents generate more calls, and some of those calls roll over to voice mail. Also, when
the sudden increase in call traffic uses up all the air-interface capacity, calls will roll
over to voice mail. Thus a traffic accident not only generates more voice-mail traffic
from drivers sitting in their cars, but it also generates voice mail to those drivers when
the air interface is blocking wireless call terminations.

34.7 Anticipating System Growth

We can design a wireless telephone system to serve forecast traffic at a specified qual-
ity of service (QoS). We can do our financial planning based on these designs and form
a clear picture for investors and stockholders.

We expect our wireless telephone system to grow, however, to serve more traffic over
time. We expect voice call traffic to increase and new 3G services to increase even
faster. The financial plan of a system should include not only the expected initial traf-
fic but also the growth of that traffic over time. Our base station plan already should
be designed for growth in demand and evolution of service mix.

Adding a new MSC is a big deal. It costs a lot of money, of course, but it also involves
a lot of engineering work. The new MSC requires transport links to the PSTN, the
PPDN, private networks, signaling, and other MSCs. New MSC regions have to be
formed, and new inter-MSC borders have to be managed. If MSC regions are thought
of as giant cells, then adding a new MSC is giant-cell splitting.

If the system design with m MSCs is close to requiring m � 1 MSCs, then the ini-
tial deployment probably should install the extra MSC up front. Just as we did with
base stations in Chap. 31, we should plan the initial system for a deployment time
horizon. Anticipating growth in demand for a time horizon gives us a breathing spell
to get the system working well before we have to start changing it to satisfy more
subscribers.
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34.8 Conclusion

Following the methods in this chapter, it should be possible for us to plan the number
of MSCs, assignment of base stations to MSCs, and capacity for each component of each
MSC, as well as capacity for auxiliary components. Now we will turn our attention to
the planning of the backhaul transport network.
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35
Backhaul Planning

The primary function of backhaul planning is to reduce the cost of transport from all
base stations to the mobile switching center (MSC). The capacity requirements of the
backhaul network were calculated in Chap. 26. Now we need to plan the routing of the
pipes. Our budget process needs to take into account both up-front installation costs
and ongoing maintenance and leasing costs. Backhaul is communication between base
stations and MSCs, and the actual link is between proprietary equipment from the ven-
dors for our particular network. Data compression, efficiency of packet pipes, and other
factors may vary on different proprietary equipment. Therefore, estimation of backhaul
capacity should be based on the specifications of the communication requirements of
the proprietary equipment selected for the specific cellular network. In addition to cost
reduction, our planning should consider reliability.

35.1 Cost Issues in Backhaul Planning

All the backhaul optimization models rely on the notion of the cost of a transport link as
a function of its capacity. If the wireless service provider is leasing its transport from the
local telephone company through the public switched telephone network (PSTN), then
transport-cost calculation may be a simple exercise in looking up tariffs. Rates are pub-
lished based on zones and distance for single and multiple DS-1 or E-1 links. On the other
hand, having more options can make the cost calculations far more complicated.

Some pricing is based on one rate for cost of reaching the backbone and another rate
for transport on the backbone. The implications of this difference are discussed in Sec.
35.3.

Different vendors have different plans for leasing transport. It is important to com-
pare rates among vendors and to make sure that the same rate rules are being applied
in comparison. It may be as simple as one vendor including sales and excise taxes in
the rate, but it may be more complicated, with one vendor offering a better rate than
another but for a less reliable technology.

Transport can be priced in bundles. We get a good rate if we buy 100 DS-1 links or if
we sign a long-term transport contract. We rely on separable pricing for our heuristic
optimization, that the price of one transport link did not depend on using another. In
the face of vendors bundling services and requiring long-term service contracts, we
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have to be careful that we are really getting the service and prices we put into the com-
putational model. Ideally, engineers who are aware of alternative backhaul technolo-
gies could be consulted in advance of contract negotiations. Bringing this level of ex-
pertise to the table may make it possible to negotiate contracts with flexibility that will
allow reduced costs within the contract but still give the service provider options out-
side the contract for parts of the network backhaul.

We could lease dark fiber and provide our own terminal equipment. Or we could use
point-to-point microwave links. These options involve paying more in initial cost to
save some or all of the recurring expenses down the line. The value of such a tradeoff
depends on the time value of money as seen by the financial planners. From the point
of view of backhaul planners trying to save a buck, it makes the equation for cost more
complicated. Each transport link has several options, some involving purchasing equip-
ment up front and others involving leasing facilities from vendors. Some of the vendors
are going to offer combinations that make it hard to evaluate the separate cost of each
link in the system.

In terms of the tradeoff between buying equipment up front and leasing facilities, we
should consult the financial planners and ask them how to evaluate this tradeoff. Fi-
nancial planners have a set of tools, such as net present value (NPV) calculations. These
tools allow them to make decisions that are better for the business. They have their pri-
orities, and we want to make sure that we build the system that is most cost-effective
according to the needs of those who are paying the bills. There is another reason to con-
sult the money people before engineering backhaul with these kinds of tradeoffs. If we
are going to make decisions about ongoing expenses, then consulting the executives
will encourage them to be part of the process. At least they will feel more comfortable
with a decision when they have had a chance to participate.

The result of a transport-cost study is a list of all the transport options reduced to
costs we can compare. Once corporate priorities are established, fixed costs can be com-
pared with recurring expenses, and long-term contracts can be compared with shorter-
term commitments. Each transport link option in our calculations should have a clearly
defined cost as a function of how many DS-1s or E-1s it is going to carry.

35.2 Fan-out Backhaul Networks

Designing an efficient fan-out backhaul network starts with evaluating the transport
options from base station to base station. The mathematical model in Sec. 26.1 starts
with a cost for every possible connection in a fully-connected, complete graph, so we can
start the backhaul engineering process by considering the transport options between
every pair of base stations in the entire system. Then we can feed all those costs into a
mathematical program and get an optimal solution for fan-out backhaul, at least one
optimal for the specific base station layout being considered. Once the system grows
and adds base stations, the solution needs to be reevaluated.

We probably can afford to be a little more relaxed and consider only the more eligible
hops. Connections between neighboring base stations should be on the fan-out candidate
list along with connections two and three cells away. The list of fan-out backhaul con-
nections also should include a direct connection from every base station to the MSC.

Once all the possible hops are cataloged, we need to find out how much each hop
costs. Because we expect to be bundling the packet links together as we get closer to
the MSC, we need to know the link costs as a function of their capacity. As we discussed
in Sec. 35.1, getting well-defined cost values for transport may be a difficult problem
all by itself.
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The idea is to form a daisy chain of packet links from base stations to the MSC. We can
visualize a fan-out network as streams and tributaries merging into rivers, and we can
visualize the transport network as packet flows from the base stations to the MSC. These
are two-way packet pipes, of course, but we can visualize a one-way flow from base
stations to MSC to see the design process more clearly. Each base station node in the fan-
out network has a next node where all its packets are sent on their way to the MSC.

We can approximate the mathematical optimum using a heuristic approach to solv-
ing the fan-out problem. We tend to call a solution technique a heuristic instead of an
algorithm when it is more like an approximation that gradually improves rather than
a full solution for a large problem. In the case of a fan-out network, we can look for good
solutions locally at each base station to get a pretty good global solution.

We can start our backhaul heuristic with a feasible solution of having each base sta-
tion send all its packets directly to the MSC with no daisy chains. Some service
providers may stop right here and use the star graph solution described in Sec. 26.1 as
their backhaul network.

Now let us consider each base station and see if there is a cheaper way to get the
packets home to the MSC. We only need to consider all the transport links on the list
from that base station. For each link on the list, we add the cost of using that link and
the incremental cost of carrying those packets on the downstream links, and we sub-
tract the cost of the transport we were using before.

Let us put this in more mathematical notation. For every base station node b, we are
going to consider changing its next node toward the MSC in the fan-out network. Sup-
pose that the current next node for b is node c and we are considering changing that to
base station node d. Then the cost added by the move from c to d is the cost of all the
b packets (including any packets upstream of b) being sent to d plus the extra cost of
adding all the b packets to whatever links d is using to get to the MSC. The cost saved
by the move from c to d is the cost of all the b packets being sent to c and the cost saved
by removing all the b packets from whatever links c is using to get to the MSC. We do
this for all the transport links on our list from b to anywhere and then move on to the
next base station to look for improvement.

This iteration continues for all the base stations and all the links on our list until no
improvement is found. Is this interactive, heuristic solution as good as the full-system-
view optimal solution of the network flow optimization in Sec. 26.1.3? Probably not, but
it is close to optimal, and it is a lot less work. Furthermore, an incremental solution
technique, such as this iterative heuristic, is well suited to the continuously changing
backhaul environment of a growing wireless telephone system.

The fan-out backhaul network design is complete when we have evaluated all the
reasonable transport links, assigned them cost values taking into account the fixed cost
and recurring expenses discussed in Sec. 35.1, and completed this heuristic until there
are no improvements found in the iterative search.

35.3 Backbone Backhaul Networks

In areas where there is a backbone of cheap and plentiful telephone transport, the
backhaul problem is easier.1 The transport backbone makes itself visible at specific
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ture of wireless telephone is worldwide, with much of its development expected in places where
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places called points of presence (POPs). Transport from POP to POP is enormously
cheaper than transport from anywhere else to anywhere else. There can be a single line
of POPs, or the backbone can be a complicated network of transport with POPs all over
the city.

The backhaul design from the base stations to the MSC becomes a backhaul design
from the base stations to the nearest and cheapest POP. It is like driving in a town with
a few major highways: Everybody gives directions from the nearest major highway, and
most trips involve getting to the highway, a few minutes of high speed motoring, and
getting from the highway to the destination. Because of its transport requirements, the
MSC will be on the backbone, so it suffices to find the least expensive way to get each
base station’s packets to the nearest POP.

We expect the backhaul solution to consist of daisy-chained packet links as before.
This means that one large fan-out network of packet links is going to become a collec-
tion of smaller fan-out networks gathering at several POPs. Generally, network plan-
ning is more than proportionally simpler for smaller networks: It takes less than half
the effort to design a network half the size. Thus we expect the planning effort for a
piecemeal network with a backbone to be simpler, overall, than the full fan-out back-
haul problem we saw earlier.

We should make sure, however, that there is room on the backbone network for our
wireless telephone transport. This may sound obvious, but it is possible to plan on us-
ing the backbone for transport, to design the network with this expectation, and to find
ourselves scrambling to find alternative transport from POP to POP because the back-
bone is completely sold out. There also can be problems if the terminal equipment at
the POP nearest our base station is completely full and does not have the ability to ac-
cept new pipes. We know of one case where this actually happened during a major up-
grade of an urban backhaul network.

The backhaul network design with a transport backbone is still a fan-out network.
The backbone gives us more structure and we can use that structure, to find simpler
and faster heuristics. In this case, most of the simplicity is that the smaller subnet-
works are easier to solve than one big fan-out network.

We can use a heuristic for a backbone backhaul network. From each base station, we
find the cheapest link to a POP. As before, what is cheap depends on how we evaluate
costs, as we discussed in Sec. 35.1. We add transport hops to the list of links for neigh-
boring base stations and hops of one or two cells as before. We certainly do not need to
consider any link from a base station that costs more than the hop to a POP.

We start our heuristic with the feasible solution of having every base station connected
to the cheapest POP. As before, this is a reasonable solution by itself, and it is easy to ad-
minister. Some providers may stop right here and decide that this is a perfectly fine back-
haul network. We recommend continuing the process to reduce the cost of backhaul.

For each base station, we look for a cheaper hop. We consider each transport link on
the base station list and evaluate the cost impact of switching the downstream link
from its current link to this one. Base station b currently sends its packets downstream
to node c on its way to the MSC. Node c could be another base station, it could be a POP,
or it could be the MSC itself. We are considering changing that path from c to d. In our
thought experiment, the total packet traffic from b and any base stations upstream
from b is going to be sent along the link to d, so we add the cost of that link. We also
add the cost of increasing the flow downstream from d by the packets from b and up-
stream. The cost saved is the cost of the link from b to c and any cost saved by remov-
ing all the b packets from c downstream to the POP. We do this for all the transport
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links on our list from b to anywhere and then move on to the next base station to look
for improvement.

As before, we continue this iterative investigation until no improvement is found.
When we reach this local optimum, we have a good backhaul network using the trans-
port backbone. The backbone network for backhaul is complete when this optimization
is finished.

35.4 Data Direct from the Base Station

Another possibility is to have packet traffic for subscriber data services go directly from
the base station to the public packet data network (PPDN). This makes sense when
there is a large packet data market in the subscriber community served by the base
station. Having data services going directly from the base station reduces the need for
backhaul transport from that base station to the MSC.

As we described in Sec. 21.2.1, we might be able to install the equivalent of a digital
subscriber line access multiplexer (DSLAM) at the base station. In this way, the base
station itself becomes an Internet Protocol (IP) node. Not only might this reduce back-
haul transport costs, it also might reduce data service delay times because there are
fewer links in the packet path.

This idea may not make sense if the user terminal can hand off to another base sta-
tion. Then we could have the extra administration of managing the flow of packets from
one base station to another after a handoff is complete. Even if we manage hard hand-
offs by clever use of IP address assignment, soft handoff could make such a scheme into
an administrative nightmare.

The third-generation (3G) code division multiple access (CDMA) standards provide
for shared packet data channels deliberately designed to offer efficient data service for
stationary subscribers who do not hand off anywhere. If there is a large enough com-
munity of stationary data service subscribers to warrant the use of a shared-packet
CDMA channel, then there also might be a good case for making the base station an IP
node and siphoning those packets off into the PPDN without hauling them back to the
MSC. There is no reason stationary data users need to send their packets through the
MSC. The MSC can handle the call processing, signaling, and billing, while the local IP
network handles the subscriber’s data packet stream.

Short message service (SMS) is being extended to form enhanced message service
(EMS) and multimedia message service (MMS), as described in Sec. 20.5. MMS is de-
signed to send audio and video information, cellular snapshots, to other wireless sub-
scribers. While the signaling information for MMS messages should go through the usual
channels of MSC and ANSI-41, a large image file can be sent through the IP network di-
rectly from base station to base station. If the 3G subscriber community starts sending
a large number of MMS images, then this could be a major saving in backhaul expense.

Turning a base station into an IP node still means connecting it to the nearest POP
on the IP network. This may be easier and cheaper than using a bigger pipe all the way
back to the MSC.

35.5 Reliability Engineering

A fan-out network, with or without a backbone, has only one route from each base
station to the MSC. This makes the backhaul link a single point of failure, raising a
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reliability issue. We have given some thought to reliability in base station design and
MSC equipment planning. The backhaul network deserves some reliability planning as
well.

The backbone network itself may have the same lack of redundancy. Part of a service-
level agreement (SLA) for any leased transport should include the level of reliability
and the level of redundant facilities. Any facilities of our own design, dark fiber or mi-
crowave links, for example, should be evaluated for their reliability. If all the transport
facilities are rock solid with negligible failure rates, then we have done our reliability
homework for the backhaul network. If, however, there are some questionable links,
then we have to think about the consequences if those links stop working.

The basic scheme to make a transport network more reliable is to have diverse rout-
ing, redundant paths from one place to another. Not only is transport diversity insur-
ance against equipment failure, it is also protection against environmental damage.
The environmental damage could be a flood or a tornado, but it also could be the result
of human actions. More than one T-carrier has been disconnected by a road crew dig-
ging a ditch, and underwater cables also have been severed.2 A letter of apology is small
consolation to subscribers who are left without service.

The bad news is that diverse routing costs more money. A truly diverse network has
enough surplus capacity to handle the full demand even with a link missing. We may
decide to divide the backhaul load along geographically distinct paths so that we get
some of our transport when there is a failure, but even this is usually more expensive
than a simple fan-out network. Almost any telephone transport network has increas-
ing economy of scale, so dividing the load between two paths means operating each
path at higher cost per unit transport.

Transport facilities do not fail often. We should be able to treat transport failures as
rare events rather than routine outages. This allows us to decide which base stations
require redundant transport and which cells we are going to protect against these rare
failures. The best strategy is probably to have a skeleton network of base stations with
geographically diverse transport and to let the rest of the network rely on single trans-
port links. This skeleton system should provide good coverage for most of the service
area. If a link fails, then there will still be service on the skeleton system, so no large
areas will be left without service. No matter what the outcome, the backhaul planning
process is only complete when reliability, redundancy, and diverse routing options have
been explored.

35.6 Anticipating Growth

Backhaul growth is a funny thing. Wireless telephone systems grow by adding cells
rather than by growing cells, so the individual serving nodes in the backhaul network
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2The industry term for this is backhaul fade. It is the most common source of service failure in
the transport network. The consequences, both for PSTN service and for users of leased lines, can
be quite severe. A few years ago, New York City lost half of its capacity for calls leaving Manhat-
tan due to a dredging error made by the phone company itself. The leased line carrying radar data
among the three New York area airports was severed, and all the airports were forced to shut
down for several hours. There was a redundant fiberoptic link for the radar data from an alter-
nate service provider. However, no one knew, until too late, that the alternate service provider
leased space on the same fiberoptic cable bundle under the Hudson River that held the primary
service pipe. It pays to investigate the details of the plans that your service providers offer.
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become more numerous rather than more capacious. Most communication networks
grow by having small nodes get bigger, but our communication network is growing by
having more and more small nodes. Our pipes, however, will grow as the fan-out back-
haul network concentrates more traffic from more cells on the same transport links.
When cells split, the new base stations have to send their packets somewhere, and the
best place to send them is probably one of the existing base stations nearby. Thus the
backhaul transport pipes are likely to get bigger as well as more numerous. It is im-
portant to anticipate growth in planning the backhaul network for the initial system.

35.7 Other Backhaul Technologies

In certain areas, there may be alternative technologies for backhaul networks. In Sec.
32.5 we discussed leasing space or colocating transport facilities with cable TV net-
works. Using the cable TV network would be similar to using PSTN backbone facilities,
as we discussed in Sec. 35.3.

Point-to-point microwave is frequently used in rural networks, especially in areas
with rocky terrain that makes underground cable installation expensive. It also can be
used in urban areas if there is some difficulty reaching the network.3 In addition to in-
stalling our own point-to-point microwave, we might find innovative alternatives. For
example, if a company has built its own point-to-point microwave link for internal use,
we might be able to colocate base stations on their towers and lease space on their mi-
crowave pipe at low cost.

One service that has been defined and prototyped but not fully deployed is worth
mentioning as a possible backhaul alternative. It is the multichannel multipoint dis-
tribution system (MMDS), which is designed to function as a high-capacity radio net-
work operating on a cellular model. It can offer digital television and high-speed data
services. Cells have a radius of up to 35 miles. Where MMDS exists, it might be possi-
ble to use it as backhaul for one or more base stations. MMDS deployment has run into
financial difficulty, so in cities where prototypes exist the owners of the prototype sys-
tems might welcome the revenue they would receive by providing backhaul for cellular
telephone networks.

35.8 Conclusion

Following the steps in this chapter, it should be possible to develop a reliable, cost-
effective backhaul network that provides sufficient capacity to support all the voice
and data services through each base station of our cellular system. We now turn our at-
tention to planning our networks so that they have sufficient capacity to support
signaling.

3One of us (Kemp) worked for a university that used microwave transmission to deliver cable
TV programs to the TV studio for broadcast but was unable to receive cable TV in the same build-
ing for a number of years. This was in central Manhattan, where it cost over $1 million to lay a
pipe with cable across a small crosstown street.
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36
Signaling Capacity Planning

In planning, we must ensure that our network has the capacity to handle the signal
load at peak capacity. This includes the signaling load required by the ANSI-41 stan-
dard (including short message service support), as defined in Chap. 15 and discussed
in Chap. 25. It also includes signaling required between base stations served by a sin-
gle mobile switching center (MSC), which are not included in the ANSI-41 standard,
and any other signaling features available on proprietary equipment that exceed the
ANSI-41 standard, such as support for inter-MSC soft handoff.

Although we are able to define all the types of signaling messages, and we have pro-
posed methods for estimating them, it is difficult to develop precise statistical measures
of signaling demand, such as the number of handoff measurements per minute per call
for a particular geographic area. Due to the lack of precise, measured input, it is proba-
bly better to err on the side of caution and allow some extra capacity for signaling. This
is not excessively expensive because each signal is small, so adding a significant margin
for error does not require a major investment in equipment or transport.

36.1 Handoffs

Handoff activity generates communication messages between base stations. When the
base stations share a common MSC, their handoff messages go through the MSC.
When the base stations involved in a handoff are served by different MSCs, the MSCs
use ANSI-41 messages to determine the need for a handoff, to establish the handoff, to
make the required connections, and to end the handoff. The ANSI-41 specifications to
date do not require soft-handoff capability between base stations on different MSCs,
but several vendors support inter-MSC soft handoffs.

The ANSI-41 signaling network is involved with any inter-MSC handoff, whether or
not it is on the same wireless telephone system. In the jargon of ANSI-41, any change
of MSC is a change of system. In estimating the ANSI-41 signaling load for signaling
capacity planning, we care about inter-MSC handoff activity whether the MSCs are on
the same service provider’s system or on two different wireless telephone systems next
to each other.

The signaling workload for handoffs is generated by the subscriber traffic at the bor-
ders of MSC regions, as described in Sec. 34.5. It is the call activity in the border zone
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that determines how much inter-MSC signaling has to be done. The calls do not have
to hand off to generate signaling messages. Once they get close enough, the serving
MSC sends handoff measurement messages to any candidate MSCs for the serving
base station. If the signal at the candidate MSC is good enough, then the MSCs coor-
dinate a handoff using more ANSI-41 signaling messages.

We want to know how much handoff traffic, or handoff candidate traffic, to expect.
The best indication is to look at a 500-m-wide band (one-third of a mile) between MSC
serving areas. Calls in this zone are likely to have good radio signals in each MSC area
often enough to be generating handoff messages. If we get close to a triple-point where
three MSC regions meet, then we expect a circle about 500 m across where all three
MSCs are actively sending handoff messages for each call.

Planning tools can help us refine the estimate of how much area is involved in hand-
off activity. Not only might the activity band be wider or narrower than our 500-m es-
timate, but local hot spots of high radio signal path gain can produce areas of inter-
MSC handoff activity well inside an MSC service area. The signal reaching a base
station served by a different MSC signal may never be strong enough for an actual
handoff to take place, but the ANSI-41 signaling goes on as long as the radio path gain
is high enough on different base stations served by different MSCS.

Moving calls generate more handoff activity. At the most basic level, this is obvious.
Calls that move are likely to be calls that change cells and change MSCs while they
change cells. However, moving calls are also calls with rapidly changing radio paths.
The handoff itself does not have to happen to keep the signaling network busy sending
messages; it suffices that the radio signal levels are close. Moving calls with their
greater radio path variation are more likely to trigger handoff measurement messages.

As the number of MSCs increases, the amount of border territory increases as well.
The more MSC regions there are in the system, the more lines appear on the map sep-
arating them from each other, more border zones for more handoff activity. Thus,
adding an MSC to the system adds handoff signaling workload as well.

The border zone handoff activity increases faster than the number of MSCs. We say
that the border area increases at a rate more than linear in the number of MSCs. Go-
ing from two to three MSCs adds more border area than going from one to two. And go-
ing from three to four MSCs adds more than going from two to three. Each new MSC
adds more new border area than the prior addition does.

The more-than-linear increase happens because the MSC regions themselves are get-
ting smaller as the system serves more traffic. Smaller MSC regions have a greater ra-
tio of boundary to area, a simple fact of mathematics that boundary increases with size
and area increases with size squared. Subdividing the MSC region into smaller regions
keeps the total area the same but creates new border zones.

The inter-MSC border zone, that 500-m band we described a few paragraphs back,
does not get thinner just because the MSC regions are getting smaller. If the border
zone goes through a part of the wireless telephone system with smaller cells, then the
handoff zone will be smaller in area. Since we only add small cells where the subscriber
traffic density is greater, the total border-zone traffic will be at least as great in small-
cell areas as in large-cell areas.

The border activity affects call setup as well as handoffs, but with a lower volume of
signaling. When a call starts near an MSC border so that it is detected by cells on mul-
tiple MSCs, the MSCs all contact the home location register (HLR) for a decision about
who is going to serve the call. This border-zone call-setup signaling activity is also in
proportion to the traffic in the border zone.
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To estimate the amount of inter-MSC handoff signaling traffic, we need a good esti-
mate of the total subscriber traffic in the inter-MSC border zones. This estimate can
come from a careful population study with maps or it can come from planning tools, but
the estimate of inter-MSC handoff signaling starts with an estimate of how much traf-
fic is in the MSC border zones. This estimate should be calculated for each MSC and,
preferably, for each pair of MSCs sharing a common border. 

Once we have the estimate of how much border-zone traffic is being served, we need
an estimate of how much handoff signaling activity is being generated. In Sec. 15.1 we
go over the various handoff activities and how many ANSI-41 signaling messages each
generates. The rate of these activities for border-zone traffic has to be estimated based
on radio conditions and code division multiple access (CDMA) experience, including lo-
cal experience if there has ever been a CDMA system in the area.

The result of this calculation is the best estimate we can form, given what we know
about the system borders, for how much inter-MSC handoff activity there will be and
how much ANSI-41 signaling that handoff activity will generate.

In addition to planning MSC boundaries within our own system, we also must plan
the boundaries between our system and neighboring systems operated by different ser-
vice providers. Although the calculation of capacity requirements is the same, the man-
agement of the boundary with another company can raise some additional issues worth
mentioning.

■ The exact placement of the boundary line may be set by governmental regulation or may
need to be negotiated with the other carrier.

■ Our planning for inter-MSC handoff may have been based on proprietary features of the
equipment in use on our network or on parameters we set. Assumptions derived from this
situation may not hold true when planning, negotiating, or managing a boundary with an-
other service provider.

■ Communication between any two companies typically takes longer than communication
within one service provider, so it makes sense to start planning our external borders early.

■ At the border, the actual radio environment depends on the operational quality of the
other service provider’s base stations and is not under our control. An outage of the other
provider’s base station at the border will increase traffic on our network.

These issues should be taken into account when planning and managing the bound-
aries between service providers.

36.2 Call Processing

The connection between call processing and signaling messages is based on subscriber
activity, as described in Sec. 25.3. The capacity requirements for call processing and
signaling messages are not correlated with borders zones or the locations of sub-
scribers, unlike the requirements for handoffs and roaming. Call processing is well un-
derstood and happens everywhere in the wireless telephone system.

Every time a user terminal is turned on, it registers with the nearest base station,
and the serving MSC contacts the HLR. When the user terminal moves from one MSC
region to another, it registers again and updates its database record in the HLR. In ad-
dition, base stations periodically will check to see if registered user terminals are still
within range, adding a bit more demand to the signaling load. The registration load on
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the signaling network is the number of user terminals being turned on or off plus a bit
extra for confirmation of registration.

The rest of the call-processing signaling workload is from actual call activity. Every
time a call starts or stops, messages are sent to the HLR. Every time a subscriber uses
call waiting or three-way calling, messages are sent to the HLR. We should have good
forecasts of the amount of call processing we expect in a wireless telephone system.

For voice calls, we know the average call duration, and we have forecasts of the total
call demand. We needed those forecasts to decide how many base stations and MSCs to
build and how much backhaul to provide. Data service also uses call processing to set
up sessions and to end them, but we do not have as good a feel for the average dura-
tion of a wireless data session as we do for the average voice telephone call. We have to
guess, however, and base our signaling capacity on our forecast call-processing load for
the mix of services we expect on a third-generation (3G) CDMA system.

The call-processing estimate is the best estimate of the call-processing activity based
on the mix of services. The signaling workload estimate for call processing is the num-
ber of ANSI-41 messages generated by that activity.

36.3 Roamers

Virtually any user terminal activity sends ANSI-41 messages to and from the HLR.
Registration, call activity, and short messages all involve the HLR no matter where the
user terminal is. When the user terminal is served by an MSC other than its home
MSC, then most activity also generates messages to the visitor location register (VLR).

When we do our calculations to estimate roaming traffic, we think of the subscribers
far from home using another wireless telephone system. As far as ANSI-41 signaling is
concerned, any user terminal served by an MSC other than its home MSC is a roamer.
This population of roamers depends on the number of MSC regions and how they are
laid out. As we have more MSCs and more MSC regions, it is more likely for a user ter-
minal to register or place a call as a roamer.

Once we have an estimate of how many roamers our system will be supporting, we
can use the message counts from Sec. 25.2 to estimate the total signaling load from
roamers. The signaling load occurs in three main areas, MSC to HLR, MSC to VLR,
and VLR to HLR. Each of these routes has message flows when roamers register, call,
and send short messages.

We should spend some time analyzing the patterns of subscriber roaming. People
have different calling patterns and use their wireless telephones at different times of
day. Commuters, travelers, and shoppers have different calling patterns, and we should
take some time to form a clear idea about how that affects roamer activity levels. If an
MSC region contains a major airport or train station, then we expect it to perform dif-
ferently than an MSC region serving mostly shopping malls. The roamer signaling es-
timate is a total of the signaling needs for roamers from other wireless telephone sys-
tems and roamers in another MSC region in their home system.

36.4 Short Message Service (SMS)

Short message service (SMS) is a subscriber feature handled by the ANSI-41 signaling
system. Other signaling functions are internal to the wireless telephone system, mes-
sages that support subscriber activity. In the case of SMS, the subscriber’s message is
sent right on the signaling channels.
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SMS messages are sent from the sender’s serving MSC to the sender’s home short
message service center (SMSC). If there is a concentration of short messages, then the
serving MSC sees that concentration. After a message leaves the serving MSC, the
sender’s home SMSC takes care of it. There are also signaling messages between the
sender’s SMSC and HLR.

Once the message is stored safely at the sender’s SMSC, the message recipient is in-
volved. The recipient’s HLR is contacted to see whether the receiving user terminal is
turned on. If the receiving user terminal is able to take the message, then the sender’s
SMSC sends the message to the recipient’s MSC on the ANSI-41 signaling network.
These functions generate signaling workload.

Enhanced message service (EMS) allows subscribers to send and receive ring tones,
icons, and graphics. The system uses concatenated, binary-encoded SMS messages to
send these larger messages. Since EMS messages involve more data than normal SMS
messages, EMS subscribers place a heavier load on the signaling system than SMS
subscribers. If EMS becomes popular enough, then it can be a major component of sig-
naling activity.

Multimedia message service (MMS) sounds scarier because it is sending full graphic
images from one wireless user terminal to another. MMS uses an Internet Protocol
(IP)–based multimedia message switching center (MMSC) separate from the SMSC.
Also, MMS sends its images as data files over packet data channels, so they do not go
over the ANSI-41 signaling network. Active MMS subscribers may use a lot of CDMA
resources, and we hope that they will pay for them, but their images do not use sig-
naling resources.

As we discussed in Sec. 25.4, SMS and EMS are special cases not only because they
send subscriber data through the signaling network but also because there is no other,
larger bit stream associated with these messages. For example, a sudden surge in cell
phone voice calls caused by a major traffic accident will quickly fill the CDMA carrier’s
capacity with calls. Each of these calls generates some signaling activity, but the calls
themselves use thousands of times more bits than the signaling messages. A similar
surge in SMS and EMS messages also may fill the CDMA carrier, but now all the bits
in those messages will be using the signaling channels. Heavy use of SMS and EMS
will create one-for-one heavy use of the ANSI-41 signaling channels that we rely on for
our system to operate. This means that SMS and EMS are signaling wildcards.

The system operator can control the quantity of SMS and EMS messages by setting
rates. If the signaling channel is getting full of messages, then we can raise the price
to keep usage down. If demand elasticity favors a lower price with more SMS messages
than the ANSI-41 signaling network can support, then it is probably time to increase
signaling capacity. Different markets in different parts of the world have dramatically
different SMS activity levels. As of the writing of this book, Japan is well known for the
high volume of short messages on its wireless telephone systems, but the fad could
catch on in other places as well.

It is important for wireless system planners to have good estimates or at least good
upper bounds of SMS and EMS traffic levels. The signaling consequences of this activ-
ity should be reviewed carefully so that we can forecast the signaling loads for MSCs,
SMSCs, HLRs, and VLRs resulting from short messages.

36.5 Other Signaling Functions

There are other signaling functions in a wireless telephone system. Many of these do
not use much signaling capacity because they are not used often. The operations,
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administration, and maintenance (OA&M) in Sec. 15.4 and the over-the-air service pro-
visioning (OTASP) and over-the-air parameter administration (OTAPA) in Sec. 15.5 are
all very important signaling functions, but they do not use much signaling capacity.

Fraud prevention is an extra overhead function. The extra messages we need to send
to protect subscribers against fraudulent use of their telephone numbers likely will in-
crease over time as crooks get cleverer. The obvious case is when a real user terminal
and a phony cell phone with the same identification number place calls at the same
time. There are going to be fraud-specific messages to and from the HLR to deal with
this kind of problem, and such messages may get more complicated.

We need an estimate of the amount of other signaling activity. If it is small, then
there is no point in sweating to make it accurate. If there is a significant signaling load
from these other functions, then they should be added to the total estimated ANSI-41
signaling load.

36.6 Conclusion

In this chapter we have provided a process for estimating the signaling requirements
of the cellular network so that the network plan can include equipment sufficient to
meet peak signaling demand. We also have discussed ways of reducing signaling de-
mand by careful planning of inter-MSC borders. Now we will turn our attention to
planning the transport between any given MSC and the other networks and systems
with which it communicates.
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Chapter

461

37
MSC Transport Planning

It would be a shame to build a code division multiple access (CDMA) network with high
capacity and quality on the air interface and then lose the calls on the way to the pub-
lic switched telephone network (PSTN), or to another mobile network. We need to do
traffic engineering and plan the transport between mobile switching centers (MSCs),
as well as the transport from each MSC to the PSTN. We also need to plan transport
for data to the public packet data network (PPDN) and private networks.

37.1 MSC-to-MSC Transport Planning

Inter-MSC handoffs and some roamer terminations require links between MSCs, and
we can reduce costs by carrying mobile-to-mobile calls between MSCs without passing
the calls through the PSTN.

37.1.1 Handoffs

When a call is handed off from one MSC to another, a connection is formed for that call
between the two MSCs. The initial ANSI-41 signaling for the inter-MSC handoff is to
establish radio levels and carrier assignments, but much of that signaling is to estab-
lish the specific MSC-to-MSC connection that brings the call to its new serving MSC.
The packet link for the call is maintained until the call ends or goes back to the origi-
nal MSC.1 The ANSI-41 planners did not build soft handoffs into the inter-MSC hand-
off specification, but some vendors do allow inter-MSC soft handoffs.

Inter-MSC handoffs are handled by packet links over inter-MSC facilities dedicated
to handoff traffic. These facilities may themselves be leased from the PSTN, but the
handoff links are not set up as calls in the PSTN. MSCs do not hand off calls to each
other without these facilities in place.

The inter-MSC handoff workload increases as more base stations are involved. This
can happen because more cells are in border zones or because the cells in the border

1The handoff link also could go away if the handoff path gets complicated enough that a path
minimization is done and removes the link.
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zones are smaller. Smaller cells do not always have more handoff activity, but they can
be more sensitive to the variations in radio propagation, and thus we can expect more
handoffs.

As more MSCs are added, there are more MSC border cells, and this means that
there are more inter-MSC handoff opportunities. As we pointed out in Sec. 36.1, the in-
crease in border areas is more than proportional to the increase in MSCs. Each new
MSC added to a system causes a greater increase in border zone traffic. Therefore, we
can expect a greater proportion of inter-MSC handoffs as MSCs are added.

When more than two MSCs are involved in one wireless telephone call, things can
get complicated. A call can bounce around from A to B to C and back to A and then to
C. The people writing the ANSI-41 specifications for inter-MSC handoff thought of
these problems and dealt with them, as discussed in Sec. 15.1. When more than two
MSCs are involved, each handoff pair has to have dedicated facilities.

A rough rule of thumb for estimating the amount of inter-MSC handoffs can be cre-
ated based on the traffic in a 150-m-wide band (one-tenth of a mile) between the two
MSC regions. Not all the traffic in this band is going to be handed off from one MSC to
the other, but this band is a reasonable place to expect inter-MSC handoffs. We suggest
a narrower band here for actual handoffs than the band for handoff measurements in
Sec. 36.1 because most handoff measurements will not result in a handoff. Planning
tools can provide more accurate propagation models that may help refine the estimate
of the handoff traffic between each pair of MSCs.

Handoff traffic between MSCs must use the links dedicated for that purpose. There
is no overflow to the PSTN, so it is important to maintain an adequate supply of inter-
MSC transport. Once these facilities are full, there are no inter-MSC handoffs even
when CDMA radio conditions warrant them.

We need to form a confident estimate of the peak-hour amount of inter-MSC hand-
offs for each pair of MSCs in the system and plan for transport to meet those needs. It
suffices to deal with MSCs in a pairwise fashion because three-MSC and four-MSC
handoffs still happen two MSCs at a time.

37.1.2 Roamer terminations

When a roamer termination appears, an incoming call for a user terminal that is reg-
istered somewhere else, the home MSC forwards the call to the serving MSC, where the
user terminal can be paged for the call. We can send these roamer terminations
through the PSTN to their serving MSCs, but we have the option of using dedicated
transport to save the PSTN charges for these calls. The cost saving can be substantial
for pairs of MSCs with a lot of roamers between them.

In the case of inter-MSC handoffs above, the engineering issue is having enough ca-
pacity to support the handoff activity between switches. We certainly want to do this
in the most cost-effective manner, but the primary motivation is having the system
function, ensuring sufficient capacity so that it will work well. In the case of using ded-
icated facilities for terminating roamer calls, the engineering issue is cost reduction be-
cause the PSTN is available as an alternate route for overflow.

In Sec. 26.3.1 we discussed the design criteria for engineering the dedicated trans-
port for roamer terminations. The idea is to use dedicated facilities when the recur-
ring cost is less than the PSTN usage costs of traffic it is carrying. Only the busiest
MSC-to-MSC routes are going to benefit from dedicated facilities for incoming roamer
calls.
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As the MSC count increases, the inter-MSC roamer termination count also will in-
crease. More specifically, the fraction of incoming calls at each MSC that are roamer
terminations at other MSCs will increase. As a system has more MSCs, the MSC re-
gions get smaller, so the likelihood becomes greater than a subscriber is in a neighbor-
ing MSC region when a call comes in.

The time-of-day picture is also very important for this kind of analysis. It is not the
peak-hour traffic load that matters for cost savings but the amount of inter-MSC traf-
fic that is sustained over enough hours of the day to justify the expense of a dedicated
link.

The roamer termination traffic can be combined with the mobile-to-mobile traffic (see
below) in taking advantage of the cost-reduction opportunity of dedicated transport.
The handoff links, however, are separate.

37.1.3 Mobile-to-mobile calls

Just as in terminating roamer calls above, sending mobile-to-mobile calls through ded-
icated transport instead of the PSTN is an opportunity for cost savings. We can run
these calls through the PSTN on a call-by-call basis, or we can lease our own transport
for them. In Sec. 26.3.2 we discussed the criteria for saving cost with dedicated inter-
MSC transport.

The first step in determining where to save cost in mobile-to-mobile calls with dedi-
cated inter-MSC transport is figuring out which MSC pairs would benefit. The best
candidates have a lot of mobile-to-mobile traffic between them distributed fairly evenly
throughout the day, so a leased DS-1 or E-1 link would be kept fairly busy for several
hours per day.

The best candidates for inter-MSC transport, for roamer terminations as well as for
mobile-to-mobile calls, are going to be MSC pairs in the same system serving the same
city. Some of these pairs of switches are going to have a lot of traffic between them. Any
city with two major wireless calling areas in two separate MSC regions is likely to have
a lot of calls between the two areas.

We need to form a clear picture of the traffic loads as a function of the time of day. It
is not the peak traffic but high daily average traffic that makes dedicated transport
attractive.

We should combine our best hour-by-hour estimates of roamer terminations and
mobile-to-mobile calls between each pair of MSCs to decide where to use dedicated
transport and how much to use. The analysis in Sec. 26.3 can be used to determine how
much transport, how many DS-1 or E-1 links, to put between each pair of MSCs for this
cost-saving opportunity.

Estimates of mobile-to-mobile traffic should take marketing plans and promotional
offers into account. For example, a marketing plan that promotes several cell phones
on one plan for a family and offers free calling among those phones might well increase
the inter-MSC mobile-to-mobile traffic among MSCs that support the business district,
residential neighborhoods, schools, and shopping malls of one city.

37.2 MSC-to-Network Transport Planning

In planning the links from the MSC to the PSTN and to data service connection points,
our first goal should be a very low blocking rate. Our second goal should be to reduce
the cost of transport facilities.
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37.2.1 Voice transport to the PSTN

The connection between the MSC and the PSTN carries almost all the voice call traf-
fic. As described in Chap. 36, we may decide to save some money by siphoning off some
mobile-to-mobile calls, but this is a small share of the MSC-to-PSTN voice traffic.
Mobile-to-mobile calls within our own system are handled through direct MSC-to-MSC
links. We can save additional cost by establishing direct links to the MSCs of other car-
riers in the same region, avoiding the PSTN. To do this, we need to program our MSCs
with the mobile identification number (MIN) ranges used by the other carrier, and the
other carrier needs to do the same with the MIN telephone numbers assigned to our
customer’s user terminals. Least-cost routing inside the MSC switch will use the direct
lines first and route the call through the PSTN for overflow.

Except for private voice networks and mobile-to-mobile calls handled separately,
voice call originations from a wireless telephone in the MSC region go directly from the
MSC to the PSTN.2 Call terminations to a user terminal’s home MSC come directly
from the PSTN to the MSC.

Calls to roaming user terminals come into their home MSCs from the PSTN, routed
by the telephone number of the user terminal. Roamer terminations for calls coming in
to a local access transport area (LATA) where the user terminal is roaming to a differ-
ent MSC but is in the same region should be routed on inter-MSC trunks. We traffic
engineer these trunks to reduce costs, but overflow will add to the MSC-to-PSTN traf-
fic load. If we do not transport these calls separately to their visitor MSCs, then they
go back out to the PSTN to be sent to their destination, where they come back in from
PSTN to the visiting MSC. The cost savings we realize by using our own MSC-to-MSC
transport for roamer terminations and mobile-to-mobile calls as well is not the incre-
mental cost of MSC-to-PSTN transport. It is the PSTN charge for each call that we
hope to save by carrying our own calls on our own facilities from one MSC to another.

The situation for long distance (inter-LATA) roaming is different. The latest version
of ANSI-41, ANSI-41D, supports a method that prevents tromboning. When the Sig-
naling System 7 (SS7) network contacts the home MSC and home location register
(HLR) prior to establishing the call, the HLR can identify the current location of the
call in a different LATA. The HLR provides the SS7 network with the temporary listed
directory number (TLDN) of the user terminal in a different LATA. The SS7 network
can then contact the MSC serving the user terminal through its TLDN, and the call can
be connected directly from the callING party’s local office to the serving MSC without
routing through the LATA of the home MSC.

The voice connections from the MSC to the PSTN are full-rate links, 64-kbps pulse
code modulation (PCM) links. This is the format the PSTN uses for voice calls at this
time, so the conversion from our low-bit-rate packetized voice channel to a full-rate PCM
channel takes place in the MSC. The links may be �-law encoded DS-0 links or A-law
encoded E-0 links; they are in the form expected by the landline telephone network.

The bad news is that all these voice links are full-rate trunks. The good news is that
the MSC can be centrally located to have cheap transport available. There may be a
tradeoff between backhaul expense and other MSC transport, but the MSC can be
placed close to a point of presence (POP) in the PSTN to reduce cost.
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The first job of MSC-to-PSTN facilities provisioning is to figure out the total voice de-
mand for the busy-hour for all base stations served by the MSC. We may need to ana-
lyze different groups of subscribers and evaluate their behavior and calling patterns to
determine what the busy-hour traffic looks like. The mall traffic may be 20,000 erlangs
and the commuter traffic may be another 20,000 erlangs, but the total can be a lot less
than 40,000 erlangs if these communities reach their peak traffic at different times.

This peak voice demand should be traffic engineered for a very low blocking rate. It
does not make sense to invest in all the CDMA air-interface capacity only to be block-
ing those calls for lack of a few transport links to the PSTN. With traffic quantities of
tens of thousands of erlangs, we can offer very low blocking and still maintain high oc-
cupancy on these trunks. The engineering of voice transport from the MSC to the PSTN
is done when each MSC has a well-thought-out plan for the amount of transport needed
for initial service and for the planning horizon.

So far we have discussed the link from MSC to PSTN as if it were a single pipe. How-
ever, it is possible to reduce costs by traffic engineering pipes between the MSC and in-
dividual destinations on the PSTN. The first priority is always to maintain a low block-
ing rate, but in those cases where alternate routing is available, the particular traffic
engineering job for the direct link can be optimized for cost savings. For local calls, the
traffic engineering is from the MSC to the local LATA. For long-distance calls, we set
up alternate routes based on lowest-cost options, and the MSC makes a least-cost-
routing determination on a per-call basis. A wireless service provider is likely to make
arrangements with multiple long-distance carriers to reduce cost.

Regulations also require us to arrange for an appropriate link from the MSC to the
local emergency call center for emergency calls (911 in North America). This destina-
tion is called a public service answering point (PSAP) and is usually reached through a
type 1 connection to the PSTN. In engineering this link, our goal would be to prevent
blocking the reporting of multiple simultaneous emergencies within one MSC serving
area. A single emergency, such as a traffic accident on the freeway at rush hour, might
generate a large number of calls. In such a case, what matters is that at least one of
those calls gets through. However, there is a possibility that, simultaneously, there will
be another emergency in the same area, perhaps a medical emergency inside a house,
where only one caller is dialing 911. That call also must get through. In planning for
capacity for emergency access, we also need to take two other factors into account: We
must support all cellular telephone calls, even from unregistered user terminals, and
we must ensure enough capacity to allow real calls to get through even while allowing
for the possibility of prank or nuisance calls to emergency services.

37.2.2 Data transport to the PPDN

The total data service traffic from the MSC is a little harder to predict than voice traf-
fic because we do not have a 20-year history of wireless data service or other services,
as we do with cellular voice service. However, the estimates we made earlier for count-
ing cells and the assignment we made of base stations to MSCs should give us a good
idea of the volume and quality-of-service (QoS) requirements of packet data services.

We start with the real-time packet data services and add up their total rates. This
list of services includes two-way video calling and any data service with a very low de-
lay requirement. The low delay requirement may be in a service-level agreement (SLA),
or it may be a planning decision to offer high-quality service. The top tier of packet ser-
vices is defined by the services that require the lowest amount of delay. We want to
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count the services going from the MSC to the PPDN so that we can eliminate from con-
sideration those services which we can offer directly from an Internet Protocol (IP)
node in the base station, as described in Sec. 35.4.

The next step is to chart demand for these services on the clock so that we can de-
termine the hourly requirement for these services. This may involve evaluating the
time-of-day usage of a mix of services, perhaps services used in different base stations.
It does not matter which base stations are involved because we are planning transport
from MSC-to-PPDN transport, one big packet pipe to the outside world.

We then find the busy hour of this mix of services and do the traffic engineering to
ensure low delay for the maximum packet load. This is the amount of transport re-
quired for these services. The packet pipe from the MSC to the PPDN will have to have
at least this much capacity.

Now we can go to the next level of delay requirement. The next level may be a lower
level of the same service, perhaps a Web browsing service that allows 3 seconds of de-
lay when there is a premium service with a half-second maximum wait. Whatever the
second tier of services may be, these are the services we add to the list. Again, we eval-
uate the demand for these services by time of day to get a full usage picture.

Now we take the total packet data demand of the first two tiers of service and the de-
lay requirement of the second tier and do another traffic engineering exercise. If this
calculation gives a bigger capacity requirement than the first tier alone, then we ex-
pand the transport requirement to this amount.

We repeat this process for each delay requirement until all the data and other ser-
vices are represented. In each cycle of the traffic engineering process, we use all the
data requirements for this level and all previous levels, and we use the delay require-
ments for this level. There will be enough capacity to carry all the top-level data with
top-level delay, all the top-two-level data with second-level delay, all the top-three-level
data with third-level delay, and so on. Any one of these levels could produce the maxi-
mum capacity requirement for the MSC-to-PPDN packet pipe, so we need to check
them all.

The important feature in ranking these data and other services is not their general
QoS, not their bit error rate (BER), but specifically their delay. The other factors are
taken into account in their Eb/N0 calculations in the air interface. When we are done,
each MSC will have a packet pipe traffic engineered with enough capacity for all the
levels of data service delay.

37.2.3 Private wireless networks

We have discussed public wireless voice, data, and other services, but we expect third-
generation (3G) systems to develop a growing market for private networks. Part of this
demand is simply a result of the enormous number of subscribers we expect 3G CDMA
to be serving, whereas part of this demand is a result of the flexibility of 3G CDMA, es-
pecially in the data services area. Private network customers will arrange their own
transport for voice or data.

When customers decide to use a wireless telephone system for their own private voice
networks, they will get mobile telephones for their users, and they typically will get
their own transport from the MSC to their own telephone network. They may lease
their facilities from the PSTN, but those facilities are not public telephone trunks.
These services would generally be within a LATA and therefore would be available as
metropolitan area network (MAN) services from the local access provider.
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Private wireless voice networks have been around for a while, but private wireless
data networks are as new as wireless data service. Private data network customers will
equip their users with data terminals of whatever sort suits their needs. Perhaps their
data terminals will be wireless laptops, but they may be devices designed by the cus-
tomer, custom tailored to a specific task. The private data customers may rely on the
PPDN, or they may arrange their own transport.

Having their own packet pipes gives private data network customers direct control
over the performance of their networks. Sharing their IP packet traffic with the Inter-
net leaves them out of control of their own data. Not only does the public network leave
them at the mercy of PPDN delays, but it means that their data may be intercepted
more easily by third parties.3 They will have their own QoS standard and may even
have an SLA with the wireless service provider.

The SLA for data service performance defines the amount of data delay that the pri-
vate packet links can have. From the delay and traffic estimates, we can do a traffic en-
gineering exercise to figure out the capacity requirement for the packet pipe.

If the private network is concentrated in a cell, then one base station may serve the
entire private data network for a customer. Then we may decide to have the dedi-
cated packet pipe for that customer’s network go directly from the base station to the
customer.

37.3 Conclusion

Careful planning of the transport from each MSC to other MSCs and to various termi-
nation points on the PSTN, the PPDN, and private data services guarantees a low
blocking rate while keeping costs reasonable. In Chap. 38 we will turn our attention to
unusual circumstances that require special planning, completing Part 6.

3The air interface is hardly private, but it is difficult to intercept data for a particular user who
may be anywhere in the coverage area. Encryption helps, but customers may not even want their
competitors to know how much data traffic they are sending.
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38
Special Situations

To wrap up our discussion of planning code division multiple access (CDMA) networks,
we need to examine two more issues. In telephony, there is a traditional assumption
that the demand is the same in both directions. However, with the advent of third-
generation (3G) data services and future video services, we will encounter asymmetric
demand that will require planning for different capacity requirements in each direc-
tion. The second special situation is the case where a CDMA service provider is enter-
ing a new market. The combination of startup costs, the need to gain and maintain
competitive advantage, and the unpredictability of demand creates a real challenge
for making the business case for a new network and then implementing that network
profitably.

38.1 Asymmetric Demand

Cellular voice traffic is symmetric traffic on the air interface. The number of bits in the
forward and reverse directions should be nearly the same for a voice conversation.1

Data services may not have the same symmetry. Consider a wireless Web surfer, for
example. The reverse link sends a Uniform Resource Locator (URL), and the forward
link sends a Web page. Eighty bytes are sent in the reverse direction, and 80 kilobytes
come back in the forward direction—and then the process repeats itself. The flow of bits
for subscribers using the Internet in this fashion is highly asymmetric, favoring the for-
ward direction.

The asymmetry can go the other way, however. Suppose that we have a community
of wireless multimedia message service (MMS) subscribers sending pictures to their
landline “cyberfriends” on the Internet. Or suppose that we have a Web server that
is itself a wireless data terminal. Then the flow of bits would be similarly skewed, but

1We can scratch our heads and come up with some exceptions. For example, subscribers calling
in for recorded messages of some sort would punch two or three Touch Tones and listen to a minute
or more of forward-direction speech. But we have a hard time believing that this sort of traffic rep-
resents a serious fraction of wireless voice traffic. Of course, many of us experience listening to
people who talk a lot on the other end of the phone. Statistically, however, this balances out be-
cause there are as many talkative people on each end of each telephone call, landline or cellular.
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favoring the reverse direction. Video broadcast services create a similar asymmetric
demand. If a roving reporter sends a live video feed using four cellular carriers in one
direction plus one two-way voice link, then the demand is much greater in the reverse
direction.

While it is tempting to evade the issue by suggesting that the two asymmetries will
cancel each other out and leave a perfectly balanced data channel, we believe that the
imbalance issue deserves a little more scrutiny than this. The decision of how much ca-
pacity to allocate in each direction depends on the estimated market for various kinds
of data services. Time division synchronized CDMA (TD-SCMDA) offers the advantage
that it can allocate forward and reverse data capacity dynamically so that the service
provider can engineer the total two-way traffic without having to make the decision in
advance of how much traffic will go in each direction.

38.1.1 Carrier asymmetry

cdma2000 and wideband CDMA (W-CDMA) allow the service provider to use more
CDMA carriers in one direction than the other. This gives one-time control to a service
provider, who can estimate the service mix and the traffic in both directions.

cdma2000 offers a variety of carrier options, 1x, 3x, 6x, and so on. The service
provider is allowed to use a different carrier in the forward and reverse directions, so
forward can use 3x while reverse uses 1x. We believe that it is more likely that
cdma2000 service providers will be using multicarrier systems with three 1x carriers
forward rather than 3x because the multicarrier option is compatible with cdmaOne. If
the market has a leaning toward forward data traffic, then the service provider can al-
locate more carriers in that direction.

The cdma2000 1x EV-DO standard (1x carrier bandwidth, evolution data only) allows
for very high rates at close range in the forward direction. This allows a provider to se-
lect a target audience for high-performance data downloads using the fact that the for-
ward direction can be time multiplexed (TDMA) as well as code multiplexed (CDMA).
This technology will provide excellent support for data services that lean toward the
forward direction, such as our Web server example.

W-CDMA allows for asymmetry as well. A provider with 15 MHz may decide to use
two 5-MHz carriers in the forward direction and only one in reverse. The W-CDMA sys-
tem has no requirement for equal numbers of carriers in the two directions.

38.1.2 Shared packet channels

Third-generation (3G) CDMA has shared packet channels in addition to dedicated
CDMA data service channels. The provider can set aside CDMA capacity for these
channels and allow many wireless data terminals to have access to them. The shared
channels are high-speed data links, so one terminal can get or send a burst of data at
high speed without having to set up a high-speed data channel. The number and ca-
pacity of the shared packet channels can be set independently for forward and reverse
directions. The shared packet channels set aside capacity for data services so that other
subscriber activity does not squeeze them out.

Use of the forward shared packet data channel is controlled by the system. The data
terminal is told which time intervals on the shared channel contain its data. It is the
reverse use of the shared channel that requires coordination through the Medium Ac-
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cess Control (MAC) protocol. In cdma2000, the MAC is sent on a dedicated control
channel, and in W-CDMA, the MAC is sent using slotted Aloha. Even with the extra
overhead of coordination, the reverse shared packet channel allows more efficient high-
speed data service than the system would have if we set up high-speed links for short
bursts of data.

38.1.3 Time division duplex (TDD)

Time division duplex (TDD) allows flexible distribution of the CDMA resource between
forward and reverse directions. The TD-SCDMA provider has to estimate the total
CDMA traffic in both directions and allocate enough TD-SCDMA carriers for the total
traffic. The TD-SCMDA system balances forward and reverse on its own.

The TD-SCDMA carrier has seven time slots in its time-division cycle. The system is
required to use at least one of them in the forward direction and at least one in the re-
verse direction. Use of the five time slots other than the two required in each direction
is allocated according to subscriber demand.

This allows the TD-SCDMA channel to be highly skewed in either direction. A ratio
as high as six-to-one can be supported or a ratio as low as one-to-six (a high ratio in the
other direction). If the system has at least two-sevenths of its resource utilization in
balanced services such as voice, then the TD-SCDMA channel can be nearly perfectly
efficient in allocating forward and reverse resources to subscribers.

Unlike the cdma2000 and W-CDMA providers, the TD-SCDMA service provider does
not have to decide up front how much capacity to allocate in each direction. This is a
tremendous advantage in flexibility because these usage patterns can change. As an ex-
ample, a community of workday Web surfers may go on holiday and start snapping
MMS pictures of their family activities. Such a system would have mostly forward-
direction data use on work days and mostly reverse-direction image transmission on
weekends. The flexible TD-SCDMA carrier allows the service provider simply to allo-
cate enough capacity for the total traffic at any particular time and let the system take
care of the balance.

38.2 Market-Entry Planning Issues

The history of the cellular market in the United States has been a tough road. The Fed-
eral Communications Commission (FCC) allocated spectrum to two service providers in
each market so that subscribers would have a choice and there would be competition.
The service providers who got to market first found a swarm of subscribers waiting ea-
gerly for cellular service. The second providers had the harder job of establishing their
markets. Typically, they offered very favorable deals with extremely generous offerings
of cellular air time. The effect of this was to overload their systems and, because the
first providers would match the deal, to overload both cellular systems.

A 3G CDMA service provider is investing a lot of time and money in a large system
designed to serve millions of subscribers. If we are building a 500-cell system at
US$500,000 per cell with three mobile switching centers (MSCs) at $5 million per MSC
to serve 1 million user terminals at $300 each, we are spending $565 million before
spending a dime on telephone transport, maintenance, or marketing. Investors spend-
ing this amount of money want to see a return on their investment, a revenue stream
that will earn them a profit.

Special Situations 471

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.

Special Situations



Most of the new 3G CDMA systems are going into markets already well served by ex-
isting cellular technologies. The voice market is well established but also well served.
The data market is not established and will have to be created. Subscribers will have
to buy cordless laptop computers or other types of wireless data terminals, and they
will have to subscribe to a new service. The service provider will have to be aggressive
in its promotions to entice people to use this new 3G capability. It will have to be easy,
available, and cheap. In the initial phase, the price will be a critical component for sub-
scribers to decide to buy the service.

This means that we will be offering a costly service that uses a lot of capacity at a
very attractive price. Deals will be offered that virtually give data air time away to get
people used to the idea of wireless data service. We hope that they will sign up, we hope
that they will use the service, and we hope that they will like the service.

The problem is that subscribers may sign up for a big promotion in large numbers
and may use large amounts of CDMA capacity. If we are not careful, then we may sell
the entire air-interface capacity at a promotional rate. This leaves us the unfortunate
choice of continuing to lose money selling high-quality service or trying to generate
enough sales to make money by overselling the service and hoping subscribers do not
notice the decline in quality.

The marketing plan for a new technology will have to walk the fine line between pro-
moting the technology and maintaining a sufficient revenue stream. It is important to
charge enough money for data service to pay for the investment. One possible approach
is to limit the quantity of the promotion deals. Once half the capacity of the system is
being given away or sold below cost, it may be time to stop promoting and to plan for a
profitable future.

We have a problem in managing subscriber expectations in wireless data service.
Many of us have digital subscriber line (DSL) service that offers unlimited access for a
fixed monthly fee.2 The most promising cost figures we have seen in 2002 are a few
cents (U.S.) per megabyte of data.3 If we can achieve 30 megabytes per dollar, this still
means paying $20 for 600 megabytes (a compact disk) of data.

Is the market going to tolerate paying incrementally for data? Will subscribers be
willing to have a tollbooth on the information highway, which, up until now, has been
free of usage charges? This is going to depend on how well wireless data service is mar-
keted, how much value it actually adds to its subscribers, and the ability of wireless
service providers to offer high-quality and high-capacity wireless data service.

Acceptance for volume-based usage charges for data and more expensive data rates
also depends on the alternatives. Cellular data services are competing not only with
each other but also with a number of other rapidly growing alternatives. There is some
evidence that the road warriors who are seen as key data customers actually may pre-
fer high-speed DSL-based landline services at hotels, even if it means that they are not
connected all day long. And the IEEE 802.11b wireless local area network (LAN) stan-
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2Never mind that some Internet service providers (ISPs) are selling a big pipe to a tiny spigot
by overselling their server capacity. Customer expectation in landline data is a modest monthly
charge for all the bits you can use.

3While these figures came from marketing hype, technology prices tend to come down fairly fast
once a market is established. We will wave our hands and assume that the baloney factor of mar-
keting hype will be balanced by cost reduction and technology development. Let us therefore as-
sume that this is attainable cost.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.

Special Situations



dard, popularly called wireless fidelity (Wi-Fi), is being deployed rapidly, including, in
some cases, for public access that will compete with cellular data services in so-called
hot spots, where there is high demand for data services.

38.3 Conclusion

This concludes Part 6. In these last seven chapters we have addressed the challenge of
building a new network or performing a major upgrade to an existing network to ex-
pand capacity and provide new services, particularly 3G data services.

Building or upgrading an entire network is exciting, but the humdrum daily opera-
tions, administration, and maintenance (OA&M) tasks of an existing network, with its
repairs and minor upgrades for new technology and increased capacity, are equally im-
portant to maintaining a high-quality, high-capacity, profitable CDMA network. We
will now turn our attention to the job of increasing capacity on existing networks.
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Part

7
Increasing Capacity

Part 7, “Increasing Capacity,” is written for engineers and
technicians who are providing operations, administration and
maintenance (OA&M) support for growing cellular networks. In
Chap. 39, “Measuring System Performance for Growth,” we look at
the key measures of capacity for all parts of the cellular network: the
air interface, base stations, backhaul, and system components. We
help planners identify where the limits to growth are and recommend
solutions.

In Chap. 40, “Turning User Complaints into Useful Data,” we
discuss how to move from the symptom perceived by the user to the
underlying problem on the network and how to solve that problem.
Chapter 41, “Increasing Capacity of a Base Station,” discusses how
to add power, to add carriers, to add sectors, and to install
repeaters.

Sometimes base stations in a particular area have reached their
growth limit, and we need to increase capacity by adding new cells.
This is the topic of Chap. 42, “Adding Cells to a CDMA System.” We
discuss cell splitting, keeping the grid, and downtilting antennas of
nearby base stations to reduce intercell interference. We also cover
microcells, picocells, handoff management, and reliability.

In Chap. 43, “Mobile Switching Center (MSC) Growth,” we tackle
the challenges of upgrading the MSC switch and auxiliary
equipment, adding new MSC switches (either at an existing MSC site
or at a new site), reassigning base stations, and setting up new MSC
borders. We follow this with Chap. 44, “Adding Transport,” where we
discuss adding backhaul and adding transport between MSCs and
other network components and networks.

We move out of the territory of engineering into other parts of the
cellular business in the last chapter of this part. In Chap. 45,
“Regional Growth in a Specific Area,” we discuss ways of increasing
net revenue by adding subscribers who will use services that are less
costly to add to our network than our most expensive peak services.
We bring ideas from cellular engineering, economics, and marketing
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together in an effort to address how a company can synergize its
marketing effort with its cellular network growth to improve
profitability.

In essence, Part 7 gives a wireless system planner or engineer just
about everything needed to grow a high-quality, cost-efficient cellular
network.
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39
Measuring System Performance 

for Growth

How well is our code division multiple access (CDMA) system performing? Is it serving
all customers, or are calls being dropped? Is there room for growth, or is it reaching its
limits? Are problems at local spots of poor coverage, cellwide, or systemwide? We want
to be able to answer these questions before customers detect problems and before our
system becomes overloaded.

Periodically, we will want to take radio signal path measurements throughout the
coverage area. Also, we will want to monitor a number of crucial statistics in an ongo-
ing way and to set alert levels to warn us of problems. Some of the key items to moni-
tor are forward and reverse power levels, handoff activity, backhaul congestion, mobile
switching center (MSC) performance, signaling capacity, and transport utilization. We
will explore each of these in turn, discussing how they are monitored, what the key
measures are, and what kind of problems are implied by measurement results that
show that a particular measure is outside its normal operating range.

39.1 Radio Signal Path Measurements

Knowing the radio environment is an important input to CDMA system design. In the
earliest planning stage we start with computer predictions of radio. Once a wireless
telephone system is up and running, we can supplement these predictions with mea-
surements from the system itself. These measurements help plan for the growth and
improvement of the system.

We want to know the geographic layout of every cell sector. To do this, we need to
know the best radio path, the base station with the highest signal path gain to every
(x, y) location in the system. Once we have the best radio path for every place, we can
derive the coverage areas for each cell and each sector of each cell.

The first step toward complete knowledge of radio propagation in a wireless tele-
phone system is running the computer models described in Chap. 47. The computer
gives us maps showing us the geographic areas of each cell, the geographic regions
served best by each base station.

Once we have the best base station for each place, we want the second best, third
best, fourth best, and so on. These calculations help us understand how efficiently
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CDMA can serve the subscriber demand. The fourth-pilot delta described in Sec. 32.1
is determined by comparing the best radio path and the fourth-best path. The CDMA
carrier performs best when there is a single best-serving antenna face and all the oth-
ers have far lower radio path gain. When the first and fourth radio paths are close, the
CDMA carrier experiences pilot pollution and does not perform at its best.

For each (x, y) location in the service area, we want to know the best radio path to a
base station, but we also want to know any radio path to a base station that is close,
within 10 dB. We can find this out from the live system by driving or walking around
and making radio measurements. We use specialized measurement equipment de-
signed to find the strongest CDMA signals. These measurement terminals have the
same kinds of radio receivers as user terminals, but they probably do not make tele-
phone calls.1 It is important that we measure areas representative of actual traffic. If
our subscribers are shopping in the stores, then we do not want to make our mall mea-
surements in the parking lot. And we will need to get inside the office buildings that
represent the bulk of our business traffic.

For each location we reach as we move around, the measurement terminal reports
its location, using the Global Positioning System (GPS), and the best serving base sta-
tion. In this way, we actually measure what cell each location is in. We also want the
base stations that are not the best radio path but are close. These are the sources of pi-
lot pollution in our CDMA planning process.

An ongoing process of radio measurement gives us an accurate picture of radio per-
formance, including pilot pollution, cell by cell and place by place. The end result of the
measurement process is a map nearly as complete as the computer prediction, but with
the authenticity of actual measurements. Where the prediction is a guess, the mea-
surement is an observation.

39.2 Forward Power Levels

The measure of forward-link performance in a CDMA system is how often the base sta-
tion transmit amplifier is close to its maximum power. When the CDMA carrier reaches
saturation, the power-control loop will keep raising power levels on the channels until
the amplifier runs out of power. What we want to get out of transmit power measure-
ment is the busy-hour performance of the system, so we need to measure the amplifier
power during the busy hour.

Watching the power levels at the base station amplifier is our way of knowing how
often the CDMA carrier is at or near its breaking point. Amplifier overload is the
system telling us about CDMA overload. The curve in Fig. 28.2 shows us how the sys-
tem reacts to increasing traffic. When the amplifier reaches half power, we can figure
that traffic is getting close to the maximum. It does not matter if the traffic is a lot
of voice calls, some real-time video, or a few really big data users. It also does not
matter if the event that pushes the CDMA carrier near its limit is a new call, a hand-
off, or a change on a neighboring sector. The amplifier power is the indicator we are
looking for.
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1Back in the Advanced Mobile Phone Service (AMPS) days, we used to drive around in “road ral-
lies’’ making actual calls on cell phones with signal-level meters and channel displays. We would
write our location, channel, and signal level as we made telephone calls. Newer technology has
specialized equipment for making these measurements.
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The fraction of the time the amplifier is at or above half power is an approximate
measure of the forward call blocking rate. The actual threshold to use may depend on
the cell itself. A coverage cell may spend quite a bit of time around half power without
being in trouble, whereas a very small cell in a dense area may reach 95 percent of its
maximum capacity while still at one-third power. The last 5 percent of the traffic sends
a small cell scurrying up the steep part of the curve in Fig. 28.2. If forward amplifier
power is being used as a criterion for blocking new calls, then we should use the sys-
tem blocking level as an approximation in this section. If the busiest period of the day
has this power threshold crossed 5 percent of the time, then we can presume that we
have a peak-time blocking rate of 5 percent.

In a conventional-reuse system (FDMA or TDMA), there is a fixed number of radio
channels, and once they are full, there are no more. We can measure blocking by see-
ing how often they are full, or we can measure their occupancy. The CDMA carrier ca-
pacity varies with environment and call activity in nearby cells. The only way to get
a firm handle on the capacity is to measure it when the system is reaching its limit.

We should be keeping track of all the sectors of all the cells, if not every day, then on
a regular basis. A CDMA carrier often gives little warning that it is reaching satura-
tion, and the expected rapid growth of high-rate data service makes this even more
likely. We recommend forward transmit power vigilance.

39.3 Reverse Power Levels

Just as we can watch forward transmit power, we can keep track of reverse transmit
power. The transmit power of the user terminals tells us how close the reverse direc-
tion is to CDMA saturation. As in the forward direction, we want to use user terminal
power levels to determine the busy-hour blocking performance of the system.

If some equipment from some vendor makes it hard to catalog the user terminal
power levels, then we can monitor the power-control messages going out on the forward
channels. If they are consistently more often up than down, then there are user termi-
nals that have reached their limits. This is not a gentle cry for help; this is a CDMA
system demanding capacity relief right now.

There is an easier measurement we can make of reverse congestion on the CDMA
carrier. We can look at the total received power at the base station over time. The curve
in Fig. 28.1 shows us how the received power starts to climb as we get close to CDMA
capacity. We can monitor the base station receiver power level over time to determine
reverse-link performance.

So what levels do we use? In the forward direction, we could relate the transmit
power to the maximum amplifier power, and in the reverse direction, we can compare
the received signal to the receiver noise. If the total signal power is close to the noise
level, then we are getting close to overload. And when the signal power is two or three
times the noise level, we are critically close.

The carrier is getting overloaded when the total signal of all the channels rises to
the point of being just equal to the noise level. This sounds a bit counterintuitive.
Shouldn’t we be happy when our signal-to-noise (S/N) ratio is high? The answer is that
the CDMA channel is designed to operate with signal less than noise, typically far less
than noise. CDMA gets high S/N ratios through processing gain, but the physical
channel is mostly noise. This is true even when there are many users, many channels
on the same carrier.
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The fraction of the time the base station receiver is getting more CDMA signal power
than noise is an approximate measure of the reverse call blocking rate. The actual
threshold to use can vary, but in the opposite way from the forward direction. A cover-
age cell may find itself with one-fifth signal and four-fifths noise when it is nearly over-
loaded, whereas a small cell in a dense area may reach two-thirds signal and one-third
noise before it gets into capacity trouble.

We should be watching the received power levels, either their transmit power levels
or the total received power, and looking for signs of saturation. If the busiest period of
the day has the reverse power threshold crossed 5 percent of the time, then we can pre-
sume that we have a peak-time reverse blocking rate of 5 percent.

As in the forward direction, we must keep a watch on reverse-direction performance
on a regular basis. CDMA’s lack of warning and the growth of new services can com-
bine to create surprise situations with a short fuse.

39.4 Handoff Activity

The handoff activity in a CDMA system is another way to monitor system performance.
On the surface, high handoff activity means a high workload for the signaling channel
if the handoffs are from one mobile switching center (MSC) to another. However, on the
air-interface level, the rate of handoffs tells us a great deal about how well our traffic
is using the CDMA air interface.

The areas of nearly equal radio propagation are the least-efficient service areas in
CDMA. These are the areas where one CDMA channel creates interference on two
CDMA carriers. If there are three or four sectors with nearly equal radio performance,
then we have pilot pollution, as discussed in Sec. 32.1. It does not take a lot of demand
in those areas to use up all the CDMA capacity we have available.

An easy measure of the amount of traffic in multiple-cell zones is the amount of
handoff activity. After all, what makes a call hand off from one sector to another is that
those two sectors have nearly equal radio paths at the point of the handoff. If there are
frequent handoff patterns from A to B to C or any other order of the same three sec-
tors, then there is some area of significant population where all three sectors have
nearly the same radio path gain. Getting this information from the system means that
we have to measure not only the individual handoffs but also the sequences of handoffs
so that we know which groups of cells are nearly equal in radio path gain.

Measuring soft-handoff activity gives us an excellent handle on the nearly equal ra-
dio zones. While it appears that soft handoff reduces forward-link capacity by having
multiple CDMA channels for one call, it mitigates the even greater problem of having
a hard-handoff process serving the call on the wrong sector while trying to catch up.
Three-way, four-way, and five-way soft handoffs are the CDMA system’s way of telling
us which areas are pilot-pollution zones.

Once we know which cell and sector boundaries have a lot of handoff activity, we
know which areas are using the CDMA carrier less efficiently than we would like. We
should be measuring the handoff activity levels as part of our CDMA system capacity
monitoring process.

39.4.1 Soft handoff

Hard handoffs are events that happen, and we can record these events. Soft handoff is
an ongoing process, a call can be in a soft handoff for an extended period of time. The
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events that define soft handoff are the adds and drops of cell sectors to the soft-hand-
off list. It is the soft-handoff add and drop events that we should be tracking so that we
know the level of soft-handoff activity.

Once we have the soft-handoff additions and deletions, we can infer the soft-handoff
states in between these events. If a call starts on sector A and we see sector B added,
then we have a soft handoff between A and B. When we see sector C added, we have a
three-way soft handoff among A, B, and C. When sector B is dropped, we have a soft
handoff between A and C. We can calculate the soft-handoff states over time from the
add and drop events that we observe.

The result of tracking soft-handoff states from soft-handoff add and drop events is to
find the time calls spent in various states of soft-handoff. We can add up all the soft-
handoff state times during the busy hour and determine which sector combinations
have high soft-handoff activity levels. We should do this calculation for sector pairs,
triplets, and combinations of four or more.

When we see a combination of four or more sectors with high soft-handoff activity,
this is a loud warning sign that there is a capacity problem. The geographic area
where those calls are coming from is a pilot-pollution zone that is a good candidate for
a new cell.

39.4.2 Inter-MSC handoffs

We should measure handoffs between MSC areas as well. The wireless telephone sys-
tem should give us counts of inter-MSC hard handoffs and inter-MSC soft-handoff
events if the vendor’s equipment supports inter-MSC soft handoffs.

We can measure signaling activity by counting not only the inter-MSC handoffs but
also all the inter-MSC handoff measurement messages. The total message count for
each MSC is part of the signaling load and should be used to make sure that we main-
tain enough signaling capacity. If the handoff message load is higher than we predicted
in the system planning stage, then we may need to add some signaling facilities.

The other side of inter-MSC handoffs is the inter-MSC transport to support them.
Here we care how much time calls are spending in inter-MSC handoff because this de-
termines how much inter-MSC transport capacity they are using. High handoff rates
that were not foreseen in our forecasts can use up our inter-MSC facilities. The conse-
quence of this is the loss of ability to do handoffs from one MSC to another, a serious
consequence.

We can watch the global handoff rates to and from one MSC, between each pair of
MSCs, or among combinations of three or more MSCs, but we can be more specific in
our observations and note which cell combinations are causing high handoff rates. The
solution may lie in the radio engineering department rather than in the signaling and
facilities areas. If there is a zone with too many handoffs, then we should go back and
diagnose the radio problems. Handoff add and drop parameters may need to be reset,
or antenna patterns may need to be shifted by changing antennas or downtilting the
existing antennas.

39.4.3 Intercarrier handoffs

The system also should be telling us how many intercarrier handoffs we have in our
wireless telephone system. These are handoffs from one CDMA carrier to another as a
call is handed off from one sector to another. The receiving sector may have a lot more
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available CDMA resources on a different carrier, so it makes sense to switch the call
from one carrier to another as it changes cell sector.

Some vendor products use semisoft handoff to handle intercarrier handoffs seam-
lessly, as described in Sec. 11.4.7. They make both antenna faces receptive to the call
so that the system misses nothing as the user terminal switches frequency. It looks like
a soft handoff to the system, whereas the user terminal performs a hard handoff.
cdmaOne and cdma2000 require hard handoffs to change CDMA carrier frequencies,
whereas wideband CDMA (W-CDMA) may allow a soft handoff by having the user ter-
minal receive two different carrier frequencies from the two cell sectors. If we have to
use hard handoffs to switch carriers, then this is a less efficient utilization of the
CDMA resource.

High levels of intercarrier handoffs tell us two things. First, they tell us where car-
rier boundaries are causing high levels of switchover and poor utilization of the CDMA
air interface. Second, they tell us where carriers are getting so congested that the sys-
tem has to move traffic from one carrier to another.

In either case, high rates of intercarrier handoffs are telling us that we need to add
carriers. If a carrier boundary zone has a lot of calls falling off the edge of the carrier
area by handing down to another carrier, then we should add that carrier to some
neighboring cells to extend its coverage. If a carrier boundary zone has a lot of calls
moving into a cell with more carriers and being pushed up to another carrier by con-
gestion on the lower carrier, then the neighboring cells also should have more carriers.
When adding carriers to cells, it is important to maintain the convex shape of the car-
rier boundary.

We should develop a list of intercarrier handoff rates by individual cells and sectors
so that we can see carrier coverage problems developing before they cause subscriber
service-level problems.

39.4.4 Intermode handoffs

While frequency division multiple access (FDMA) and time division multiple access
(TDMA) systems typically do not allow handoffs to CDMA systems, most CDMA sys-
tems do allow intermode handoffs to older technology. These can happen when the user
terminal moves into an area without CDMA coverage or into an area where the CDMA
system has no capacity left to receive the handoff.

Handoffs from CDMA to other technologies move traffic from a more efficient to a
less efficient air interface. This is a bad thing to do just from a radio utilization stand-
point, but there are other consequences as well. The CDMA subscriber is paying good
money for a suite of services. It is unlikely that the older FDMA or TDMA system is go-
ing to have all those services available. The third-generation (3G) services are certainly
not going to be found on older systems used for traffic overflow.

A high rate of intermode handoffs could be a sign of poor CDMA coverage. If we see
a steady stream of intermode handoffs from a particular cell sector, then we should in-
spect the rate of intermode handoffs when the cell sector is not busy. If there is still sig-
nificant intermode handoff activity when the sector is lightly loaded, then we should
conclude that there is a pocket of poor coverage subscribers are moving into and thus
losing their CDMA signal. The high intermode handoff rate is telling us to improve the
radio coverage of a CDMA base station.

A high rate of intermode handoffs could be a sign of CDMA congestion. If we see a
high rate of intermode handoffs only when the CDMA carrier is busy, when power lev-
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els are high, then we suspect that the older technology is acting as an overflow medium
for an overloaded CDMA air interface. The high intermode handoff rate is telling us to
improve the radio capacity of a CDMA base station.

We should be keeping records by cell sector and by time of day of the rate of inter-
mode handoff activity. In particular, we should be watching that rate as a function of
how busy the CDMA system is when those intermode handoffs occur.

39.5 Backhaul Congestion

The backhaul network should be designed and engineered for very low blocking. The
packet streams from base stations to MSC should see very low delay almost all the time
because the MSC is carrying real-time voice traffic and may be carrying real-time video
as well. Because the backhaul network may be complicated not only by a multiple-hop
backhaul configuration but also by redundancy in the network with some alternative
packet routing, it is important to monitor backhaul links and to ensure high-quality
packet performance.

The system should be measuring packet delay on the backhaul links. As in any
packet system, we can measure delay in two ways. The global delay can be determined
by knowing when a packet is sent and when it is received. When the time stamps are
far apart, the packet has been delayed. The other method is to measure the sizes of
backhaul packet queues at the MSC and the base stations. In a multiple-hop link, the
delay is the total delay time of all the individual hops.

Different packet protocols have different measuring tools for delay and latency. Time
stamps on data packets can be monitored to determine delay on any hop or path of mul-
tiple hops. Also, packets can be sent and returned for a loopback test, which not only
ensures that the link is running but also performs timing benchmarks. As quality-of-
service (QoS) protocols are improved and deployed, monitoring methods and intelligent
network response will continue to improve.

Backhaul delay should be monitored routinely. Alert levels should be set so that we
are automatically notified of any delay that might be noticeable to users or even a bit
tighter than that at, say, 80 percent of the limit of acceptable performance. If alerts
happen very seldom, then we may decide to live with occasional bursts of slow back-
haul performance. If backhaul delay happens too often, then it will degrade subscriber
service with noticeable dropouts in voice calls.

39.6 MSC Performance

The MSC has several components that can become bottlenecks in a wireless telephone
system. Each of these components should be watched so that congestion can be dealt
with before it becomes a customer service issue.

The main processor can be too slow for the call processing, short messages service
(SMS), and handoff activity. For the same CDMA resource, voice calls tend to use a lot
more call processing than data calls, so a provider counting on a migration from voice
to data may be surprised when voice service remains dominant. SMS traffic follows so-
cial trends that can change dramatically. And a few pilot-pollution zones that escape
the air-interface design process can increase handoff activity beyond our expectations.
Any of these can place loads on the MSC processor.
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The circuit-switching resources may not be adequate. This will happen if there is an
increase in voice calls instead of the forecast growth in data service. The circuit-
switching components of the MSC that were engineered for the data-heavy market will
be underengineered if voice traffic grows instead. An unexpected increase in voice call de-
mand also will bring about a similar demand for speech-coding equipment at the MSC.

The packet-switching resources may not be adequate. If data service takes off faster
than expected, then we will find ourselves short of packet capacity. Customer interest
in real-time video or multimedia message service (MMS) could bring packet data lev-
els to a higher level than we originally planned for.

We do not have to measure the total transport connected to the MSC. We can count
the DS-1 or E-1 links to the base stations, other MSCs, the public switched telephone
network (PSTN), the public packet data network (PPDN), private networks, and the
Signaling System 7 (SS7) network. This is the total transport. (At least there is one
switch component whose usage is obvious from looking at it.)

The system should monitor the performance of the MSC components over time: the
main processor, circuit switching, speech coders, and packet data. Congestion in any of
these areas should be addressed by the wireless system planners before it affects the
quality of system service.

39.7 Signaling Capacity

Signaling congestion can do major damage to system performance. ANSI-41 signaling
over the SS7 network is a critical part of every registration, every call, and every other
subscriber service in the wireless system. For this reason, SS7 procedures tell us to
keep utilization of its fully redundant facilities below 40 percent.

All SS7 links in the wireless system should be monitored closely for traffic levels at
all times of the day. This includes all the A links from signal transport points (STPs) to
MSCs, home location registers (HLRs), visitor location registers (VLRs), short message
service centers (SMSCs), and service control point (SCP) databases. It also includes F
links that carry signaling messages directly from one MSC to another. There may be a
chance to watch the other links in the SS7 network as well.

These links should stay less than half full all the time. The SS7 rules say that we
cannot go above 40 percent, so any occupancy over half is a warning sign that things
are getting congested in the ANSI-41 signaling network. We should be watching as
much of the SS7 network as we can get reports for.

Any SS7 link in our wireless signaling network reaching 50 percent of its capacity
should send up a red flag for us. Either it is getting too full of ANSI-41 messages,
which is a capacity engineering concern, or its redundant SS7 link is down, which is
a maintenance concern. In either case, we should respond when a signaling facility is
half full.

The dual SS7 links also should stay balanced. If we see more than two-thirds of the
traffic on one link, then we should investigate to see why the signaling traffic is not
staying balanced.

39.8 Transport Utilization and Congestion

Transport should not be a limiting factor in wireless telephone system performance. It is
a pity to spend all the money we are spending on radio equipment and other base station
equipment only to lose calls because we did not provision enough transport facilities.
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There are some transport links where overflow is available. Dedicated transport for
mobile-to-mobile calls can overflow to the PSTN. Links from the MSC to private net-
works may be able to overflow to the PSTN if their facilities are full.

However, most transport in our wireless telephone network is critical to system ser-
vice. When backhaul links are full, or when links to the PSTN and PPDN are full, ser-
vice is denied. If these trunks are too busy, then the system may need more facilities,
or it may need service to some of the transport equipment.

39.8.1 MSC-to-PSTN links

The voice links from the MSC to the PSTN are critical for voice traffic. When these
links are full, voice call traffic is denied all over the wireless system. Blocking voice
calls is bad for revenue because it turns away money-making calls and annoys sub-
scribers who are paying for wireless service. These voice trunks should be traffic engi-
neered for very low blocking.

The voice links are full-rate 64-kbps pulse code modulation (PCM), so they can be
traffic engineered according to Sec. 23.1. With the very high quantities of these voice
trunks, we expect to be able to maintain low blocking and high occupancy during the
busy hour.

Because of the importance of the voice links to the PSTN, we should be watching
their performance. We should have a plan in place if the voice facilities become full. On
the other hand, if the voice links from the MSC to the PSTN are never more than 80
percent full, then perhaps we have more facilities than we need. Under these circum-
stances, we can consider retaining the current level of voice facilities for a while as the
system grows.

39.8.2 MSC-to-PPDN links

The packet pipes from the MSCs to the PPDN are just as critical for data service as the
voice trunks are for voice calls. Unlike the single service of voice calling, wireless data
calls come in a variety of rates and service levels.

The packet links should be engineered for very low delay on all real-time services, in-
cluding video calls. These services should be checked for any excess delay on the MSC-
to-PPDN packet pipe.

All services should have acceptable delay on these packet pipes. Even the back-
ground services, those which can tolerate high delays, should have enough capacity on
these links. Each packet service, whether for voice (VoIP), video, still images, or data,
should have low enough delay from the MSC to the PPDN.

Every packet service has a delay requirement, and the fact that some services allow
higher delays is not a license for huge delays from the MSC to the PPDN. After all, the
other links in the service chain are going to have delays engineered around the service
requirements, and they are probably not expecting an extra delay here.

39.8.3 MSC-to-MSC links

Links between MSCs are used for inter-MSC handoffs. Only pairs of MSCs that have
dedicated transport links are able to have inter-MSC handoffs. Once these links are full,
that pair of MSCs can have no more handoffs. It is important to measure the load on
these links because their congestion has a direct negative impact on inter-MSC handoffs.
If these links are getting full, then it is time to diagnose the reasons and fix them. If cells
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are handing off more than they should, then perhaps some parameters need to be ad-
justed. Or perhaps some antennas need to be downtilted. If the cells are handing off
properly, then there may be more traffic moving across the MSC-region border than we
had anticipated in the system design. In such a case, it is time to get more facilities there.

We also can have dedicated links between MSCs to save PSTN costs for some roamer
terminations and for mobile-to-mobile calls. These facilities are used to reduce costs
rather than to provide a vital function, so we should be measuring their occupancy. If
they are not carrying enough traffic to pay their own way, then it is time to reduce the
size of these dedicated inter-MSC packet pipes. The traffic actually on the facility de-
termines how much money it is saving us in PSTN charges.

39.8.4 Backhaul links

Backhaul link engineering should be easier than most other transport because we
know the capacity of the air interface. Thus we should have few surprises from the base
station to the MSC. With few exceptions, packets over the air become packets to the
MSC. Different vendors handle the channel data differently on their packet links. Most
use compression schemes, so the backhaul links are not perfect data mirrors of the
CDMA air interface.

The CDMA carrier does vary in capacity due to changes in the environment. Calls
from areas of low radio signal path gain consume more of the CDMA radio resource, but
this is not going to overflow the backhaul link. A CDMA carrier will have more capac-
ity if neighboring cells have less traffic than usual due to some cause or just due to sta-
tistical randomness. When this happens, the backhaul link might be the bottleneck.

We should measure backhaul packet link delay. If this delay becomes significant,
then we should act. Most likely, the action we will have to take to fix a backhaul delay
problem is to call the maintenance technician and have him or her repair a failed
DS-1 or E-1 link.

39.9 Conclusion

Monitoring the status of our entire cellular network, especially these crucial measures
of performance, allows us to identify potential problems early. We can then maintain
and grow a healthy network, offering high-quality service to the maximum number of
users we can support. We also can detect early signs of growth in usage or changes in
usage patterns and respond before QoS is affected. This lead time allows us to get
changes in place before customers experience poor service, or at least before they ex-
perience a lot of poor service. The more we know about exact network usage patterns
and capacity performance, the more we can tune our network rather than overengineer
it. And a finely tuned network is more cost-effective and therefore more profitable than
an overengineered network.

A network operations center (NOC) can monitor and record the status of all network
equipment and links across a continent. The NOC monitors the performance levels dis-
cussed in this chapter and also monitors the network for outages and equipment or link
failures, allowing prompt dispatch when problems do occur.

Sometimes, however, rapid subscriber growth can lead to problems before we are
aware of them through monitoring. In such a case, we need to be able to turn user com-
plaints into useful data. This is the topic of Chap. 40.
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Chapter

487

40
Turning User Complaints

into Useful Data

How many times have you had a cellular telephone call drop or given up and hung up
due to static but not called to report the problem? Most users suffer poor service and
do not complain until one day they change vendors, and we lose their business. The
complaints we do get each represent many problems we never hear about at all. There-
fore, it is essential that we take every complaint seriously and use it as information
that can help us improve our systems.

Service complaints describe the user’s experience, the symptom. Unfortunately, a
single symptom, such as static or a dropped call, may have many different causes. The
cause of the event could be an area of poor coverage, a cell operating at capacity, or an
event outside our control, such as a failing user terminal. We need to gather all the in-
formation we can about each complaint and look at each complaint both individually
and as part of a larger pattern of complaints and performance statistics to understand
what is really going on and what, if anything, we can do about it.

The journey from symptom to problem comes first, and it is followed by the journey
from problem to solution. In this chapter we will look at how to turn user complaints
about voice and data service into useful information that helps us identify problems.
We also will look at how changes in subscriber usage patterns can be monitored so that
we can provide the best mix of voice, data, and video services.

40.1 Symptoms and Causes

Diagnosing technical problems from user experience is sometimes easy but at other
times can be very difficult. When a user terminal experiences a rising bit error rate
(BER) because of interference from a neighboring cell, the subscriber is only going to
complain that the call was lost. The serving sector, the carrier, and the interfering cell
are not going to be mentioned in the user complaint. If we are lucky, then the sub-
scriber will remember when and where the call was made.

If we know the mobile telephone number and the time, then we can often track the
location because third-generation (3G) code division multiple access (CDMA) user ter-
minals use the assisted Global Positioning System (GPS) to determine their position.
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The combination of position and time can give engineers critical information in diag-
nosing the wireless system problems that are causing customer complaints.

When a call fails in a radio system, it could be a lack of signal strength or it could be
a lack of capacity. The CDMA air interface blurs the distinction between coverage and
capacity. The CDMA carrier can lose a call because some other call was made, perhaps
on a different cell.

The CDMA capacity resource is a link budget, and more of that capacity budget is
consumed as a user terminal moves away from the base station during a call. Lower
radio-signal path-gain calls consume transmit power, and the carrier runs out of
capacity when that transmit power runs out. This is true in both the forward and re-
verse directions.

We expect to see user complaints when the CDMA carrier is close to its full capacity.
As it overloads, calls are blocked, voice calls are degraded, and calls are dropped. Es-
pecially in a small-cell scenario, a carrier operating at very low power can suddenly
find itself in an overloaded state with less than enough bits and Eb/N0 to go around.
Data users may have a different perception of degraded performance from voice callers.
Data services can become slow or can develop errors.

40.2 Ineffective-Attempt Complaints

Ineffective attempts are calls attempted by subscribers that do not get started. Typi-
cally, the reason a call does not happen after a subscriber presses the SEND button or
after somebody calls the user terminal is a lack of room on the air interface for another
call. We should keep in mind, however, that call-attempt failures can be caused by
equipment failures or a lack of resources elsewhere in the system.

Especially in a small-cell, high-density area, air-interface blocking is usually due to
the fact that there are already so many bits that there is not room for another call. We
are climbing up the steep part of the curves of Figs. 28.1 or 28.2, and it does not mat-
ter how much transmit power we find in the forward or reverse direction. This is the
case most like conventional reuse (FDMA or TDMA).

Ineffective attempts also can be caused by low radio signal path gain, an impossibly
weak signal. A user terminal tries to set up a call and fails because the paging mes-
sages are lost in the radio noise or the user terminal lacks enough power to set up a
call. This, too, looks just like a conventional-reuse system not setting up a call because
it is in such a weak radio area that a call cannot exist there.

Ineffective attempts also can be caused by poor coverage in a manner unique to
CDMA. The call would have been fine if it had been closer to the base station, and the
call would have been fine if there were fewer users on the CDMA carrier, but the com-
bination of the two was enough to keep the call from being started. We can think of
these calls as casualties of poor coverage because their signal path is good enough to
make a call, but their low radio signal path gain makes them use more CDMA resource
than we have available.

If we know where the user terminals were located when they failed to start their
calls, then we can use propagation maps to evaluate the cause of the ineffective at-
tempts. We can think of the system in three parts:

■ Green areas where any call can be set up as long as the CDMA carrier has enough bits
left, enough room for the call between its current load and the theoretical CDMA maxi-
mum
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■ Red areas where no call can be set up no matter what the traffic because the radio path
gain is too low

■ Yellow areas where there is some ability to set up a CDMA call, but it requires more
CDMA capacity than its bit rate and Eb/N0 suggest because of low radio signal path gain

Even if they do not use this particular color scheme, the radio maps can help us un-
derstand which of these three categories should contain the ineffective attempts our
wireless telephone system is experiencing.

The clue that tells us which kind of air-interface congestion is blocking calls is the
distribution of the ineffective attempts:

■ If ineffective attempts are distributed fairly evenly throughout the sector or are distrib-
uted as the overall traffic is distributed, then we have a green area as described above.

■ If ineffective attempts are concentrated in specific areas and happen whether or not the
sector is busy, then we have a red area as described above.

■ If the ineffective attempts concentrate in some areas and seem to spread out to a larger
area as the traffic load increases, then we have a yellow area.

From these clues, we can deduce what radio conditions are causing our CDMA carrier
to block calls.

40.3 Lost-Call Complaints

Lost calls are a major embarrassment to a wireless service provider. When subscribers
are cut off in the middle of their calls, they are reminded that they are not using the
reliable landline telephone network. Lost calls create the impression for subscribers
that this is still a toy telephone system, not a medium for serious or professional com-
munication. It is usually best to block calls rather than to lose them in progress.

The usual reason for a lost call is a good radio signal becoming bad. Unless a piece of
equipment actually fails, this is the only reason a call should ever stop once it has
started. Radio signals can go from strong to weak because a user terminal moves from
a high radio path gain area to low path gain. We think of a subscriber driving into a
valley or walking into a building.

But CDMA can lose calls by running out of capacity as well. When the antenna face
serves a call over the limit, the CDMA carrier becomes overloaded. It is not necessar-
ily the new call, the extra call, that is going to be lost. Even if our design is smart
enough not to take on new calls that overload the CDMA carrier, a handoff can come
along and add to the CDMA carrier load. Turning down a handoff request and leaving
the call on a neighboring cell sector on the same carrier is actually worse for CDMA ca-
pacity than accepting it when radio conditions warrant a handoff.

Usually it is the call with the worst radio conditions, the weakest signal from the
lowest radio path gain, that is going to be lost. The overloaded CDMA carrier is going
to experience high BER on all its channels and is going to send all its user terminals
power-up messages. In the reverse direction, one of them is going to run out of trans-
mit power before the others and is going to be drowned out by the others as they climb
up the power curve. In the forward direction, the base station amplifier is going to run
out of transmit power, and one of the calls is going to have more noise or external
sources of interference than the others and is going to be lost first.
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The cause of the CDMA carrier overload does not have to be local. In conventional
reuse, a call several cells away can cause cochannel interference. In CDMA, the inter-
ference is mostly the same cell and neighboring cells, but a call appearing on a neigh-
boring cell can send a CDMA carrier into overload and cause it to drop one of its calls.
A user terminal can move from high to low path gain, and somebody else loses a call,
perhaps on the same cell sector but possibly on a neighboring sector or cell. Our CDMA
carrier frequencies are low enough to be resistant to rain drops, but there is some at-
tenuation in a heavy storm, and this may be enough to drop one or two calls.

40.4 Lousy-Call Complaints

Poor sound quality is usually caused by channel degradation less severe than a lost
call. The interference and noise go up faster than the signal can, the Eb/N0 goes down,
the BER goes up, and the speech quality deteriorates. Depending on the speech coder,
the subscriber may hear lower quality or short periods of dropouts, but either way, the
performance drop is audible.

Customer perception of low sound quality has a lot to do with the time intervals in-
volved. A listener facing 30 seconds of steady bad sound in a 10-minute call is going to
notice the loss of performance after a few refrains of “Could you say that again?” The
same listener experiencing ten 3-second intervals of bad sound may miss a word here
and there but can fill in the details from context. And 100 dropouts of 300 ms during
the same 10-minute call will lose syllables here and there, and the user may not notice
any problem at all. All three of these examples are 5 percent signal outage, but the lis-
tener’s perception of the outage is quite different.

Brief periods of CDMA carrier overload can come from changing radio conditions.
When subscribers change their own radio paths by walking into buildings or driving
into tunnels, they expect their mobile calls to take a few seconds to adapt, about the
same amount of time it takes their eyes to adapt to the changing light. However, in
CDMA, every other user terminal on the same cell or on a nearby cell is a significant
part of the radio environment of a given user’s call and contributes to the quality of the
call. When somebody else walks out of a building, however, that user terminal has a
much higher path gain and will create excessive interference on the CDMA carrier un-
til its power is reduced. There also will be changes in radio conditions as vehicular traf-
fic blocks the radio path between user terminals and base stations. These environ-
mental changes can cause brief periods of high CDMA interference and low speech
quality.

Another cause of brief periods of high interference are bursts of activity from high-
speed data terminals. A wireless Web surfer downloads an image in the forward direc-
tion or a multimedia message service (MMS) subscriber uploads a snapshot in the re-
verse direction, and there is a short period of high-volume data activity. If the bursts
are short, then there is not even time for power control to react, just a moment of re-
duced Eb/N0 and higher BER. There will be more of these brief hiccups as 3G services
become more popular, but the interruptions should be so brief that voice callers barely
detect them or do not notice them at all.

When an extra call appears on the CDMA carrier, the effect may be longer than a
data burst. The power-control process will try to compensate, but sometimes there will
be too much traffic on the CDMA carrier for everybody to have a good call. Then how
long will it take, on average, for some call to end and to relieve the overload? Well, con-
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sider a fully loaded cdmaOne carrier with 20 calls.1 And consider the average voice call
direction on a cell sector being about 1 minute before somebody hangs up or the call is
handed off.2 This means that the average time until some call goes away is 3 seconds.
This is longer than a syllable, long enough that somebody listening for it might hear it,
but not long enough to create a bad impression unless it happens frequently. A wide-
band CDMA (W-CDMA) carrier with 130 voice calls brings the average call ending time
down below half a second, not a problem unless it is very frequent.

Calls that are lousy and stay lousy are a warning that something other than an oc-
casional brief CDMA carrier overload is happening. Sustained poor sound quality is a
sign that something more is wrong. It is these calls that should get our highest level of
attention.

40.5 Slow-Data-Link Complaints

Slow response is a data link’s equivalent to poor speech quality in voice calls. A slow
data link simply could be a slow server at the other end of the line, but let us assume
that we have narrowed the complaint down to the wireless telephone system.3 There
are several links in the data chain, several opportunities for delay. Before we launch an
investigation into air-interface issues, we should make sure that the packet links in our
transport network are not overloading and causing delay. These links are one or more
backhaul hops, the mobile switching center (MSC) packet switch, and the links from
the MSC to the public packet data network (PPDN).

Once we have narrowed the search for data delay down to the air interface, we know
that the CDMA data channel is not sending and receiving subscriber bits quickly
enough. Because the CDMA channel is a packet data link, reduced capacity means that
packets have to wait in a queue before they are sent.

A short period of slow data service could be a short-term radio performance issue.
The wireless data terminal could be moving into an area of low radio gain, or some
other subscriber could be changing radio conditions, perhaps even in another sector or
another cell. The CDMA carrier may take a second or two to reach a new equilibrium.

The cause of slow data service for one subscriber may be a burst of data activity from
another data subscriber. If two bursty data subscribers are using the same CDMA car-
rier, then there may be brief periods when they will both be requesting data and there
is only room for one. Then the other will have to wait a fraction of a second. If this hap-
pens only occasionally, then a subscriber might not even notice that the delay is in the
CDMA system and not the data server at the other end.

Sustained slow data rates are a more urgent concern. Subscribers will notice them
and, over time, will become sensitive to them. Initial 3G service will be exciting and
novel, and people will be anxious just to get wireless data at high speeds. However, fre-
quent periods of slow service will dilute that excitement and generate a community of
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1This is the worst case because all the 3G CDMA carriers handle more than 20 calls.
2Handoffs are a little tricky here because a CDMA channel interferes with its neighbors even

after a handoff is complete. The migration of a call from one cell sector to another is made even
more gentle by soft handoff.

3It has been a long tradition to blame the telephone company for problems at the other end of
the line. We see no reason for this tradition to change for wireless data service.
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subscribers who feel they are getting less than they are paying for. Significant periods
of slow data are a sign of an overloaded CDMA carrier. It may be that there are enough
bursty data subscribers so that the traffic engineering parameters have to be adjusted.
This means that the CDMA carrier may have to operate at a lower occupancy than orig-
inally planned, and this means sending fewer revenue-producing bits over the same air
interface.

It is important to respond to slow data problems because of subscriber perceptions,
as well as system performance. The marketing success of 3G depends on its users feel-
ing good about it, but its technical success depends on its ability to deliver high data
rates on demand. When this starts to fail, especially to the point where subscribers are
complaining about it, we must find the root causes.

40.6 Data-Error Complaints

When subscribers complain about data errors, we first make sure that the equipment
path is solid. The subscribers’ equipment may be causing the errors, or the wireless ser-
vice provider’s packet data equipment may be in need of maintenance. Once the equip-
ment issues are put to rest, we can focus our attention on the air interface as the source
of subscriber data errors.

Poor radio conditions are an obvious place to look for wireless data errors. The path
gain is low, or the signal is weak, or the receiver cannot resolve the errors even with
forward error correction (FEC) in place. If the radio conditions change too rapidly, then
the power-control loops can get caught by surprise and leave some errors in the bit
stream.

Data errors may be a symptom of parameters set with too much optimism. If a data
service is supposed to have a BER of 10�5, then we should add some margin to this
BER for CDMA channel environmental factors, particularly changes in the channel en-
vironment. The inner and outer power-control loops set Eb/N0 based on BER and set
power to achieve Eb/N0. If the power-control setting for BER is too high, even if it is
lower than the true target BER, then the CDMA channel will exceed the true target
BER from time to time. We need some headroom, some extra BER margin, to ensure
adequate error rates in a changing CDMA radio environment.

A wireless service provider in 3G CDMA is a data service provider. And that data ser-
vice comes with subscriber expectations of performance. We may have to spend some
more money, and therefore charge some more money, to meet those expectations. How-
ever, this probably makes more sense than selling inferior service that falls short of sub-
scriber expectations. If we fall short of subscriber expectations, no matter how low the
price, people will talk about our system, and what they say is not likely to be very nice.

40.7 Reasons for Change and Growth

There are several reasons to modify and expand a wireless telephone system. We can
fix quality and capacity problems, anticipate growth in demand, provide new services,
anticipate change in service mix of demand, or upgrade equipment. These activities are
distinct from repairing equipment that breaks, but repair and improvement can be co-
ordinated to work well together.

The easiest reason to change a wireless telephone system is to fix something that is
wrong with it. In these discussions we are not writing about repairing equipment that
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does not work, but we are writing about perfectly good, working equipment that is not
delivering the service we want to offer.

The system may not be delivering the quality of service (QoS) that is required for the
subscriber community. For voice traffic, we can have too many blocked calls, too many
lost calls, or too many lousy calls. For data traffic, we can have too many blocked calls,
too much delay, or too many errors. These may be concentrated in specific geographic
areas that require improved coverage. These are the red areas we described at the be-
ginning of this chapter, areas of such low radio path gain that they cannot be served
well with the antenna faces currently in place. We can adjust, modify, or add radio
equipment to provide service to these hard-to-reach areas.

The QoS problems may be associated with high-demand times of day. If entire cell
sectors are affected, then we have a green area as described earlier with a CDMA car-
rier whose fundamental, mathematical capacity limit is too low for subscriber demand.
If partial cell sectors are affected and the QoS problems expand geographically as the
traffic increases, then we have a yellow area, a CDMA carrier reaching its limit on the
coverage-and-capacity frontier. Either of these cases is relieved by adding more CDMA
capacity, more carriers, more sectors, and more cells. The yellow-area case also can be
relieved by improving the radio signal paths with more or better radio equipment such
as higher-gain antennas or repeaters.

The system may be working fine today, but growth in demand makes it likely that it
will not be working well fairly soon. This is a good problem to have, more subscribers
wanting to pay for our wireless telephone service. However, it means that we need to
add capacity to our system even though it is working well at present. The new capac-
ity starts with new sectors and perhaps new cells and works its way back to the land-
line world. This means more backhaul, more MSC equipment, more signaling re-
sources, and more transport to the landline networks. This capacity expansion may
require more MSCs and auxiliary equipment, as described in Secs. 34.6 and 43.6.

The system also may need to change, to serve a changing subscriber community, us-
ing a different mix of services. We hope that this is associated with a growing sub-
scriber community so that we can add new equipment rather than changing old equip-
ment. The change can be a shift from voice to data service, but it also can be growing
demand for cellular snapshots in the form of MMS or even real-time video calls. What-
ever shift there may be in subscriber demand, we have to make sure that the wireless
telephone system is able to serve the changing demands well enough to ensure a rev-
enue stream.

Classically, the distinction between repair and improvement is this: Repair returns
a system to its prior operating status or brings it to the QoS level committed to in a
service-level agreement (SLA) or similar specification. Improvement is change that re-
sults in performance better than what was previously achieved or exceeding the previ-
ously defined standard or specification.

Sometimes the line between repair and improvement can get blurry. We call a ven-
dor to fix a software problem in the packet data switching area, and we are told that
the repair requires us to buy a new software release that also will increase packet data
switching capacity. Are we fixing a broken piece of equipment, or are we buying an en-
hancement to serve subscribers with more packet data?

We are constantly updating parameters, upgrading software, modifying configura-
tions, and adding equipment. Each of these changes should be justified by a need in the
wireless telephone system, fixing performance or capacity, adding capacity for growth,
or following trends in the service mix.
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40.8 Conclusion

It is possible to take the troubleshooting process one step deeper, beyond cause to root
cause. If a certain type of problem recurs even after it is fixed, it may be the case that
there is a deeper underlying problem that needs to be resolved. For example, if we find
ourselves perpetually fighting pilot pollution, then it may not be enough to adjust an-
tennas and add new base stations. We may need to review our planning methods or
tools, asking: Is there some parameter we can change, or different approach we can
take, that will reduce the pilot pollution problem overall? Perhaps we have been using
three-to-one cell splitting, and we should change to four-to-one cell splitting. Or per-
haps the radio propagation measurements we took were taken in winter, and summer
foliage is creating interference that we did not include in our planning model.

This process, called root-cause analysis, and the subsequent action, called permanent
prevention, can increase system capacity and QoS a great deal, improving profitability
and also improving the system’s reputation with customers.
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41
Increasing Capacity of a Base Station

We need to monitor code division multiple access (CDMA) systems closely because, un-
like conventional-reuse systems, they can show few signs of trouble even when operat-
ing very close to capacity limits. When our measurements of forward or reverse power
levels indicate a need to improve base station capacity, we can increase amplifier
power, add CDMA carriers, add sectors, or add repeaters. However, these solutions are
not interchangeable. Each solves a different set of problems and works in different sit-
uations. We explain when to use each one in this chapter. The primary tool we use to
describe the status of a cell in need of added capacity is the system of green, red, and
yellow areas described in Sec. 40.2.

41.1 Determining When to Add Capacity

Most communication systems offer a clear way to tell when they are getting busy. There
are a fixed number of channels, and the system is blocked when those channels are full.
Or a packet pipe has a fixed capacity, and the system is too busy when there are more
packets than the pipe can carry. We can get a rough estimate of the blocking perfor-
mance of the system with 10 percent more traffic than it has by observing how often
the system is 90 percent full. The CDMA carrier does not have the same notion of a
fixed capacity, so we cannot simply count channels or packet volume. There is no obvi-
ous point where a CDMA carrier is 90 percent full, a point where another 10 percent
will overload it. We have to look for more subtle signs.

The air interface does give some clues of impending traffic overload, however. CDMA
systems should have systems in place to measure air-interface performance, and plan-
ners should remain vigilant. The CDMA carrier often looks just fine at 95 percent of its
capacity, so we may get very little warning before the CDMA channel reaches its limit.

As traffic gets denser and cells get smaller, the thermal noise floor of the receiver be-
comes less important compared with the interference from our own system. In Figs.
28.1 and 28.2, small cells reach saturation far up along the steep vertical asymptote.
This means that the system may be operating at one-third of its power or less when
it is 95 percent full. The system may be giving us a warm sense of complacency
that everything is just fine when it is only a few percentage points away from carrier
saturation.
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There are two different directions, forward and reverse, with two different radio en-
vironments. The forward direction has shared radio paths that aggravate multipath
losses and has to use multiple transmissions for soft handoff. The reverse direction has
a much smaller power amplifier available and has to use more rapid power control to
get the same balance. While we can speculate as to which direction will saturate first,
as we did in Sec. 30.7, it is best to keep a close watch on both the forward and reverse
CDMA carriers.

In the forward direction, we are looking for a base station amplifier frequently reach-
ing one-third or one-half power. The rate of reaching significant power levels now will
be the rate of blocking when the system grows. The warning power threshold should be
set higher for larger cells that are mostly for coverage, around half power. The warn-
ing threshold should be set lower for smaller cells that are mostly interference-limited,
20 to 30 percent of full power. When the amplifier reaches these warning levels for
more than 5 percent of the busy hour, we are looking at a base station that will soon
need relief as the system grows.

In the reverse direction, we are looking for total received CDMA signal power fre-
quently exceeding the receiver noise floor. The rate of matching the noise floor now will
be the rate of blocking when the system grows. The warning threshold for CDMA sig-
nal power should be set lower for larger-coverage cells, around one-third of the noise
power. The warning threshold should be set higher for smaller cells, around two-thirds
of the noise power. When the received CDMA signal reaches these warning levels for
more than 5 percent of the busy hour, we are looking at a base station that will need
relief as the system grows.

The other sign to look for is the blocking level itself. If the system is reaching satu-
ration 1 percent of the time, then we can look at its traffic levels and deduce the CDMA
carrier capacity from the traffic engineering principles in Chap. 23. If 10 percent more
traffic will raise blocking rates to unacceptable levels with that capacity, then we know
it is time to grow the system.

41.2 Adding Power

If a base station is running out of power in the forward direction, then a bigger power
amplifier may offer capacity relief. Clearly, this is only an option when the reverse di-
rection is showing no signs of stress and no signs of impending overload. It does not
make sense to spend a lot of money for a shiny new power amplifier only to find the
user terminals running out of their transmit power and losing calls anyway.

We can only consider adding power in the forward direction if more power is avail-
able. We can increase power in two ways, buying a bigger amplifier or using more am-
plifiers. When smaller cells are added to a system, we often use smaller power ampli-
fiers because their coverage range seems less important. Even for a larger cell, we may
have decided to use amplifiers of one average power level, with the expectation that a
few base stations might require more power and need a bigger amplifier. The other ap-
proach is to divide and conquer, to use separate amplifiers for separate carriers. If a
base station’s architecture allows it, then we will often put multiple carriers on a sin-
gle power amplifier because it saves a lot of money. When that amplifier is no longer
powerful enough, we can separate the carriers onto their own amplifiers. Depending on
the combining technology available, we may be able to keep the same antenna with
multiple-transmit-power amplifiers.
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We can consider using higher-gain antennas. This has the advantage of increasing
the radio signal path gain in both forward and reverse directions. However, the hori-
zontal radiation pattern is already determined by the sector angle. Making the angle
narrower means adding more sectors (described in Sec. 41.4), which is a more costly
proposition. Most of the initial base station designs probably use the highest-gain an-
tennas consistent with CDMA air-interface performance, so using higher-gain anten-
nas is unlikely to be a major design option to improve the radio path.

Once we have decided that the system is limited in the forward direction, and once
we have determined that more power is an option we can use, we look at the distribu-
tion of amplifier power to see if more power will help. If our capacity crunch is in a
green area, where the limit is available bits, then adding power will not help at all.
More power will not increase capacity, and user terminals in this area already have
more than adequate coverage. While more power will reach more subscribers in red ar-
eas and improve system coverage, it will not relieve a capacity problem in doing so. It
is only a capacity problem in a yellow area that will be relieved by adding more forward
transmit power, and only if there is sufficient user terminal transmit power in the re-
verse direction. We can learn about the distribution of subscribers from the distribu-
tion of forward transmit power.

If the forward amplifier is spending time operating at over half power, then we have
a need for capacity increase. It is the distribution of power during the rest of the time
that tells us if the capacity need is in green areas, where more power will not help, or
in yellow areas, where more power will directly increase the CDMA capacity of the base
station. If the amplifier is spending most of its time at very low power levels, then we
conclude that the demand we are trying to serve is green-area demand that already has
high radio signal path gain between the user terminals and the antenna face.

When the forward transmit amplifier is spending significant time in the 20 to 40 per-
cent power range, then we conclude that there is significant subscriber traffic in yellow
areas, where increasing radio power will directly increase CDMA capacity. These are
the sectors where we want to consider adding power.

41.3 Adding Carriers

When we put a cell in a CDMA system, we do not automatically install every CDMA
carrier on every antenna face. The reason is simply a matter of equipment cost. Adding
carriers is expensive. Even if multiple carriers can share transmit amplifiers, there is
other base station equipment that has to be present for each CDMA carrier.

We should only consider adding a CDMA carrier to a cell next to another cell that al-
ready uses the same carrier. Having a gap in a CDMA carrier does not reduce the in-
terference by keeping the reuse further away because calls using that carrier will ex-
tend into the middle area and create either a coverage problem or a pilot-pollution
problem. Each carrier is a separate CDMA planning problem, and each carrier has to
maintain a solid grid that avoids pilot pollution. We want to avoid multiple small is-
lands of carrier coverage, and we want to maintain a convex coverage area, as de-
scribed in Sec. 32.3. By keeping a tight grid of cells in a convex shape, we can avoid
four- and five-way zones, as described in Sec. 32.1.

There are two circumstances where we are comfortable having a new area of a
CDMA carrier. The first is when we expand the radio spectrum to include a new car-
rier. If we are going to introduce a new carrier to a wireless system, then we have to
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start somewhere. We can get a new carrier because a government agency gives us more
radio spectrum, but we also can add CDMA carriers as we migrate a frequency division
multiple access (FDMA) or time division multiple access (TDMA) system over to
CDMA, as described in Sec. 33.6. The second case is when we have a large service area
with two distinct population centers. Here in the United States, we have several ser-
vice areas with pairs of adjacent cities, for example, Minneapolis and Saint Paul or Dal-
las and Fort Worth. If they were separate wireless telephone systems, then we would
expect each city to have its own high-density, maximum-carrier zone, as described in
Sec. 33.4. And defining one large service area with both cities in it does not change the
fact that each city has its own high-traffic area. We expect such a dual city to have two
maximum-carrier regions isolated from each other. If traffic increases, then those iso-
lated maximum-carrier areas might grow into each other and merge into one large
high-traffic CDMA service area.

How we add a carrier depends on the base station architecture. Some equipment ven-
dors may have us buy a lot of equipment to add a new carrier, and others may have a
simpler scheme. If the existing forward transmit amplifier is already close to its maxi-
mum power limits, then we will need to add another amplifier as a part of this process.

Sometimes the need for a new carrier does not occur in a nice convex-grid cell. It may
be necessary to expand carrier coverage by adding the new carrier to transition cells
(described in Sec. 33.4) so that the carrier region stays convex as it grows. The alter-
native is loss of capacity due to pilot pollution.

41.4 Adding Sectors

CDMA sectors are independent servers, so adding sectors to a cell adds capacity. A
three-sector CDMA cell does not divide up the traffic into thirds but instead offers three
separate CDMA servers. When a cell runs out of capacity, we can divide it into more
sectors by putting more antenna faces at the base station. This is attractive as long as
new sectors serve new traffic more cheaply than a new cell.

Each antenna face at a base station adds less capacity than the one before. There is
a decreasing capacity gain as a cell has more sectors. This happens because the same
amount of sector-to-sector radio interference is a greater proportion of a smaller sector
angle. The result of this sector interference is that a three-sector cell generally serves
2.5 times the traffic that an omnidirectional cell would serve, and a six-sector cell
serves about 4 times the omnidirectional traffic. This means that twice the equipment
generates 1.5 times the revenue, but we save the cost of an extra building and tower
going from three to six sectors.

We want to keep sector boundaries away from cell boundaries, especially three- and
four-cell zones. A sector boundary produces just as much pilot pollution as a cell bound-
ary. While cell boundaries depend on terrain, buildings, and even vegetation, sector
boundaries are clean, straight lines from the base station. We have to be careful about
relying on cookie-cutter hexagons while splitting cells as described in Sec. 32.3. How-
ever, we can rely on cookie-cutter lines on a map for sector boundaries that depend on
the antenna radiation patterns and their orientation and not on the terrain between
the base station and the user terminal.

Sectors can be whatever shape satisfies the subscriber demand. We do not have to
have three or six sectors. We do not have to have evenly spaced sectors. If a 30-degree
wedge sector with a super-high-gain antenna is the best solution to serve a particular
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region, then we do not need 11 other sectors in that cell. The rest of the cell can be three
110-degree sectors so that it otherwise looks like a normal three-sector cell.

All the cells do not have to use the same sector plan either. A CDMA system can mix
three- and six-sector cells and even five- and nine-sector cells. Whatever configuration
best uses the CDMA air interface to serve the demand is what we should put into the
system. There may be an administrative hassle in having 50 different sector plans in a
system of 500 cells, but this has to be weighed against the foolish consistency of insist-
ing that all the cells look the same.

An alternative to adding more sectors with narrower fixed-beam antennas is to
change a base station to adaptive phased arrays (smart antennas). Time division syn-
chronized CDMA (TD-SCDMA) requires smart antennas as part of the specification,
but other CDMA systems might use them as well. They may be more expensive and
complicated than fixed-beam antennas today in 2002, but this is the kind of technology
that comes down in price as it becomes more widespread.

Base stations with smart antennas can be the equivalent of six-sector cells. The ver-
sions being used in TD-SCDMA generate a 60-degree beam width. With larger and
more complex antenna arrays, we might be able to get radio path isolation equivalent
to 40 degrees or even 20 degrees, the equivalent of 10 or 20 sectors per cell.

We add antenna faces or smart antennas for capacity when adding the equipment to
an existing base station is more cost-effective than adding more base stations to the
wireless system. We want to make sure that new sector boundaries do not create a ca-
pacity problem in pilot pollution that mitigates the capacity advantage of having more
CDMA sectors in one cell.

41.5 Installing Repeaters

Repeaters are often thought of as a stop-gap coverage measure, a quick fix for areas
with low radio signal path gain to their base stations. In a growing CDMA system, re-
peaters can fix poor-coverage red areas, as described in Sec. 40.2, but they also can sup-
port yellow areas and improve the capacity of their base stations.

Repeaters are radio retransmitters, as described in Sec. 4.6. Without any telephone
transport of their own, they enhance radio communication by breaking a single radio
path into two hops. When a weak radio area is supported by a repeater to a base sta-
tion, the cell changes shape to include that weak area. Coverage is increased when
subscribers in red areas can get service that was hard to get at any time without
the repeater. Capacity is increased when subscribers in yellow areas can get service
using less CDMA radio resource with higher effective radio path gain because of the
repeater.

The best candidates for coverage repeaters are places with poor radio access to base
stations that have convenient electrical power but no convenient telephone transport.
This is how we discussed repeaters in Sec. 32.4.

The candidates for capacity-enhancing repeaters are areas of significant subscriber
density where there is acceptable CDMA service when the system is lightly loaded.
This indicates that the radio path gain is low, and calls from this area cannot compete
in transmit power with calls in better areas. A base station might not be cost-effective
or it might be hard to get telephone transport, so we use a repeater. Also, if our system
has a four- or five-way zone of pilot pollution, then a repeater might be a cost-effective
way to break the tie and have one dominant server in that geographic area.
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Repeaters are not base stations. They do not do as much as base stations, but they
do not cost as much either. We can use repeaters as cost-effective ways to add capacity
as well as coverage.

41.6 Conclusion

When we add capacity to the air interface of a base station, we need to monitor the
backhaul from the base station to the mobile switching center (MSC) to make sure that
we have not exceeded the capacity of the packet pipe. In fact, if the pipe is close to ca-
pacity, we should plan to upgrade it on the same visit to the base station.

Although new base stations are expensive, the entire principle of cellular telephony
is that we can grow our system by adding cells. Let us turn our attention to adding new
base stations and new cells in the next chapter.
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42
Adding Cells to a CDMA System

We grow cellular networks by adding cells and, in doing so, increase capacity and rev-
enue. If we plan carefully, the new cells arrive before customer complaints about block-
ing or poor call quality but not before they are needed. Base stations are expensive, so
adding cells too soon decreases net revenue. In addition to adding cells at the right
time, we want to add the right type of cell at the right place and engineer the network
with the new cell for minimal intercell interference.

42.1 Determining When to Add Cells

Ultimately, a cellular telephone system grows by adding cells. We can use more power-
ful amplifiers and higher-gain antennas, we can use all the code division multiple ac-
cess (CDMA) carriers that are available, and we can add sectors, but there is a point
where a base station is carrying as much traffic and earning as much money as it can.
If we want to increase the traffic and revenue of a system, then we have to use more
base stations. Once we have our base stations set up for their maximum load, we need
to know when to add more of them.

A cell-splitting criterion we do not want to use is waiting until we have high blocking
and subscriber complaints. Good planning is the art of staying ahead of trouble rather
than waiting for it to happen and then reacting to it. As we discussed in Chap. 41, the
primary warning of impending overload in a CDMA system is power levels: high trans-
mit power in either direction, too many power-up messages for the reverse link, or more
signal than noise at the base station receiver. In a small-cell, high-density area, these
symptoms may not appear until the base station is very close to saturation.

Therefore, planning ahead is essential. We can use the planning models described in
Chap. 48 to estimate how much traffic each sector is supporting and how close it is to
its maximum. The planning tools take into account such factors as the effects of terrain
on propagation, intercell and intracell interference, and pilot pollution. We have to use
some judgment because the computer program may not know the usage patterns and
the mix of services of our subscribers.

In a growing system, we can use earlier experience to calibrate our computer predic-
tions. As our system has been growing, we have been adding cells, and we know how
much traffic the old cells could handle before they ran out of capacity. That traffic level
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is going to be a good estimate for how much traffic the current cells can handle. If our
own system has been consistently worse or better than the computer prediction, then
it may be that we have a tougher or easier subscriber community. Perhaps we have
more bursty data users or fewer multimedia messages than we assumed in the com-
puter models.

Adding base stations means adding backhaul. A new base station needs its own
transport back to its mobile switching center (MSC). This will be discussed in Sec. 44.1,
but we should keep in mind that available cheap transport is an important component
in selecting new base station locations for growth, just as it was in initial system base
station placement.

42.2 Cell Splitting

As demand grows, each cell sector is carrying more traffic. We can represent the peak-
hour traffic on each cell sector as a statistical distribution based on the average de-
mand level and the mix of services. Some part of that demand distribution will be above
the capacity of the cell sector. If we have engineered the system well, then it will re-
spond to too much demand by blocking calls. As the demand grows, the fraction of that
statistical distribution on the high side of the maximum capacity will increase, and the
blocking rate will rise.

The way cell splitting relieves capacity is simple. The new cell is placed amid the old
cells so that it serves some of the region of the old cells and therefore serves some of
the traffic. The old cells are now smaller in area and have reduced subscriber demand.
The distribution of traffic is now lower as a result, and the old cells should return to an
acceptable blocking rate. If two neighboring cells are overloaded, then a new cell can be
placed midway between them. In some ideal sense, we would like the three cells to
share equally the burden of the original two. This would reduce the average demand
on the older two cells by one-third. In actual practice, the new cell initially serves less
than this ideal one-third share of the total traffic.

The first step of the cell-splitting process is to identify high- and medium-urgency
candidates for traffic relief. These are base stations that are currently experiencing
high peak-hour blocking or are going to in the near future.

Like any other coverage picture in a real place with real terrain and real buildings,
the new cell will be some kind of odd shape. We use a geometric construction with hexa-
gons and straight lines to get a conceptual picture of what the new cell can do for ca-
pacity relief.

The cell sectors that have high blocking during the busy hour are in need of traffic
relief. They are already telling us that our wireless telephone system needs to increase
its capacity to provide adequate service. Once they are at their maximum configura-
tion, we should identify cells with high blocking rates as high-urgency candidates for
cell splitting.

We should anticipate growth as well. If the distribution of traffic driven by subscriber
demand has a large fraction close to the maximum capacity, then it is only a matter of
some more growth before that cell sector is going to have high peak-hour blocking. Our
power-level observations are telling us which cells are medium-urgency candidates for
cell splitting.

We can use the planning models described in Sec. 48.1 to estimate the demand loads
and traffic distributions on our existing cells. These forecast demands can tell us when
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we expect to reach overload on our existing cells. The predictions identify cells where
we expect high blocking in the near future, and these cells are also medium-urgency
candidates for cell splitting.

42.3 Keeping the Grid

We have identified those cells and cell sectors in greatest need of capacity relief, and
we have equipped their base stations with as much capacity-enhancing equipment as
we can. We are going to add new cells to the system to serve traffic so that these iden-
tified cells will have less traffic. The new cells will take big bites from the service re-
gions of the old cells. Because sectors of a cell interfere with each other, reduction of
any sector traffic on a cell causes significant relief to the entire cell.

We want to select new base station sites to provide the maximum relief for the old
cells. As we compile a list of candidate locations for new base stations, we want these
new cells to take the biggest bites they can from the old-cell areas to provide the great-
est level of traffic relief. The more we relieve and reduce the traffic on a busy cell, the
longer it will be before continuing growth compels us to relieve it again.

It is important, however, to keep system issues in mind when splitting cells for traf-
fic relief. In particular, having four- and five-way zones of nearly equal radio paths
causes pilot pollution and degrades CDMA capacity, as discussed in Sec. 32.1. Since we
are adding cells specifically to improve CDMA capacity, we do not want to compromise
this mission by adding cells that create low-capacity zones, as discussed in Sec. 32.3.

The best way to maintain a CDMA system relatively free of pilot pollution is to main-
tain a regular cell grid. Adding cells in hot spots without regard for the grid structure
causes four-way zones of pilot pollution to appear, as shown in Fig. 32.3. In Fig. 32.1
we showed how the grid has no areas with more than three cells competing for CDMA
capacity. The regular hexagonal grid keeps the three-way zones far apart so that vari-
ation in radio propagation does not often bring them together into four-way zones.

We can add a cell in the triple-point of three existing cells to form a geometric pic-
ture like Fig. 32.5. The reality of a three-to-one split, however, looks more like Fig. 32.6
with three new four-way zones of pilot pollution. Eventually, the new grid fills in and
forms a new hexagonal grid with three times as many cells handling three times the
traffic, as shown in Fig. 27.15, but the boundary of the new grid is bristling with pilot-
pollution zones. Even though the three-to-one split looks tempting, we recommend us-
ing the four-to-one split to maintain the grid and to keep pilot pollution to a minimum.

The four-to-one split adds a cell midway between two cells. The new cell, as drawn
in Fig. 32.7, is one-quarter the size of the old cells. As we continue to split cells in the
four-to-one configuration, we end up with a denser grid of cells one-fourth the area han-
dling four times the traffic, as shown in Fig. 27.14.

The initial new cell is actually a more rectangular shape, as shown in Fig. 32.8. No-
tice that the rectangle does not have the four-way zones at its corners that we saw in
Fig. 32.6. Not only is the eventual four-to-one splitting grid reasonably free of pilot-
polluting four-way zones, but the transition and boundary areas of the four-to-one grid
are also low in pilot pollution.

We have to remember to keep the new grid of small cells in a convex shape, as de-
scribed in Sec. 32.3. Any U-shaped regions in the boundary will be four-way zones with
some pilot pollution. Sometimes we need to add transition cells, as described in Sec.
33.4, to keep the region convex.
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Getting base stations in the right places is an ongoing tough battle. We should not
allow difficulties in site acquisition to thwart our growth plans. If a site is hard to get,
then we should consider sites nearby.1 If a base station for a transition cell is taking
longer to build, then we probably should deploy the other growth cells and live with
some pilot pollution for a while.

Many factors make site acquisition a challenge. It is hard enough to engineer a
CDMA system with hundreds of cells without the extra challenge of not being able to
put base stations where we want them, but this is part of the real engineering world.
We can put an X on the map where the base station should be, and then there is the
challenge of putting the base station close to that X. Here in the United States, local
zoning boards often prohibit towers in some areas, usually areas where a lot of rich
people live, areas where we want good cellular coverage. Getting the land for a base
station can be hard as well. A tower that is already built and is not too far away may
be a far better choice than starting from scratch. Or a location closer to a transport
node, a point of presence (POP) in the public switched telephone network (PSTN), may
have major cost advantages.

A growing system needs a continuous plan for new cells, new base stations, and new
places to put those base stations. The growth plan should keep the hexagon cellular
grid as well as it can within the reality constraints of zoning, property, and transport.
This includes continuously developing a list of good base station locations for the
future.

42.4 Downtilting Antennas

The original mission of our earliest base stations in a wireless telephone system is cov-
erage. We built our original cell grid with the objective of reaching every place where a
subscriber might be willing to pay money for wireless service. The link budgets have a
line item for radio signal path gain, and the capacity of a coverage cell is higher when
the radio path gain is higher.

Thus we specifically designed our cells with the highest possible radio path gain so
that we could reach the hard-to-reach areas. We put our antennas on high towers to get
better propagation performance over terrain, vegetation, and buildings. We used pow-
erful amplifiers in the base station transmitters and low-noise amplifiers (LNAs) at the
receive antennas to get a strong radio signal as far as we could. And we used high-gain
antennas with a narrow vertical beam width to increase the end-to-end radio signal
path gain.

A growing system has priorities other than long-range radio coverage. The base sta-
tion design that worked well for a large cell may be counterproductive when the cell
shrinks because neighboring cells are sharing its load. A neighboring cell is a signifi-
cant interferer in a CDMA system. The radio overlap between two cells forms the zone
where those two cells interfere most with each other. Where two cells have nearly equal
radio paths, calls in either cell consume CDMA radio resources in both, more in the for-
ward direction because of soft handoff.
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As neighboring cells get closer to a base station, we want to reduce the coverage so
that there is less overlap with neighboring cells. We want to find a way to keep the ra-
dio signal path gain high throughout each cell-sector area and to have it drop off
sharply outside the area.

There is not much we can do about sector-to-sector interference as a system grows.
Even in its large-cell coverage form, a base station has greater capacity if its antenna
radiation patterns have well-defined edges so that the boundaries are sharp between
sectors of the same cell.

Downtilting the antennas, however, seems like the best way to reduce a cell radius.
As shown in Fig. 33.1, downtilting sector antennas simultaneously increases the
path gain for near calls and decreases the path gain for more distant calls.2 Further-
more, the radius of the cell is adjustable simply by changing the tilt angle of the
antennas.

We can evaluate the positive effect of downtilting antennas on CDMA capacity using
the predictive planning models described in Sec. 48.1. These computer programs should
quantify the positive effects of changing the vertical-beam radiation pattern of the sec-
tor antennas.

The result of a downtilting study is a plan that coordinates splitting cells for CDMA
growth and downtilting antennas to get the most capacity from both the old cells and
the new cells. We can lower antennas on the tower to reduce the effective cell size. This
is an alternative to downtilting, but it is usually more expensive and less effective. The
path-gain reduction from a lower antenna is greater at longer distances, so lowering
the antennas gives a relative advantage for calls close to the base station.

42.5 Microcells for High Traffic Density

Sometimes system growth is concentrated in a small area so that a full-sized macrocell
would spread the CDMA interference over a larger area than the concentrated traffic.
And sometimes the concentration is so great that there is enough wireless traffic in a
small area to keep one or more CDMA carriers busy.

In the case of concentrated demand, a microcell may be a better solution than a
macrocell. A microcell is a smaller base station designed for short radio range of a few
hundred meters. A microcell has a low antenna height and a lower-power amplifier
than a macrocell. Since its coverage area is deliberately small, a microcell may be
placed off the grid pattern without producing the interference and pilot pollution of a
regular macrocell in that same off-grid location.

We can put microcells on the grid positions for cell splitting as well. If the traffic con-
tinues to grow, then we can continue to split cells in the grid so that the microcell grows
in function to be a regular cell. We may need to raise the antennas higher and down-
tilt them to get the local coverage needed for macrocell function. The plan for microcells
is to identify concentrated areas of growth in small geographic areas that are easily
reached with a shorter-range radio system.
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42.6 Picocells for Specific Local Areas

The concentration of traffic can be so extreme that even a microcell is too large. We
think of a single office building with a lot of traffic, enough to justify one or more CDMA
carriers. While such a load seems like an unusually large building when we think of
voice calls, third-generation (3G) data services may generate this kind of demand in
many office buildings in a large city.

Picocells are designed to serve traffic concentrated in a single building. The ranges are
limited to 10 or 20 m mostly by placing the picocell inside the walls of the building. Since
a picocell is already isolated from the rest of the wireless telephone system by being in-
side a building, issues of other-cell interference and pilot pollution should be attenuated
because the radio signal is attenuated by the walls of the building being served.

Picocells offer close-range service, so we can use the very high data rates of 3G that
were designed for short distances and high radio path gains. The cdma2000 1x EV-DO
offers a data service of 2.45 Mbps in only 1.25 MHz of radio spectrum using more com-
plex constellations than the normal CDMA air interface. This technology is available
in the forward direction only when the radio path is very short and very clean. Having
a picocell right in the building gives us the opportunity to create such a clean link and
offer these high data rates to subscribers.

The high-rate data service offered by picocells may be part of the main wireless tele-
phone system, but it also may be offered on a private data network. The picocell could
be an Internet Protocol (IP) node by itself, as we described in Sec. 35.4. A private com-
munity of data subscribers would arrange to be able to use this one picocell as a pri-
vate data node in its own data network. Data packets could go directly from the pico-
cell to their internal network without taking a detour through the mobile switching
center (MSC) or the public packet data network (PPDN). The private network wireless
data terminals might be configured to use the MSC and PPDN for their packet routing
if they are not being served by their private picocell.

A picocell also can be used for a private voice network in a large building. Special cell
phones could be configured so that their voice calls would use the private voice network
from inside the building. The picocell would send the voice traffic from these user ter-
minals directly to a private branch exchange (PBX) inside the building on a private net-
work. These special cell phones might be allowed to use the MSC and PSTN when be-
ing served by another base station outside the building.

We can use picocells for very small spot service but also for specific service in a build-
ing. Such specific service can be high-rate data service using the most advanced 3G
technology, or it can support private networks for wireless data or voice subscribers.

42.7 Handoff Management

New cells mean new neighbor lists for handoffs. When a growth cell is added next to an
old cell, the growth cell should be put on the handoff neighbor list for the old cell. Per-
haps there is an old cell that used to be a neighbor that now has an entire growth cell
in between, so it should be taken off the handoff neighbor list. And the new cell itself
needs a list of handoff candidates.

The first step in creating new handoff neighbor lists is to draw a picture of the cell
layout. The base stations are dots on the map, and we can draw cookie-cutter lines
halfway in between the dots for cell boundaries. Then we can draw sector boundaries
radiating from the base station dots. The resulting shapes on the map are the cells and
sectors represented geometrically. We are using distance to represent radio signal path
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gain. We expect to have significant handoff activity between any pair of cells sectors
sharing a line on this cookie-cutter map, no matter how short that line is.

We can start building a handoff neighbor list from this map by going around each cell
sector and noting all the other cell sectors that share a common border. The list of
neighbors on the map is a starting list of handoff neighbors for the system. As a rough
estimate, we expect to see more handoff activity between two sectors when the border
line on the map is longer.

The question arises what to do if the line on the map between two sectors is very
short or if two sectors meet in just a corner. The first thing to do when this happens is
to rethink the cell layout and sector plan because this only happens when there are four
or more sectors with nearly equal paths. A four-way zone is a candidate for pilot pollu-
tion and inefficient use of the CDMA radio resource. If we cannot fix the four-way zone
in the layout process, then we probably should put any pair of sectors sharing a line in
common on each other’s handoff neighbor lists.

The map process relies on distance to estimate radio signal path gain. Of course,
there are many other factors to consider, such as terrain, vegetation, and buildings.
These other factors can create a more favorable radio path environment for one cell
over another and move the boundary between two cells. However, this effect is not
likely to change the picture so much that two cells that look like neighbors on the map
are not neighbors in the radio environment. However, the opposite can happen. Two
cells that do not look like neighbors on the map may share radio traffic as a result of
propagation irregularities.

We can use planning tools to add to the sector handoff neighbor lists. We are loathe
to remove a handoff neighbor candidate that looks good on the cookie-cutter map, but
we are certainly anxious to include a candidate suggested by a planning tool, even if it
is not visible on the map.

It is important to maintain the neighbor lists as new base stations are added to the
CDMA wireless telephone system. It is also important to manage the add and drop pa-
rameters for soft handoffs.

42.8 Reliability Issues for Growth Cells

When we built the original cell layout, we decided on a level of reliability for our wire-
less telephone system. This reliability requirement was the input to the decision of
what kind of equipment and how much redundancy to put in each base station we were
building. Now we are adding base stations to create growth cells to serve more traffic.
These new base stations are required to serve the increasing demand for wireless tele-
phone service while keeping the quality of service (QoS) high.

If a growth cell base station fails, then the system will experience a decrease in its
QoS below the level required. If this were not the case, then we would not have added
the new cell. However, the system worked without the growth cell when there was less
traffic. We may decide that serving less traffic is acceptable for the relatively rare and
brief periods that a growth-cell base station is out of service. The loss of the growth cell
would bring us back to the system as it was before the growth cell was added and the
system had full coverage of the service area.

The result of this reasoning is that we should consider the cost savings of adding
growth cells without extra equipment for redundancy. Over time, the subscriber demand
may be great enough that we will change our minds and decide that these cells are too
important to be left without redundant equipment. However, the initial installation of a
growth cell may be a lot less expensive if we can live without duplicate systems.
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This cost-saving opportunity may go away if the neighboring old cells no longer have
adequate coverage of the new-cell area. This would happen if we downtilted the anten-
nas on the old cells to restrict their interference with the new cells. In such a case, the
decision not to employ redundant base stations for growth cells is a decision to risk loss
of system coverage and not just higher blocking during a base station outage.

The wireless service provider has to make a decision, one of those cost-versus-
quality tradeoffs. The consequence of a growth-cell outage is a much higher blocking
rate for a period of time. We have already made the decision in our design process of
what level of QoS we are willing to pay for in buying equipment and adding base sta-
tions. We now have to decide what QoS is going to have the extra level of reliability that
a more expensive, redundant base station provides.

It is reasonable to decide that all the base stations should be fully redundant and re-
liable. If we marketed the 3G CDMA product as being rugged, tough-as-nails depend-
able, then an outage that causes poor service is not going to please subscribers who are
paying a premium for our superior product. Or we may have large business contracts
with service-level agreements (SLAs) that we can only meet when all the base stations
have high reliability.

It is also reasonable to decide that occasional periods of high blocking are acceptable.
If we marketed our product to a casual voice call community on the basis of price, then
it may be perfectly reasonable to have two or three days per year when it is very hard
to make a call. The base station equipment cost saving can be passed on to the sub-
scribers in the form of lower, more competitive rates.

In any case, equipment failure in a base station should be a rare event. If base sta-
tion equipment fails more than twice in a year, then we probably should be switching
equipment vendors. And a key component to the redundancy decision is how quickly we
can repair a base station once it has an equipment failure. If the base station is at a
busy shopping mall, then we should be able to dispatch a repair truck in a few minutes.
If the base station is on a hill at the end of 1200 m of dirt road outside town, then its
repair is going to take longer simply because it takes longer to get there.

Transport failures in backhaul should be similarly rare, but we should think about
failures there as well. We may have alternate routing in place for the large-cell grid,
and we may decide to connect each growth cell to one large cell in the fan-out network.
The failure of that one link would bring down the growth cell and cause an outage. If
this is sufficiently rare or we can live with the growth-cell outage, then it makes sense
not to spend the extra money on diverse transport routing in growth-cell backhaul.

The result of a reliability analysis should be a firm plan for redundancy in growth-
cell equipment and transport. Such a plan should be based on the frequency and dura-
tion of outages and the QoS consequences of those outages.

42.9 Conclusion

In this chapter we have addressed when, where, and how to add base stations, creat-
ing new cells to improve coverage or to provide enhanced 3G data services. When
adding base stations, it is important to pay attention to the allotment of base stations
to MSCs and inter-MSC borders, particularly those which are also intersystem borders.
For example, we will need to notify neighboring service providers of the need to update
their handoff lists, and we may want to cooperate with them when planning border
base stations to reduce pilot pollution.
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Chapter

509

43
Mobile Switching Center

(MSC) Growth

Our mobile switching centers (MSCs) and auxiliary equipment must grow to meet the
capacity demands of our ever-growing cellular network. In this chapter we will exam-
ine when to upgrade MSC equipment, how to assign users and base stations to new
MSCs and deal with MSC borders, and options for MSC placement, equipment provi-
sioning, and auxiliary equipment.

43.1 Determining When to Upgrade
MSC Equipment

As the subscriber traffic grows, the MSC will run out of critical resources to serve that
traffic. As this happens, we will have to buy more MSC equipment to keep up with sub-
scriber demand. As in the case of base station equipment planning, this is an ongoing
process. While adding MSC equipment is a simpler process than site planning for new
cells, increasing subscriber demand for an evolving mix of services can keep planners
busy figuring out which MSC components need to expand to meet the growing demand
for service.

It is important that the MSC maintain enough capacity for peak-hour demand. Hav-
ing the switch run out of capacity, even for 5 minutes during the busy hour, means no-
ticeably degraded service over a large area with many subscribers. Each component of
the MSC has its own limitations and its own time-of-day demand cycle. Of course, the
time-of-day demands on MSC components will be highly correlated with each other, but
it is possible that the mix of services will be different at different periods during the day.

Peak-load processing increases with call processing, short message service (SMS),
other signaling, and handoffs, as discussed in Sec. 24.1. Growth in call volume, in-
creasing popularity of short messages, and more mobile subscribers will drive us to in-
crease the MSC processing power. A trend toward longer calls or data services may
have the opposite effect because they generate less call-processing activity. Increasing
use of multimedia message service (MMS) ties up a lot of code division multiple access
(CDMA) air-interface resource and comparatively little MSC processing, so an increase
in MMS might relieve the MSC processor for the voice call traffic it is displacing.
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The total DS-1 or E-1 connections on the MSC are increasing as we add backhaul for
more cells. Growing activity also increases the transport needs to the public switched
telephone network (PSTN) for voice traffic and to the public packet data network
(PPDN) for data traffic. It is also important to remember that higher traffic levels beget
higher inter-MSC handoffs levels, and the transport links between MSCs also may
have to expand to meet this need. Finally, we may want to increase inter-MSC trans-
port for cost reasons when there is an increase in mobile-to-mobile calls or roamer ter-
minations within the system, as described in Sec. 37.1.2. As we said in Sec. 34.1.2,
transport is a relatively deterministic item. Once we have done the traffic engineering
and determined how much transport we need, we can make sure that the MSC has the
required equipment to support that transport.

As the number of voice calls increases, so must the amount of circuit switching in the
MSC. The introduction of third-generation (3G) services can push subscriber demand
away from voice and actually might reduce the voice calling load. It is more likely that
voice and data service will both grow, and it is up to us as planners to make sure that
the MSC circuit-switching equipment can handle the voice calls. The number of speech
coders in the MSC also increases with the amount of voice calling. There is a subtle dif-
ference that could be affected by changing call patterns. The circuit-switching activity
depends on the total number of calls, whereas the speech-coding usage depends on the
total duration of calls. If there is a trend toward shorter voice calls, then the circuit-
switching components of the MSC will have to increase. If the trend is toward longer
voice calls, then we have to add more speech-coding equipment.

The packet-switching component of the MSC serves the backhaul packet pipes, data
services, and most of the other services. If there is steady growth in 3G services, then
we expect an increasing share of the MSC workload to be packet switching. This means
that the packet-switching equipment has to keep up with an increasing share of in-
creasing traffic.

In expanding the MSC, it is important to think about not only adding equipment but
also making equipment better. Technology gains can make upgrades attractive because
they increase capacity at lower cost. If the new version of a piece of equipment saves
money, then this is good. If it means that the total capacity of an MSC is greater so that
we can postpone purchasing a whole new switch, then this is even better.

Upgrading equipment offers more than cost and capacity advantages. Often new
equipment offers capabilities and features not available earlier. For example, if a new
speech coder is developed that provides high-quality speech in 4800 bits per second,
then we can install these speech coders in the MSC, sell user terminals with them, and
realize an air-interface capacity increase for those subscribers with the new cell
phones. As another example, a more efficient backhaul compression scheme for the
packet link could be installed at the MSC and at the busiest base stations.

Many of these upgrades are not capacity-driven but vendor-driven. Our equipment
supplier makes us aware that there is a better piece of equipment that will save us
money or will serve more subscribers or, perhaps, will be more reliable and easier to
service. There is typically a window of upgrade opportunity between the first introduc-
tion of new equipment and the end of support for the old equipment.1 Early in the up-
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grade window, we have the advantage of getting the benefit of the new technology
sooner, but we may end up being the beta-test guinea pigs for the upgrade. In the mid-
dle of the window, we are buying a more stable product but are delaying the benefits of
upgrading to a later time. If we wait until the last minute, then we can rely on the ex-
perience of other customers who have purchased the upgrade, and we might be able to
find training materials and resources. However, we may end up on a rush deadline to
buy the upgrade because our old equipment is fading into obsolescence, and we are de-
laying the benefits of the improvement even further.

In the case of any upgrade, we must be sure that the upgraded equipment works with
every MSC and network component we have and with our network monitoring and
management tools. This testing process is ongoing as the MSC and network evolve over
time. Two separate upgrades may both be good products, but they may not work with
each other. It is important to perform thorough unit and integration tests for each
upgrade.

We must continue to monitor the MSC for performance, and we must maintain its
ability to serve subscriber traffic. This requires making sure that each component in
the MSC has enough capacity to do its job and making sure that we properly configure
and use the features and capabilities of new equipment and maintain it appropriately.

43.2 Assigning Base Stations to a New MSC

At some point along the MSC growth road there will not be enough capacity in one
switch to do the job. We will run out of main processor capacity, transport capacity, cir-
cuit switching, speech coding, or packet switching to the point where we can no longer
just add more equipment and make a bigger switch. At this point we need to add a
switch.

We have to decide how to divide the base stations among the new MSCs. We had m
MSCs before the addition, and we have m � 1 MSCs afterward, so we have to redis-
tribute hundreds of base stations.

There are two separate but related issues in MSC assignment. One is the assignment
of base stations to MSCs, and the other is the assignment of user home MSCs in the
home location register (HLR). The management issues in HLR reassignment depend
on the logical and physical relationships between the HLR or HLRs and the MSC
switches, and this varies from implementation to implementation. In cases where MSC
switches are located at different physical sites, there is an additional issue: Variations
in backhaul cost become a significant component in deciding which base stations to as-
sign to the new MSC.

We could do a global reassignment of base stations to MSCs. Such a reassignment
could end up changing the MSC assignment of many base stations. This could mean
new HLRs and short message service centers (SMSCs) for a huge number of user ter-
minals depending on the logical and physical relationships between HLRs and MSCs
and how closely we have assigned subscriber home service to a particular base station.
At the very least, reassigning a lot of base stations is a lot of administrative work and
raises the risk that most of the system might not work if something goes wrong.

When adding MSCs to a growing system, we can think of the MSC regions as giant
cells, as we did in Sec. 34.5. The base stations are assigned to the MSC giant cells, and
we have to make changes in that assignment when we add another MSC and another
giant cell.
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The size of the administrative job of global reassignment favors a simpler solution:
treating the new MSC base station assignment as giant-cell splitting. We take the
busiest pair of adjacent MSCs and create the new MSC region in between the two re-
gions by taking a bite from both of them. In this way, the only base stations reassigned
to a different MSC are the base stations being assigned to the new MSC.

The other argument for minimizing the base station assignment changes is that the
backhaul links have to be rerouted to the new MSC. Even if the MSCs are all in the
same place, there is a significant amount of reconfiguration in changing the backhaul
link of a base station from one MSC to another. If the MSCs are not all in the same
place, and especially if the MSCs are not all on the same transport backbone, then
transport cost is a significant factor in the decision of how to assign base stations to
MSCs.

If we are optimizing backhaul cost for the reassignment of base stations to MSCs,
then we should formulate the decision model carefully. If we simply decide to serve each
base station where it costs the least, the transition cost of moving the backhaul trans-
port from one MSC to another will keep us using the old MSC as much as possible. We
can ignore the transition costs, but this also ignores the possibility that changing one
base station backhaul link may be much more expensive than changing another. We
also can insist that the number of base stations on the MSC be fixed at an appropriate
level and look for cost-effective base station swaps.

Let us start with a solution that has the desired number of base stations served by
the new MSC. We want to consider changes in the new MSC region that keep the same
number of cells but reduce the backhaul cost. A simple heuristic that will do a good job
is to make incremental changes that reduce cost. We look at the border of the new MSC
area and consider all the combinations of one base station in the new MSC area and
one base station in an old MSC area so that exchanging the two still leaves contiguous
MSC regions. We consider exchanging these two base stations and ask if the exchange
reduces the backhaul cost. If it does, then we repeat the process until we find no im-
provement in the calculation. This generally will find good assignments, but it can
make a good change in one step that prevents a better change later on. We can paint
ourselves into a corner.

A more sophisticated heuristic looks further ahead in the assignment-exchange
process. We can look at all the pairs of border cells where we can exchange their MSCs
and keep the MSC regions contiguous. We calculate the backhaul cost difference of each
exchange of base stations and pick the one that reduces cost the most. We repeat this
process until no further improvement is found. Even this heuristic might not reach the
true optimal minimum-cost solution that a full-blown mathematical program would
find, but the difference in cost should be very small. As the system grows and adds base
stations, it is even more unlikely that the result over time will be much different.

43.3 Dealing with New MSC Borders

The job of assigning base stations to MSCs should take into account inter-MSC border
signaling for call processing and transport for handoffs. The MSC border area is a busy
area. There are inter-MSC handoffs, the transport required to support these handoffs,
and all their associated signaling messages for measurements and actual handoffs. In
addition to handoffs, we have call registrations and setup activity in the border zones
creating inter-MSC communication. The other component of inter-MSC communication
is roaming traffic that has little to do with the border areas.
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The MSC border areas are similar to pilot pollution for giant cells. There is no air-
interface capacity loss when four or five MSC regions come together, but there will be
a greater load on the signaling and handoff resources. We want to manage the MSC re-
gions so that the giant cells have their borders in places with less activity. It is also in
our interest to put those borders in places where subscribers move infrequently and ve-
hicles move less rapidly because this reduces handoff activity.

Regular air-interface cells are at the mercy of the radio frequency (RF) environment.
We can aim or tilt an antenna so that it covers a desired area, but we do not have di-
rect control over base station coverage. MSC giant cells, on the other hand, are directly
in our control in the assignment of base stations to MSCs. We can shape the MSC re-
gions the way we want, and we can move their borders to stay away from high-density
or high-mobility areas.

43.4 New MSC Placement

Some wireless service providers put their MSCs in different locations to save backhaul
transport costs or to ensure diverse geographic locations for reliability. Other vendors
colocate all the MSCs in one complex so that they can use the common location to get
lower costs for transport, power, maintenance, and other resources. We can place the
new MSC with one or more existing MSCs, or we can put it someplace new.

Transport cost is a major input factor in MSC placement. Depending on the local tele-
phony environment, it can make a tremendous difference in cost to have the MSC in
one place or another. The MSC has its entire backhaul network to all its base stations
and all the transport it requires to the public networks, the PSTN and PPDN. In addi-
tion to all that transport, we can add any inter-MSC transport we need, the Signaling
System 7 (SS7) signaling transport we require, and any private wireless networks con-
nected directly to the MSC.

If there is no transport backbone, or if there is no available room on the backbone,
then we have to consider the mileage costs of backhaul. This leads us to placing the
MSC near the geographic center of the service region so that it is at the minimum to-
tal distance from all its base stations. Of course, the availability of cheaper transport
from some base stations rather than others will tend to bias MSC placement toward
the more expensive transport base stations to minimize their backhaul costs.

The transport costs to the public networks (PSTN and PPDN) are also an important
factor. The backhaul links tend to be expensive because they are small pipes of a few
DS-1 or E-1 links. The public network transport comes in larger quantities, DS-4 and
E-4 levels, so we should get a better price per unit on PSTN and PPDN transport. How-
ever, the voice traffic to the PSTN is uncompressed 64-kbps pulse code modulation
(PCM), so the total volume of voice transport is higher from the MSC to the PSTN than
it is from the MSC to the base stations.2

If we have a very cheap transport backbone, then all the MSCs will be placed along
that backbone, and the backhaul problem becomes the backbone access problem
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Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.

Mobile Switching Center (MSC) Growth



described in Sec. 35.3. Also, the transport costs between the new MSC and the public
networks (PSTN and PPDN) are likely to be low along the backbone. In such a case,
MSC placement depends mostly on the rental cost of the physical location because tele-
phone switches are physically large and take up a lot of floor space.

Diverse placement of MSCs can protect the wireless telephone system so that some
part of it will continue to operate even after a catastrophic local event. However, it does
not seem likely that one MSC will be easily able to take over the base stations of an-
other in the event of such a failure. Thus, trying to maintain reliability through diverse
locations may generate a false sense of security.

For the system to be reliable, it has to have diverse backhaul routing as well as reli-
able MSC equipment. We could exercise the option of having every base station con-
nected to two geographically separate MSCs, but this is going to raise the price of ser-
vice significantly and is not likely to produce any noticeable improvement for
subscribers. Having one MSC with diverse backhaul routing or at least redundant
equipment on the same route is going to produce an improvement in reliability that im-
proves service to our subscribers and does so at lower cost.

Rather than figure out how to make the MSC network more reliable, it may make
more sense to invest in a more reliable configuration for each MSC. Equipment can
be duplicated using the models described in Sec. 4.8, or we might have the option of
buying better equipment, probably more expensive equipment, that breaks down less
often.

43.5 Equipment Provisioning for a New MSC

When we install a new MSC in a wireless telephone system, we need to make sure that
it has enough equipment to do its job for the system. These are the MSC capacity re-
quirements we discussed in Sec. 34.3. Once we have decided on the base station as-
signment for a new MSC, we should be able to calculate the equipment required.

The main MSC processor has to have enough capacity for all the call processing,
SMS, other signaling, and handoffs. Since we are adding a new MSC to serve base sta-
tions already in place, we can measure the components of the MSC processor load. We
know how many calls per hour these base stations are generating, so we know the call-
processing activity. We know how many short messages are being sent from each base
station, so we can add them up for a total SMS load. We know how many handoffs these
base stations are doing, and we can use that handoff activity. Thus we have a good han-
dle on the amount of MSC processing power we will need.

Backhaul is also easy. We can look at the current backhaul requirements of the base
stations in the new MSC region. The backhaul requirement of the base stations does
not change with a change in MSC, so we can add up the total backhaul for the new
MSC region.

Transport to public and private networks requires more than just a total of existing
resources. We have to estimate the amount of PSTN, PPDN, and private network traf-
fic for the base stations being served by the MSC. If the service mix across the wireless
telephone system is fairly uniform, then we can use the number of base stations to es-
timate the voice traffic for the PSTN and the data traffic for the PPDN. We should be
able to calculate the private network traffic based on contracts. We can do traffic engi-
neering exercises for voice and packet data to figure out how much transport we need.

We need to estimate the number of loopback trunks for mobile-to-mobile calls within
the new MSC region. Since these calls can overflow to the PSTN, admittedly at higher
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cost, we can start the new MSC out with a good estimate and see if we have enough
loopback trunks. We recommend taking the amount of loopback traffic on the old
MSCs, figuring out the proportional share for the new MSC region, which may be
smaller than the old MSC regions, and doing a traffic engineering exercise.

For inter-MSC transport, we need to figure out how much handoff activity we expect
and how much mobile-to-mobile and roamer-termination traffic we expect as well.
These calculations are the same as those in Sec. 37.1. The inter-MSC transport for
handoffs must be adequate or else inter-MSC handoffs will fail, and the CDMA air in-
terface will lose capacity as a result. The mobile-to-mobile and roamer-termination
links can overflow to the PSTN. This may cost more money, but it will not lose system
capacity.

We can take the combined voice traffic for the base stations in the new MSC area
to get the requirement for how much circuit-switching equipment and speech-coding
equipment to use. Similarly, we can total the packet-switching requirements of the
base stations to get the requirement for the packet-data-switching capacity.

The mix of services can change over time. When we are buying equipment for a new
switch, we should be prepared for our subscriber community to change its preferences.
Third-generation (3G) services may increase dramatically over time, and we should be
prepared for this. We also should be prepared for a system that has a steadily growing
voice demand, as cellular telephone services has had for two decades.

The decision to add a new MSC to a wireless telephone system also should include a
complete description of the equipment required so that MSC can serve its traffic. As we
continue to expand MSCs, both old and new, we will find ourselves upgrading equipment,
as we described in Sec. 43.1. A new MSC will have all new equipment, and that equip-
ment, has to work with our existing base stations. It also has to communicate over inter-
MSC links with the other MSCs that may not yet have all the latest equipment. We also
must make sure that the systems that monitor and operate a new MSC are compatible
with the new equipment. We have to remember that a new MSC needs electrical power
and environmental support to operate and that it should be designed for enough redun-
dancy to meet the quality-of-service (QoS) requirement for our switching systems.

43.6 Auxiliary Equipment Growth

We are using the term auxiliary equipment for the home location registers (HLRs), vis-
itor location registers (VLRs), signal transfer point (STP), short message service cen-
ters (SMSCs), and voice mailbox systems. The growth issues for these machines are
similar to the capacity issues in their initial configuration. We discussed those issues
in Sec. 34.6. The growth of these items should be planned and managed, whether they
are standalone equipment or integrated components of the MSC.

As the MSC gains subscribers, the HLR database has to grow as well. This is simply
a matter of maintaining the database capacity to follow the increase in subscriber
count. The HLR processor will be busier because more subscribers will have more reg-
istrations, calls, and parameter downloads. However, if the service mix moves away
from voice calls and short messages to high-rate data service, then the HLR could find
itself doing less work to serve fewer actual calls. On the other side of the same coin, an
increasing trend toward short messages will increase HLR activity.

The VLR traffic is going to grow as the roamer community grows, so adding MSCs to
a system will increase the number of roamers. Calls that were intra-MSC become
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inter-MSC as the system capacity grows and MSC regions become geographically
smaller. A shift of subscriber service mix can change the VLR activity level just as it af-
fects the HLR. We have to plan for both the throughput and the total database capac-
ity of the VLR.

The STP required by SS7 handles signal traffic from the PSTN SS7 network plus
short message traffic. The two STPs for each MSC and the SS7 transport links must
remain below 40 percent occupancy so that the SS7 network remains fully redundant,
as required by SS7. We can add STP capacity and SS7 transport to maintain enough
capacity to meet this objective.

The SMSC will have to expand to meet increased demand for SMS. This may in-
crease in proportion to other services, or it may increase more rapidly as SMS becomes
more popular in the subscriber community.

Voice-mail growth is simply a matter of tracking usage. As subscribers use more voice
mail, we need more voice links between the MSC and the voice-mail system, and we
need more voice mailbox capacity. An increase in demand may increase the volume dur-
ing voice-mail activity surges when things go wrong, as described in Sec. 34.6.5, but we
do not expect system growth to increase the number of events that drive up voice-mail
activity. We are not going to have more late flights because we sell more cell phones.

New services will create new demands on auxiliary equipment. Enhanced message
service (EMS) sends longer messages and will use more message center storage than
SMS. Multimedia message service (MMS) allows subscribers to send large graphic im-
ages from their cell phones, and this could create large demands for intermediate stor-
age. Network-based voice commands for cell phone subscribers could increase message
activity as well.

When we increase the capacity of an auxiliary box, we should keep in mind that these
are computers with computer-upgrade choices. We may decide to buy bigger disks, but
it may make more sense to get a new computer instead. While we are busy making sure
that our base stations and MSCs are keeping up with subscriber demand, let us not
forget the less glamorous auxiliary equipment that manages our calls message by
message.

43.7 Conclusion

In planning MSC growth, we have a major effect on the quality of the services we offer,
the reliability of our network, and the profitability of our company. Careful work does
more than keep the network running well. It reduces customer complaints and loss of
customers to our competitors. Careful planning and implementation also reduces the
need for frequent, rushed, poorly planned, expensive upgrades followed by high main-
tenance costs.
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44
Adding Transport

As our cellular network grows, we need to add transport capacity, both in backhaul and
in the connections from the MSC to other network components and other networks. In
addition, we may be able to reduce network costs by reorganizing the configuration of
the backhaul network periodically.

44.1 Adding Backhaul

The normal way a telephone system grows is by adding capacity through the use of big-
ger pipes. As more telephone users served by a local exchange office make more calls,
the telephone company adds more trunks between that local exchange office and other
local exchange offices and interexchange carriers. When a business expands its local
telephone network, it upgrades its private branch exchange (PBX) and adds capacity
by adding trunks to the existing links to the public switched telephone network
(PSTN).

Cellular growth is different because of the limiting nature of the air-interface capac-
ity. Capacity is added to a cellular system by adding cells. This means that a wireless
system grows by adding base stations, and the backhaul network grows by adding more
transport pipes rather than by making the existing pipes bigger. The backhaul re-
quirement for a base station can be no more than the maximum capacity of the air in-
terface for all the sectors using all the code division multiple access (CDMA) carriers.

Sometimes a backhaul pipe from one base station gets bigger. When a cell gets more
CDMA carriers or more sectors, its base station requires more transport to the mobile
switching center (MSC), and we enlarge the backhaul network to provide this increase
in transport. Once the base station reaches its maximum configuration, the growth of
the backhaul network is continuing growth in the number of backhaul network nodes
rather than a continuing increase in the capacity of the existing backhaul links.

We have discussed how to set up a backhaul network for a wireless telephone sys-
tem. We wrote about mathematical global optimization techniques in Sec. 26.1 and
then explained in Sec. 35.2 how an incremental-improvement heuristic can get a near-
optimal calculation for a minimum-cost backhaul network. The heuristic has us form
a list of candidate backhaul routes from each base station and has us repeatedly eval-
uate each base station’s choices until no improvement is found. Since the backhaul
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network grows by adding nodes, we have to think of its cost minimization as an ongo-
ing optimization in the backhaul planning process.

Each new cell has subscriber demand to be served, so each new base station has a
backhaul requirement. The new base station is a new node in the network flow opti-
mization. Thus we can continue the heuristic by forming a candidate list for backhaul
hops from the new base station to the MSC and to all the nearby base stations within
three cells. Let us examine some of the issues that make backhaul growth different
from the initial cost minimization we described earlier.

Incremental growth on the existing transport links is almost certainly cheaper than
forming new links because transport costs are typically concave. This means that they
have decreasing incremental cost as the quantity increases. The exception to this rule
is when incremental demand pushes the transport requirement past a small number of
big units so that the twenty-fifth DS-0 requires another DS-1 and the twenty-ninth
DS-1 may require another DS-3.1 If these backhaul networks are continuing to grow,
then we probably should ignore these exceptions. Otherwise, we may end up with a
backhaul fan-out network with fully loaded DS-3 or E-3 links that is not well designed
for growth. The next new base stations are going to push many of those over their lim-
its and make us pay dearly for taking the short-term view on transport costs.

For a new base station, we can expect to add a link to a nearby old cell and then to
add the new cell’s backhaul requirement from the old cell to the MSC. This is usually
the best way to grow the backhaul network because it involves the fewest changes and
usually keeps transport costs down.

We could decide to use the new base station as an intermediate node, a hub in the
backhaul network. If it saves enough transport cost, then it makes sense to change the
routing from old cells so that their backhaul goes in daisy chains through the new cell.
Since this involves significant costs for reconfiguration, the reduction in transport cost
has to be enough to pay for the administrative costs and headaches.

As a wireless telephone system grows over time, we should evaluate the entire back-
haul network periodically from a systemwide perspective. Each new cell adds a new
backhaul node, and we incrementally add transport in a locally cost-effective way. How-
ever, it is possible for a sequence of good short-term decisions to add up poorly in the
long run. If a system of 150 cells grew to 500 cells by adding a few cells at a time, it is
possible that the backhaul network can be reconfigured to save a lot of money.

Growth and change in our own network are not the only reasons to consider a back-
haul overhaul. Transport technologies are changing, and costs are coming down
rapidly. Thus a 2-year-old system built on a 2-year-old backhaul plan based on 2-year-
old transport prices may be ripe for a new backhaul plan based on current transport
technology and prices. A new backhaul plan may be an opportunity to renegotiate some
old transport lease contracts.

Of course, reconfiguring a backhaul network of 500 cells is an administrative
headache and a costly operation. The transport savings has to be significant enough to
justify the cost of making the change. We certainly do not recommend doing a global
backhaul optimization every time a few cells are added to the system. Rather, revisit-
ing the backhaul plan from time to time may uncover cost-saving opportunities.
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44.2 Adding MSC-to-MSC Capacity

As MSCs serve more traffic, they communicate more with their base stations via a
backhaul network, they communicate more with the outside world, and they commu-
nicate more with each other. The increase in inter-MSC communication means an in-
crease in inter-MSC transport requirements.

The critical inter-MSC transport need is inter-MSC handoffs. Handoffs require a
dedicated link at the DS-1 or E-1 level. If there is no capacity on the link, then there
will be no handoffs, and the CDMA air interface will suffer. As we monitor the inter-
MSC handoff links, we will see them getting full, and we will know when more capac-
ity is required.

Mobile-to-mobile calls and roamer terminations are more complicated because they
are cost-saving links rather than required transport. If the inter-MSC handoff links are
completely full for half an hour each day, then our system is in trouble. However, the
most economical solution for mobile-to-mobile calls may be to have significant periods
during the day where we are overflowing traffic to the PSTN and paying the per-call
charges. It is a cost tradeoff we are managing, the cost of dedicated transport against
the cost of sending those calls back out.

As we would expect, a new MSC increases the amount of inter-MSC communication.
We might not expect the reality that the increase in communication for each new MSC
is more than the one before. Another way to think of this more-than-linear increase is
to realize that each MSC in the system has an increasing amount of inter-MSC com-
munication when a new MSC is added. In Sec. 37.1 we explained how this increases the
inter-MSC transport requirement.

More MSC regions mean more borders, so we expect more inter-MSC handoffs. And
more MSC regions mean smaller regions, so calls that would be handled within a sin-
gle large MSC region are now going to be inter-MSC events.

If the MSCs in our system are all in one place, then the transport is a few meters of
cable from one switch to another. However, we should not forget that even a few meters
of transport cable requires terminating equipment at both ends. This terminating
equipment is part of the transport cost, so even a 10-m cable run incurs some expense.
In addition, the MSC has resource limitations as to how many DS-1 or E-1 links it can
support, and using more of these for inter-MSC transport means that there are fewer
links available for other MSC communication.

If the MSCs are not colocated but are on the a common transport backbone, then the
transport overhead should remain low. We expect that most wireless system providers
in developed areas will have access to a high-capacity transport backbone at the Syn-
chronous Optical Network (SONET) level. The MSCs will be located at one or more
points of presence (POPs) along the transport backbone. We must make sure that back-
bone transport is available. Just because the local telephone company has a lot of
transport does not mean that it can lease it to a wireless service provider. All of it al-
ready may be leased or committed to other telephone transport customers.

Worldwide, wireless telephone service is becoming more popular in places without a
large telephony infrastructure. This means that service providers are setting up wire-
less telephone systems, often as primary telephone service for subscribers, where there
is no backbone transport network. This means that each MSC is probably going to be
located near the geographic center of its base stations to keep its backhaul costs down.
In such a case, we have to minimize inter-MSC transport cost. With only a few MSCs,
it is reasonable to enumerate all the possible networks of inter-MSC transport and

Adding Transport 519

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.

Adding Transport



select the least-expensive option. Even a huge wireless telephone system with 5 MSCs
has only 10 pairs of MSCs to connect.

As the wireless system grows and the MSCs grow, the inter-MSC transport must
grow along with it. We should be prepared for the inter-MSC transport to grow pro-
portionally faster than the growth of the rest of the system.

44.3 Adding MSC-to-PSTN Capacity

Voice traffic in cellular systems has been growing steadily for two decades. During the
last decade of the twentieth century, cellular telephony doubled every 2 years, a 40 per-
cent per year increase in subscriber traffic. While the rate of growth may be declining,
we expect voice traffic to continue to grow.2 This means that we expect to see a contin-
ued increase in the amount of transport required between the MSC and the PSTN.

One of the two reasons for third-generation (3G) CDMA is to provide a large increase
in wireless capacity at a low cost. As 3G CDMA brings lower cost cellular service to the
world market, we may see strong growth in voice traffic. This means that the MSC-to-
PSTN links will have to increase to meet the growing demand.

The other reason for 3G CDMA is the introduction of wireless data and other ad-
vanced services. It may be that the growth opportunity is not in voice traffic but in
these advanced service offerings. In many countries, such as Finland, cellular voice
traffic has already reached almost everybody, and there may be a leveling off of sub-
scriber voice demand in favor of other uses of wireless communications. While an in-
crease in data service or subscriber interest in multimedia message service (MMS) is
good for the wireless provider’s business, these increases do not require the addition of
more transport from the MSC to the PSTN.

We believe that there will be sustained growth in the voice market. Even as we read
about cellular market saturation, more people are buying their first cell phones, and
others are buying more than one. Developing countries are developing markets for
voice, and wireless systems will see large gains in voice traffic over time as subscribers
begin to rely on their cell phones as their primary telephones.

The bottom line for MSC-to-PSTN transport is that it will continue to increase as
voice traffic continues to increase. Our monitor systems will generate reports on voice
call activity and transport utilization, and 3G CDMA planners should continue to read
these reports, no matter how boring they may seem. Voice call service may not be glam-
orous in the high-tech, 3G picture, but it is the bread and butter of the wireless tele-
phony industry, it is likely to stay that way, and we should make sure that our trans-
port facilities are supporting that voice call traffic.

44.4 Adding MSC-to-PPDN Capacity

The big unknown in the wireless market at the time we are writing this book (2002) is
the size of the wireless data market. The popularity of other new services is also in
question. Multimedia message service (MMS) allows subscribers to send graphic im-
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2We read sad reports that cellular service may grow at a rate of only 10 or 20 percent per year.
It is easy to forget that adding 10 percent to the world’s current cellular community is an addition
of 100 million subscribers.
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ages at the press of a button. These services send their packets along a route from the
base stations through the MSC to the public packet data network (PPDN). The size of
the MSC-to-PPDN link depends on the sizes of the markets for these features.

The big selling point of 3G is data service, particularly high-rate data service. If the
market develops as the 3G promoters say it will, then the packet data flow from the
MSC to the PPDN is going to grow very rapidly as subscribers sign up for data service.
Along with an interest in wireless data, the current interest in short message service
(SMS) could migrate into a similar interest in MMS, and the packet data link could
start carrying a lot of cell phone snapshot image files.

It is not at all clear that there is a big market for these features. Landline data pop-
ularity has relied on the low cost of data service, particularly the low incremental cost.
The home data user typically pays a flat monthly fee and no extra money for more data
activity. People pay a premium for wireless telephone service so that they can make
and receive telephone calls in a lot of different places. We will have to wait to see if peo-
ple have a similar desire to use data service in enough different places to pay a pre-
mium for wireless. For wireless data service to succeed, it must offer its subscribers a
high enough quality of service (QoS) that they continue to use it.

If the data market develops, then we want to make sure that the MSC-to-PPDN
packet pipe has enough capacity. Few things dampen subscriber enthusiasm for a new,
premium service than not being able to use it. The rush can come fast as people find
out their neighbors have wireless laptops and they run out to buy their own. The wire-
less service provider has to watch the market and be prepared to add packet capacity
on short notice.

As explained in Sec. 23.3, the traffic engineering of packet data is based on what
amount of delay is considered too long and how often we can tolerate delays over the
limit. In Sec. 37.2.2 we went over a nested-delay approach that enables the MSC-to-
PPDN packet data link to have enough speed and capacity for each category of data de-
lay tolerance.

It is important to evaluate the mix of data services and to engineer the packet data
link so that each level of delay receives adequate QoS. The same half-second hiccup
that looks really lame on a real-time video link is unlikely to be noticed by a computer
user. And the 15-second pause that would annoy a Web surfer is not going to bother
somebody waiting for e-mail. Each level has its own requirements, and we can engineer
the packet data pipe to meet those individual requirement without buying more ca-
pacity than we need. Our ability to engineer QoS on packet pipes will grow as new stan-
dards and technologies for managing QoS on packet pipes and networks are deployed.

44.5 Conclusion

We add transport to our cellular network to keep up with growth and with changes in
usage of different types of service, and we modify our backhaul network to reduce cost;
these are routine, mundane activities, especially in parts of the world where the PSTN
provides a solid backbone. The routine nature of the work should not make us think
that the work is of low value; the opposite is true. Continually maintaining quality and
lowering cost is the basis for increased net revenue. This increases our network’s
growth potential both by providing financial resources for growth and also providing a
robust network that is easier to modify with new technology.
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Chapter

523

45
Regional Growth in a Specific Area

In our wireless planning analysis, we have written about meeting the demand. We traf-
fic engineered to meet the demand in Chap. 23, we located base stations to meet the
demand in Chap. 32, we planned base station equipment to meet the demand in Chap.
33, and we spent the rest of Part 7 designing the rest of the system to meet the demand.
In Chaps. 39 and 40 we discussed how to use system measurements and subscriber
feedback to measure the demand and to calculate the mix of services so that we could
design our wireless telephone system better and more cheaply to meet the demand.

The demand for our wireless telephone service is not a given fact of nature like the
weather. We can exercise some control over subscriber demand for wireless service to
reduce the cost of meeting that demand. We are already familiar with using different
rates for different times of day as a way of encouraging off-peak usage. In this chapter
we introduce the concept of choosing geographic locations for subscriber activity that
reduce the cost of meeting that demand. We will discuss the kinds of places where we
want the demand to be and how we can encourage our subscribers to be there when
they use the system.

The goal of this chapter is to show ways to increase net revenue most effectively by
getting more new subscribers who will use their cellular telephones in areas that can
support increased capacity inexpensively. Doing this requires a combination of engi-
neering capacity analysis, economic analysis, and market analysis.

There are a number of ideas that tie these disparate fields together:

■ New subscribers increase revenue. However, with most voice call packages operating pri-
marily on flat-fee usage, additional use of voice services by existing subscribers does not
increase revenue. On the other hand, selling additional minutes or vertical services, such
as data services, does bring revenue.

■ The key question is: Can we add new subscribers who will use their cellular telephones in
the areas where we can grow our networks inexpensively? People use their cellular tele-
phones wherever they are, especially when they are away from home, so location of resi-
dence is not necessarily a good predictor of location of use.

■ We can target services to the business market, the consumer market, or both, and we can
shift that balance in our marketing plan.

■ Marketing ourselves as a national service provider may be a barrier to marketing partic-
ular regions intensively.
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■ Marketing through franchises limits our flexibility in marketing by region.

We will begin by determining where to encourage demand. We will then discuss how
to target growth, returning to the issues discussed here.

45.1 Determining Where to Encourage Demand

Not all subscriber demand is equally expensive to serve. We certainly can calculate the
cost per unit usage of our wireless telephone system by dividing the entire cost of the
system by the total amount of usage. We can use a weighting scheme so that high-rate
data users are recognized as more expensive to serve than voice call subscribers. When
the total cost is divided up this way and assigned to each unit of usage, we call that
share the allocated cost of the usage. While an allocated-cost model gives a good insight
into the fair share of each user of a system, it misses a very important component of
system cost analysis, the concept that some usage is far more expensive to provide than
other usage.

What we want to get a handle on is the extra cost of serving a particular component
of the subscriber demand. We ask how much less the system would cost if we did not
serve some particular usage. That cost is the incremental cost of subscriber activity. An
incremental-cost model does a poor job of reflecting the total cost of a system, but it
does an excellent job of highlighting the demand that directly drives up total cost.

Peak-hour calls are the expensive calls for a cellular provider because it is the busy-
hour call volume that determines how much equipment we need. Roughly speaking, the
incremental cost of each busy-hour call is the total cost of the system divided by the to-
tal number of busy-hour calls.1 The rest of the calls at the other times have an incre-
mental cost of zero because the system is designed to have enough capacity for the peak
time.

The concepts of peak-time and off-peak usage in telephony go back to long before cel-
lular was invented. Most cellular service in the United States has a cost structure that
favors off-peak usage because the incremental cost of that usage is small.

However, we do not increase our revenue by getting users to use the off-peak min-
utes they have already paid for. Our goal would be to find people who would go counter
to the trend and tend to use their cell phones late at night and on weekends but not
much during the day. This might be hard to do.2

What is less obvious is that some geographic areas of service are costing the wireless
service provider far more than others, and we can market to potential subscribers who
will tend to use their cell phones in those areas. Just as we have high incremental costs
of peak-hour calling, we have high incremental costs of peak-area calling. While we
may or may not be inclined to have different rates for different areas, we can encour-
age growth in the areas that cost the least to serve.

524 Increasing Capacity

1Those who have a background in economics will please forgive this oversimplification. We are
ignoring the time value of money, the fact that equipment has a life cycle, or even the difference
between fixed costs and continuing costs. The point we are making here is simply that the frac-
tion of calls at the busy hour are the only calls with a significant incremental cost to the service
provider.

2We could consider a targeted campaign that aired during Buffy: Vampires, don’t get caught
without a cell phone.
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Mobile telephone service is particularly popular on major routes of travel. These
would include highways and commuter rail routes. Some of these routes go through ar-
eas where it is difficult to get base stations to provide adequate coverage. Sometimes it
is the lack of telephone transport or even available electrical power that makes it dif-
ficult to reach these areas. And sometimes it is that communities try to put noisy roads
and rails in sound-protected areas so that their residential neighbors do not have to lis-
ten to the noise. Those sound-protected areas are often well protected from radio sig-
nals as well.

We want to spend some effort figuring out where demand is cheap to serve. Those are
the areas where we want to promote subscriber demand so that we get a greater rev-
enue stream while paying less for it. This is the kind of engineering that makes finan-
cial investors very happy.3 The best areas to promote are those where we have excess
capacity in a base station that is already operating. The next best areas are those
where transport is cheap and easy to get. And the third best areas are those where we
have plenty of capacity in the mobile switching center (MSC).

45.1.1 Existing base stations

While we have been writing about base stations being installed for capacity expansion,
even a large and populous wireless telephone system has a lot of base stations whose
purpose is coverage. Without these base stations in the system, areas that are currently
green areas would have been red or yellow, as described in Sec. 40.2. Many of these cells
have only a subset of the total code division multple access (CDMA) carrier set because
there is not enough traffic volume to justify the entire set.

A one-CDMA-carrier base station is a prime candidate for low-cost growth. Adding a
carrier to a base station is typically less expensive than adding sectors and a lot less
expensive than adding new cells. And many of these one-carrier base stations are not
even using the full capacity of that one CDMA carrier.

Other base stations may be less extreme cases of underutilization, but they also rep-
resent an opportunity to increase their capacity at lower cost than cell splitting. These
base stations may not be using all the CDMA carriers, or they may be able to support
more sectors.

We want to encourage demand in these areas. As more subscribers use wireless ser-
vices in these places, the service provider earns more revenue without paying for more
equipment. This increase in revenue can be an opportunity to lower rates to a more
competitive level, or it can be a chance to make some profit on the enormous invest-
ment that a large CDMA system represents.

45.1.2 Existing transport backbone

Some areas have low-cost, readily available telephone transport. One of the major is-
sues in base station placement is installing adequate backhaul facilities. If we can find
base station locations where backhaul is cheap and easy, then these are good places to
put base stations.
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3We recall a Dilbert comic strip where the boss was enthusiastically promoting Project BIFF.
What did BIFF stand for? Big Improvements For Free. Well-targeted growth is the closest we can
come to Project BIFF in the wireless telephony world.
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The most obvious place for transport availability is a point of presence (POP) in the
public switched telephone network (PSTN). The transport backbone of the telephone
company usually has enormous resources at rates far lower than transport off the
backbone.

Another good opportunity for base station transport is a local cable television net-
work. Cable networks often have high-bandwidth wires running down every street in
a neighborhood and they often have bandwidth to spare at the low end of the spectrum
below the very high frequency (VHF) band. We might be able to use that bandwidth for
backhaul transport. While neighborhood locations may not be prime candidates for reg-
ular macrocell base stations, they may be ideal locations for microcells that cover a par-
ticular neighborhood for wireless service.

Major office complexes are another opportunity for readily available transport. Busi-
ness buildings today are built with plenty of telephone transport in anticipation of high
volumes of voice calls and high-speed data networks. We can put picocells in these
buildings and use some of that transport for wireless services inside the building.

An example of a marketing approach that could be linked to picocells would be an ef-
fort to get a large business with its own office building or a hospital or other organiza-
tion with a campus to sign an exclusive contract. We provide the company with dis-
counted rates, cellular telephones for all qualified employees, and a picocell at their
facility, and they pay for cellular telephones and service for several thousand employ-
ees. Companies that have merged recently are good candidates because they will be
looking to consolidate vendors and save money and because they will have many em-
ployees traveling to other facilities within the company. Giving every employee a cellu-
lar telephone is easier than trying to track each one down through the private branch
exchange (PBX).

These are areas where we want to encourage subscriber demand to grow because we
can add base stations in these locations without the burden of acquiring or building ad-
equate backhaul transport. We have discussed backhaul under the premise that we
have to find a way to get transport to base stations that follow subscriber demand. It
is often more cost-effective to find a way to get that demand to follow the transport op-
portunities we already have. However, we need to be careful when we do this. Contin-
uing with the example of adding a picocell for a major corporation, we may find our-
selves in trouble when all these employees head for home at five o’clock and get stuck
in the same traffic jam at peak time on our most overburdened cell. We should not turn
down the contract because of this problem, but we should not be blindsided by it either.

45.1.3 Existing MSC capacity

No matter how carefully we engineer a wireless telephone system, some of its MSCs
are busier than others. More specifically, some of the MSCs are closer to reaching their
capacity saturation limit, where they will run out of a critical resource. The MSCs with
extra capacity are better places to add base stations because they do not require the ad-
dition of a new MSC.

Encouraging growth in the regions with extra MSC capacity makes better use of the
existing MSC resources than adding subscribers in places where the MSC is near ca-
pacity limits. Even if we are buying more equipment for an existing MSC, this is still
a lot less expensive than installing a whole new switch. We should identify areas where
the MSC has a lot of extra capacity and encourage growth in these areas.
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45.2 Targeting Growth

In the preceding section we determined where growth of subscriber traffic can be
served at minimum cost. This is where we would like the system to add new sub-
scribers. A wireless service provider is in the business of making money by selling
wireless service. More subscribers buying more service should be good for business
no matter where they are located. It is the job of the engineering and planning staff to
ensure that the system is well engineered so that it continues to make money for its
owners while it grows to meet increased demand. We certainly do not intend to turn
away new subscribers because they are located in the wrong part of town.

We do have the option, however, of encouraging new business in the areas where it
costs us the least to serve that new business. We target growth in the preferred areas
by advertising, pricing, managing the mix of services, and maintaining a marketing
presence. The result of the analysis in this chapter is a regional growth plan that tar-
gets specific areas for new subscribers based on the economic efficiency of serving them.

45.2.1 Advertising

While we like to think of ourselves as cold, rational decision makers, the decision to buy
wireless service is often an impulse decision. People pass by a storefront that says
“CELLULAR” or “WIRELESS” in big letters, and they decide to sign up for service.

Some people have wireless service that they are just not happy with. It has high
blocking, calls are noisy and get dropped, and customer service is slow. These sub-
scribers often tolerate poor service until something stimulates them to change to an-
other wireless service provider. While the reasons to change may have been rational,
the change itself is an impulse decision.

Local advertising targets local subscribers. We can use billboard advertising in areas
where we want more subscribers to sign up. We can put more storefronts in the neigh-
borhoods where it costs us less to add capacity. We can even run telephone sales cam-
paigns selling service in areas where we want increased growth. Newspaper advertis-
ing allows specificity of location that television and radio do not.

We want to try to reach subscribers based on where they will use their cell phones.
A neighborhood advertising campaign should be aimed at people who will make calls
in the neighborhood. One approach is to market extra cellular telephones on family
plans in areas where schools and local malls have room for growth. This region-based
targeting should attract more local shoppers than commuters. On the other hand, if we
are trying to boost demand on the commuting route, a different targeting strategy
would be required.

45.2.2 Price promotions

We can do more than advertise usage where we want it to happen. We can promote us-
age by selling it for a lower price. It is like those gaudy commercials we have in the
United States, “We pass the savings on to you.”

By selling airtime for less in target areas, we encourage subscribers to use the ser-
vice in those areas. However, we also present a more attractive price, encouraging new
subscribers to sign up for service in those areas. In a highly competitive market for
wireless service, a small price difference can stimulate a lot of growth. Where this is
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true, we can use price differences to control geographic usage patterns. This will not be
feasible for some service providers who offer identical service nationwide. On the other
hand, it is excellent for service providers who have specifically sought regional or rural
licenses and have identified their companies with the area.

We are used to this kind of pricing pressure to encourage subscribers to use their
cell phones during off-peak times. Since all the cellular providers are likely to have
the same busy hour, there is little differentiation among them in time-of-day pricing.
However, not all wireless systems have the same geographic cost issues because their
cell layouts are different and their transport networks are different. Thus a mild price
incentive on the part of one provider for using wireless service in targeted areas may
produce significant increases in subscriber demand in those areas.

We can use a lower price to encourage usage in targeted areas. We also can use other
promotions similar to how we treat off-peak usage. We can give away free minutes as
part of a promotion, or we can sell minutes in targeted areas as part of a subscriber
package. In designing these packages, we can seek business or residential customers by
customizing the packages to offer services that meet different needs at acceptable prices.
Sometimes it is possible to charge a business substantially more money per month for a
service similar but not identical to residential service. For example, we might allow
more daytime minutes, or we might allow people in different households to share the
same plan at a surcharge. We also might be able to tie third-generation (3G) services,
wireless data, and multimedia service (MMS) into the promotion package.

45.2.3 Mix of services

The capacity of a 3G CDMA system is highly dependent on the mix of services. A CDMA
carrier may support hundreds of voice callers and only a few high-rate wireless data
users. We would hope that higher-usage services would be able to command an appro-
priately higher price in a competitive market. It is not always obvious which services
are using the most capacity resource.

Some services use more resources than others, but some of those resources are more
critical. A bursty data user may use the same number of bits as a lower-rate, steady-
stream data user, but maintaining enough spare capacity on the CDMA channel for high-
speed data bursts may displace more voice calls than the steady-stream user. The higher
variability of a bursty usage pattern reduces the capacity of the CDMA air interface.

Real-time video and Web surfers both use high bit rates, but the Web surfer may tol-
erate delays of a second or two that would be unacceptable in a real-time video call.
Thus, on a busy packet channel, the low-delay video caller may be displacing more
voice calls so that we can maintain the high packet rates necessary for low delay.

These high-rate services displace other revenue. How much revenue they displace
depends on the mix of services being used and the quality of service (QoS) we are try-
ing to provide. How much revenue they earn depends on the demand for these services
and the competition in the market.

High-rate 3G services cost the least to provide at off-peak times, of course, and in the
targeted areas. If we are going to promote 3G services, especially services that use a lot
of CDMA air-interface resources, then we would like to encourage that growth where
we already have capacity or where we can easily get backhaul transport.

We can control the mix of services through price promotions and product packages.
In Sec. 38.2 we discussed the problem of entering a market for new services. We ex-
plained that raising consumer interest in a new product often requires selling that

528 Increasing Capacity

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.

Regional Growth in a Specific Area



product very cheaply and making promises that are hard to keep in the long run. Here
is a case where we can promote a new service that costs us very little in a specific re-
gion by selling it cheaply in that region. As subscribers get used to using the new ser-
vices, they will want to use those same services in the more expensive areas and may
become comfortable paying a premium for those areas.

The plan for targeting specific regions based on the cost of capacity should take into
account the mix of services we are selling in those areas. The low cost of incremental
capacity may be an opportunity that we can use to promote 3G services in the sub-
scriber community. In marketing data services, it is particularly important to define
the different types of demand and peak-demand times created by business users and
consumers and the different rates each is willing to pay.

45.2.4 Marketing presence

People buy wireless service for many reasons. There are rational factors and there are
impulse factors in the selection of a wireless service provider. In the 3G wireless world,
not only are people deciding to buy wireless service, but they are also deciding what
specific voice, data, and other services to buy.

The big-picture view of the consumer purchase decision process is vendor recogni-
tion. People feel comfortable buying service from companies whose names they know
and associate with high quality.4 Price and availability of service are major concerns in
consumer selection. And advertising is often the catalyst that stimulates people into
taking action and buying the service they want to buy.

Marketing presence is related to reputation not only in the sense of good or bad rep-
utation but also in the sense of the association people make with the company. Dell
Computer Company offered personal computers that were as reliable as and price com-
petitive with IBM, Compaq, and Hewlett-Packard, but it took over a decade for Dell to
gain a reputation as a provider of personal computers for businesses rather than home
users. Dell succeeded in changing its reputation by establishing product lines that
solved business problems, such as repair cost. Companies can tailor their marketing
plans to change their image and get customers of a particular type well suited to cost-
effective network growth. As the cellular market begins to shift from a growth market
to a competitive market, we can expect to see this kind of image making. Service
providers will succeed by developing their networks and their image synergistically.

It is important to have market presence where we want to sell our product. This ap-
plies not only to the large service area of the wireless system but also to the specific ar-
eas that we can serve more cheaply. Superbowl advertisements on television are an ex-
ample of very broad-based advertising for a national market, whereas local television
commercials may have coverage comparable with that of our wireless telephone sys-
tem. Supermarket fliers, on the other hand, allow targeting of very specific areas. The
right mix of broad and narrow promotion gives a service provider control of the growth
of subscriber demand.

Since people often buy wireless service from a storefront sales office, we can position
these stores where we want the growth to occur. We may be limited in managing
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4We have to be a little careful because the association has to be in the same general area. May-
tag has a good reputation for dishwashers but might have a hard time selling computers. Xerox
had a tough time bringing its excellent reputation in photocopiers into the computer marketplace.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.

Regional Growth in a Specific Area



growth through storefronts if we sell largely through franchises rather than through
our own name-brand stores. Some franchises put restrictions on targeted marketing
opportunities in an effort to ensure fairness to all independent managers. As mentioned
earlier, we also must be cautious about nearby areas where our network is congested.
Selling lots of service to an underserved mall near several underserved new housing
developments sounds excellent. However, we may discover that the freeway from the
housing developments to the mall has high sound barriers and no access to electrical
power.

Business marketing also can be targeted. Small businesses in areas with extra base
station capacity can be offered special deals. Larger businesses in areas with extra
transport capacity are prime targets for picocells in their buildings that take advantage
of the capacity we have available.

A growth plan for a wireless telephone provider should take into account the pre-
ferred areas for growth and a marketing plan that generates demand in those areas. It
makes sense for engineering and marketing staffs to work together to do cost estimates
and growth studies so that the provider can make the most economical decision for both
supply and demand of its product.

45.3 Worldwide Marketing Plans

We have focused on competitive marketing plans for nations with well-developed cel-
lular service. However, it is appropriate to mention that the ideas discussed here are
equally valid anywhere in the world. In nations where cellular use is growing rapidly
and the transportation and power infrastructures are relatively poor, it is reasonable
to focus on developing mobile telephony urban service first.

However, this is not the only approach. Whether through wireless local loop or
through innovative marketing plans, we can explore the possibility of developing ser-
vices and marketing them synergistically as long as we take economic and cultural fac-
tors into account and seek to understand our potential subscribers and their needs.

45.4 Conclusion

We have moved far away from capacity engineering, but it is crucial to realize that com-
petitive success depends on cellular engineers being able to understand market and
economic issues and present technical cost considerations in the service provider’s
process of defining itself in the marketplace. Much of American business revenue over
the last 100 years has been based on an engineer’s new idea of what is possible joining
with a businessperson’s sense of what customers want. We may not be in a position to
invent the light bulb or the cellular telephone, but we are in a position to understand
the real relationship between what our system can do and what our potential sub-
scribers want. Closing this gap is the key to long-term success as the cellular telephony
market becomes increasingly competitive.
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Part

8
Modeling for CDMA

Theoretical models of how code division multiple access (CDMA)
subsystems should work allow us to build simulations to test ideas
about our systems. A simulation is a model of a real-world system
that can be used in an effort to predict what will happen in the real
world or to assist with troubleshooting problems on the real-world
system it models. In addition to simulations, we also can perform
analysis to solve problems. Each approach is effective in different
situations, as we will discuss here in Part 7, “Modeling for CDMA.”

In Chap. 46, “Business-Case Models,” we look at approaches to
estimating the cost of a cellular system plan and ways to estimate
revenue. Combining revenue estimates with cost estimates, we can
generate cost-benefit analyses, return-on-investment (ROI)
calculations, and other useful business analysis factors, such as
revenue per customer.

In Chap. 47, “Propagation Models,” we present four different types
of models that help us simulate coverage in CDMA cells: distance-
based models, terrain-based models, in-building models, and ray-
tracing models. In Chap. 48, “Subscriber Traffic Modeling,” we add
in our customers, the subscribers who use cellular services. This
addition allows us to create simulations of our planned and existing
cellular networks in use. We can run computer-based simulations
that will show us a picture of likely call usage, capacity
requirements, blocking rates, and capacity and quality problems on
our networks.
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Chapter

46
Business-Case Models

Business-case models are designed to validate investment choices. They model costs per
some functional element, such as time or number of subscribers. They allow us to compare
alternative systems and determine the cost per functional element for each one, permit-
ting us to make the choice most appropriate to the forecast of the demand for services. We
can then apply these cost models to our investment through return-on-investment (ROI)
models by calculating the expected income in relation to the cost investment.

46.1 Fixed and Variable Costs

The cost of something sounds basic and simple, but defining what a component costs as
part of a system can be very complicated. There are a lot of different contributions to
the cost of a system part—what we pay up front, what we pay over time, and what else
we have to pay for.

In general, we try to identify linear cost functions, how much something costs per
unit. The units may have dimensions of some number of things, some amount of time,
or something else. Sometimes we have to use estimation to get a linear function that
reflects our cost per unit.

46.1.1 Time

Most things we buy have a one-time cost, a purchase price. When we own equipment,
the purchase price is usually the largest component of the cost. Even a lease can have
a substantial cost at the beginning for equipment we have to buy or for some kind of
up-front service, an installation fee. This is consistent with our experience buying and
leasing consumer products. If I buy a car, then I pay the dealer a lot of money, and the
car is mine. I still have expenses associated with the car as I drive it, but the up-front
cost is major. Even if I lease the car, however, I still have to pay some one-time fees that
do not recur each month of the lease.

There is also a cost per unit time. Telephone transport is typically leased from a fa-
cilities provider, often the public switched telephone network (PSTN). We give them
the A-to-B routing and the size of the pipe, and they tell us how much to pay each
month if we want to lease the facilities. The payment continues as long as we have the
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equipment or the service. We can have leasing agreements that specify when we can
stop paying, but the payment is a linear time function, a cost per time for each item or
service.

This is not the same as a monthly payment on equipment we own. Even though we
are paying a certain amount per month in installment payments, we own the equip-
ment as an asset, and we carry an accounting liability on our books. The distinction be-
tween one-time and ongoing payments is not about cash-flow but about a truly differ-
ent relationship, buying something or leasing it.

The ongoing cost of a piece of equipment does include operating and maintaining it.
Lower power requirements or less frequent repairs can justify a higher price in the pur-
chase decision. Equipment life expectancy also fits into the equation because the cost of
more frequent replacement is also an ongoing cost of ownership. Cost components are
sometimes broken down into capital expense (CAPEX) and operating expense (OPEX).

How we compare up-front and ongoing costs depends on how we value money over
time. If our company has a lot of loans at 10 percent per year, then we can equate a
$1000 one-time cost with a $100 per year expense. Of course, the time value of money
is one of many factors affecting the comparison of one-time and ongoing costs. Other
factors are how much money we have on hand, how much we can borrow, and how
quickly loans have to be repaid.

The typical scenario for comparing up-front and ongoing costs is the decision to pur-
chase equipment or to lease it. In addition to the time-value issues of money, we also
have the time value of equipment and the element of risk associated with that. The ob-
vious risk is that something will break down and leave the owner responsible, but most
of our wireless telephone equipment is sophisticated enough to have service contracts
and maintenance schedules. The more subtle risk is that equipment will become obso-
lete, that a year or two from now there will be much less expensive alternatives that
provide the same or better service.

An example of an own-versus-lease decision is backhaul transport from a base sta-
tion to the mobile switching center (MSC). We can pay the monthly tariff for the re-
quired number of DS-1 or E-1 links for the packet pipe, or we can purchase the equip-
ment for a microwave link between the base station and the MSC. Of course, the cost
and feasibility of the microwave link depend on the height of the base station and the
terrain between the base station and the MSC. Once we determine that we can use a
microwave link, and once we determine the up-front cost of the microwave equipment
required, we can compare that one-time cost with the monthly tariff of leasing the
DS-1 or E-1 facilities over time. However, if DS-1 or E-1 lease rates drop, we may re-
gret our investment in the microwave link.

46.1.2 Equipment

The normal price of a piece of equipment is the price per unit item. We expect each am-
plifier to cost some amount, and we expect 20 amplifiers to cost twice as much as 10.
While evaluating the cost per unit of a piece of equipment, we should consider how
modular it is. A machine that does twice as much for less than twice the price may not
be a bargain if the smaller unit already meets our needs.1 A wireless telephone system
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1In the consumer arena, a shameful example of this kind of marketing is the selling of a 20-
minute long distance call for one dollar with no discount for shorter duration. Since most calls are
much shorter than 20 minutes, most calls have a far higher unit price per minute than the ad-
vertised 5 cents.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.

Business-Case Models



with hundreds of base stations may not offer the option of concentrating its equipment
into larger and more economical units.

Buying equipment often has a fixed cost as well. If we are buying amplifiers from one
vendor and decide to buy amplifiers from another vendor, then we may have to buy a
whole new suite of test equipment and train our repair staff on new procedures. These
costs are fixed costs of owning any amount of a product, no matter how little. To make
purchase decisions more complicated, the fixed cost of owning a line of equipment of-
ten depends on whether or not we already own equipment from a particular vendor.

We do not have to count every piece of equipment separately in a cost model. If every
antenna requires a cable and mounting equipment, then all of these can be lumped to-
gether in estimating cost. Whatever need made us buy an antenna is going to make us
buy all the associated equipment as well.

Another issue in evaluating equipment cost is the cost of multiple subcomponents. A
base stations is divided into sectors, and a sector may have several code division mul-
tiple access (CDMA) carriers. Depending on the level of detail we need, we can aggre-
gate some of the subcomponents

For example, an MSC handles 200 base stations, each base stations has three sec-
tors, and each sector has up to five carriers. When we are estimating the cost of a par-
ticular layout and deciding among several plans, we consider each of these separate
components and calculate the total cost of each plan.

If we are calculating the cost of the system at a high level, however, then we may add
up all the components of an entire cell and call that the base station cost. We can say
that each cell has three sectors, the average sector has four of the five carriers, and the
per-cell cost of the MSC is 1⁄200 of the total MSC cost. As we shall see in Sec. 46.2, this
level of aggregation gives us cost estimates per subscriber for financial planning, but it
does not give us the level of detail needed to compare two system plans.

Equipment has variable costs as well. Most equipment has time component of cost,
a monthly cost of operation and maintenance. Of course, each piece of equipment also
has a life cycle, time period after which we expect to replace it. A $3000 piece of equip-
ment with a 6-year life has a $500 per year cost associated with it for its periodic 
replacement.

And some equipment has a cost of usage. An antenna does not cost any more money
because we are using it for more wireless telephone calls, but an amplifier can use more
electricity and run up a power bill. While few components of a base station have a
usage-sensitive life expectancy, user terminals can wear out faster with increased use.
Even if the electronics last forever, the buttons on the keypad wear out with use.

46.1.3 Proportional-cost model

Another way we can simplify cost calculations is to distribute costs of shared equip-
ment proportionally. For example, if all the cells have three sectors, then we can take
the per-cell costs of a base station controller, tower, antennas, power, and building and
count one-third of that as a per-sector cost. This is a convenient way to combine costs
for a simpler calculation.

Let us take this example one step further. If the average sector has four CDMA car-
riers, then each carrier on a sector inherits one-quarter of the per-sector cost. If all the
carriers on one sector can share an antenna and power amplifier, then the per-carrier
cost includes one-quarter of the antenna and power amplifier cost.

Each layer in the equipment hierarchy inherits the proportional cost of shared equip-
ment at higher levels. Since a base station supports three sectors and a sector supports
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an average of four carriers, we can assign each carrier one-third of the per-sector cost
and one-twelfth of the per-cell cost because each cell in this example has 12 carriers.

We can extend this further up the equipment hierarchy to include the MSC cost as
well. If each MSC can serve 200 cells, then the per-cell cost includes 1⁄200 of the cost of
an MSC. If we carry this down to the sector level, then the per-cell cost of an MSC is
1⁄600 of the cost of the MSC.

And we can extend this further down the equipment hierarchy to the individual
channel level. If each cdmaOne carrier has 24 channel cards installed, then each of
these cards inherits 1⁄24 of the per-carrier cost, which includes a share of the per-sector,
per-cell, and per-MSC costs.

This is a good method for calculating average costs as long as the decision we are
making with it does not involve changing the ratios. If we are considering adding three-
sector cells to a system, then dividing the per-cell cost by three for each sector makes
sense. If, however, we are considering going from three to six sectors for some of the
cells, then we have to separate the per-cell and per-sector costs.

46.1.4 The postage-stamp model

Sometimes the proportional-cost model does not have enough detail. A base station re-
quires an MSC so that it can operate, but up to 200 base stations can share the same
MSC. If we deploy base station number 201 in our example, then we are going to buy
another MSC for the system. Thus, if the cost of one MSC is M, then we would like to
use a proportional-cost model and to say that the MSC cost per cell is M/200. However,
there is an offset factor, a fixed cost of MSCs, that is analogous to mailing letters.

When you mail a letter in most countries, there is some charge for the first unit of
weight, and then there is a subsequent charge for each unit above the first unit. Let us
assume a rate of 30 cents for the first ounce and 20 cents for each ounce beyond that.2

We can graph the postage charge as a function of weight as in Fig. 46.1. We pay the full
cost of each ounce even when we use only a fraction of that ounce.

Sometimes we can use a linear approximation of the postage function, as shown in Fig.
46.2. The diagonal line is a linear representation that smoothes out the step function of
the postage rate. The linear representation charges us 20 cents to mail a letter and 20
cents per ounce. If we have a collection of letters all the same weight, then we use the ex-
act step function to calculate the postage for them. However, if we have a collection of let-
ters of varying weight, then we can estimate the cost by weighing the entire pile and us-
ing 20 cents per letter plus 20 cents per ounce as a good estimate of the total postage cost.

If one MSC serves 200 base stations, then we can use a similar approximation for the
MSC cost of a growing system. The MSC cost step function is M for the first 200 cells
and M for each 200 cells after that. The linear approximation is M/2 plus M/200 for
each cell. In fact, the actual cost of an MSC increases with the number of cells it is serv-
ing, so the MSC cost function has steps that are rising up to the maximum of 200 cells.
Figure 46.3 shows this step function and its linear approximation.

This linear approximation to a step function is only useful when we are using multi-
ple steps. If we are planning a system that is never going to grow beyond a single MSC,
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2The United States Postal Service still uses ounces for weight, where 1 ounce is 28.3 grams. The
example is easier to follow with round numbers of 30 and 20 than with the actual rates of 37 and
23 cents in use as we are writing this book.
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then it does not make sense to use a linear approximation that takes multiple MSCs
into account. The linear function that makes sense for a single-MSC wireless telephone
system is the first step of the function in Fig. 46.3 with a higher fixed cost and lower
per-cell cost.

Another example is at a more detailed level of base station design. Suppose that a
base station manufacturer has a design in which a channel backplane in a base station
supports 32 channel cards and has a cost of B. The base station has to have one chan-
nel backplane, and it requires another one at 33 channel cards and another one after
that at 65 channel cards. We have a step function of channel backplane cost for a base
station. If base stations vary considerably in the number of channel cards, then it
makes sense to use the approximation that the channel backplane cost is a per-cell cost
of B/2 and a per-channel-card cost of B/32.

We can use the postage model and its linear approximation when there is a step-
function cost that we want to estimate over several steps.

46.2 Cost-per-Subscriber Models

We can put all this together to form a per-subscriber-cost model for a wireless telephone
system. This model is generic. The different CDMA air interfaces have different capac-
ities, and vendors vary in their equipment architectures. Thus the most we can hope to
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accomplish here is to provide an illustrative example of the cost-calculation process. In
this example we are calculating the cost per subscriber so that our financial backers can
feel comfortable with the money they are investing in our wireless telephone system.

Let us start by considering a cdmaOne system with five carriers, as summarized in
Table 46.1. All costs are in U.S. dollars. We will go through each level of the hierarchy.
A full-blown cost study would include operations, administration, and maintenance
(OA&M), along with a more complete and detailed list of equipment components at
each level.

We start with the subscriber who has a user terminal. The cdmaOne user terminal is
a mobile telephone that costs about $300.3 Each subscriber generates 0.02 erlang of peak-
time demand. In other words, the busy-hour load is 0.02 times the number of subscribers.

Each equipped channel has a $200 channel card plugged into a $1600 channel back-
plane that has enough slots for 32 channel cards. In our example, each DS-1 of back-
haul transport can carry 100 voice calls. To our investors, the average tariff rate $200
per month for a backhaul DS-1 is worth $40,000 in up-front money. We are using the
postage-stamp model described earlier to add 1⁄32 of a channel backplane and 1⁄100 of back-
haul DS-1 to the cost of a channel card. These are marked with (P) in Table 46.1.

538 Modeling for CDMA

90

80

70

60

50

40

30

20

10

1 2 3 4

Cents

Ounces

Figure 46.2 Linear approximation of postage function.

3The subscriber probably sees a much lower price for the mobile telephone. This is so because
much of the cost of the user terminal is built into the monthly rate.
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We are going to equip each carrier of each sector with 24 voice channels. With an av-
erage load on neighboring cells and sectors, the cdmaOne carrier supports about 21
users, but we will keep three extra channels to carry more traffic when neighbors are
more lightly loaded. We are engineering our system for a busy-hour blocking rate of be-
tween 2 and 5 percent, high enough to serve 19 erlangs of busy-hour demand. This
means that each equipped channel can serve 40 subscribers and that each cdmaOne
carrier with 24 equipped channels can serve 960 subscribers.

Each equipped carrier has a low-power combiner that costs $3600. Our base station
design allows us to use one big power amplifier and one set of antennas for all the car-
riers serving one sector. The low-power combiner adds up all the modulated signals
from the channel cards and sends the combined signal to the power amplifier for the
forward direction.

Our wireless telephone system has five cdmaOne carriers, but not all cells have all
five carriers. In our example, the average number of carriers per sector is four. Thus
each sector serves four carriers at 960 subscribers per carrier, which works out to 3840
subscribers per sector.

Each equipped sector has the full array of radio equipment. The three antennas, one
transmit and two receive, are $3000 each; there are $2000 worth of cables and connec-
tors; and the power amplifier is $13,000. Each sector also gets charged for half a chan-
nel backplane using the postage-stamp model because each sector has to have a chan-
nel backplane for each 32 channel cards. The half a backplane is marked with (P) in
Table 46.1.
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In our example, all the cells have three sectors. Thus each cell serves three sectors
at 3840 subscribers per sector, for a total of 11,520 subscribers per cell.

The per-cell costs are the big-ticket items: the $25,000 power supply, the $50,000
base station controller, $120,000 for a building and climate control, and $40,000 for the
radio tower. We also have the postage-stamp component, marked with a (P) in Table
46.1, for the backhaul DS-1 that every cell requires.

Our MSC costs $5,000,000 for a switch with enough capacity for 200 cells. In this ex-
ample, the MSC is modular enough that the fixed-cost component is insignificant, so an
MSC equipped for 100 cells is half the price, $2,500,000.

The grand total of this analysis comes to $349.46 per subscriber, 86 percent of which
is the user terminal. We can consider just the system cost of $49.46 per subscriber and
realize that this cost-per-subscriber estimate depends heavily on the assumption that
each subscriber uses 0.02 erlang during the busy hour. If our subscribers are signifi-
cantly more or less active than this, then the system cost per subscriber will change in
proportion to their busy-hour usage.

In this example we dealt only with the fixed cost of equipment. We aggregated the
monthly costs of backhaul transport and ignored the other repeating costs, such as
OA&M and equipment replacement. In a more complete cost analysis, we would con-
sider the initial expense for equipment and the continuing costs as separate items.

In the third-generation (3G) environment there is a large selection of services, and
there is a cost per subscriber for each of them. We would like a cost per subscriber for
each service. As described in Sec. 45.1, we can compute an allocated cost, the fair share
of system cost per subscriber, or an incremental cost, the extra system cost for each sub-
scriber added. The incremental cost is very important for marketing decisions about
what services to promote.
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TABLE 46.1 CDMA Component Costs

Cost per subscriber summary

Item Ratio Cost Per Subscriber

Per-subscriber costs
User terminal 50 subscribers/erlang $    300.00 $300.00

Per-channel costs 0.8 erlangs/channel
Channel card 200.00 5.00
1/32 channel backplane (P) 1600.00 1.25
1/100 backhaul DS-1 (P) 40000.00 10.00

Per-carrier costs 24 channels/carrier
Low-power combiners 3600.00 3.75

Per-sector costs 4 carriers/sector
Three antennas 9000.00 2.34
Cable and connectors 2000.00 0.52
Power amplifier 13000.00 3.39
1/2 channel backplane (P) 1600.00 0.21

Per-cell costs 3 sectors/cell
Power supply 25000.00 2.17
Base station controller 50000.00 4.34
Building and climate control 120000.00 10.42
Tower 40000.00 3.47
1/2 backhaul DS-1 (P) 10000.00 0.43

Per-MSC costs 200 cells/MSC
Maximum-configuration MSC 5000000.00 2.17
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46.3 Return-on-Investment (ROI) Models

Cost per subscriber, even with a time analysis, is only half the money equation. We
want to make sure that our system is earning its keep, and this means that we need to
analyze the relationship between revenue and cost. In particular, we want to ensure
that the revenue is more than the cost.

Investors in any business venture, and wireless telephony is no exception, want a
positive return on their investment. In particular, investors have a time horizon dur-
ing which they want to see that positive return. The time window for a positive return
on invested capital depends, in general, on the risks involved in the investment and, in
particular, on the specific industry.

Let us consider the preceding example, where our investment in the wireless tele-
phone service is $349.46 per subscriber. This includes the user terminal, channels, car-
riers, sectors, cells, and switches.

Let us suppose that the subscribers in this system are paying an average rate of $20
per month. For this discussion, we really do not care if they are paying a flat $20 per
month or they are paying $10 per month and another $10 for busy-hour air-time
charges and other services.

If we take a simple ratio of system cost and monthly revenue per subscriber, then we
get $349.46 divided by $20 per month, and we see a payback period of 17 and a half
months. If investors in our example want to see their money back in a year and a half,
then this study shows that we will make it with almost two weeks to spare.

We know that equipment has continuing expenses associated with it even after it is
paid for. For this example, let us assume that the ongoing cost of the equipment is 10
percent of its purchase price per year. For the user terminals, the ongoing expense con-
sists of mobile telephones breaking down or being lost under the provider’s warranty.
For the system equipment, the ongoing expense is regular maintenance. Adding 10 per-
cent per year, $2.85 per subscriber month, to the cost side of the equation pushes the
breakeven point to 20 months and 11 days.

Another cost on the balance sheet is the cost of growth. As subscriber demand in-
creases, a wireless service provider typically will add equipment to satisfy that de-
mand. This creates more revenue than not serving the demand, but it does mean
spending more money to expand the capacity of the system.

Since the cost of a wireless telephone system has a large up-front component with
continuing expenses after that, we are counting on the revenue stream to catch up with
the cost. Investors are counting on having their up-front cost paid back not too long af-
ter the system is running. Once the payback period has passed, the revenue stream
continues, and the costs, we hope, continue to be significantly less. This leaves the
wireless telephone system operating with a profitable revenue stream.

It is not enough for a system simply to repay the up-front cost. It has to earn a suf-
ficient rate of return; it has to pay interest to its investors. The wireless system pay-
back has to be enough to make it a worthwhile investment.

The measure of success of a financial investment is its return on investment (ROI),
the interest rate it pays. We select a time window, calculate the costs and the revenue,
and determine the rate of return the wireless telephone system earns during that time.
We should compare the ROI of our system with other financial opportunities because
we can be sure that our investors will be making such comparisons.

Once the initial capital outlay has been made, there is typically a period of time
where equipment is new and requires less repair and replacement than it does in the
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long term. Initial low repair costs make the payback period shorter, a good thing for in-
vestor confidence.

As demand for wireless service grows, we want to grow our system to serve the de-
mand. This is good for business in the future because we are configuring the wireless
telephone system to earn the most revenue from the subscriber demand opportunity.
Paying for a growing system, however, makes the paypack period longer and makes the
ROI figures less favorable for short-term gain. If we continue to grow our system, then
we continue to spend money on new equipment. The new equipment eventually will
earn revenue, but that revenue is used to pay for even more new equipment as growth
continues.

In the early days of Advanced Mobile Phone System (AMPS) cellular, service
providers were caught by surprise by the astonishing growth rate of cellular and had
growing concerns about the continuously increasing costs, whose revenue was contin-
uously being consumed to provide for yet more growth.

Wireless service providers faced with growth in subscriber demand have to make a
decision about how to manage their costs and revenues. Paying for growth without re-
alizing a profit is tough on investors. On the other hand, making a profit-taking deci-
sion to spend less on equipment and not to satisfy all the demand rubs engineers the
wrong way. However, deciding how to manage costs during extended periods of rapid
growth is a good problem to have.

46.4 Conclusion

As the market for CDMA services continues to evolve, business models will need to be
adapted. Subscriber growth is slowing, and the increased churn and the ups and downs
of a competitive market need to be taken into account. Multiple service offerings compete
for the same air-interface resources. Each offers a different rate of return and has a dif-
ferent and as yet unknown popularity with subscribers. Business and engineering teams
are most likely to succeed if they cooperate closely with one another to determine the best
investment of available funds in the relative growth of different service offerings.
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47
Propagation Models

Modeling propagation allows us to plan locations and design of our base stations for
better cell coverage with less interference. The basic approaches to modeling and im-
plementing code division multiple access (CDMA) cells contain some interesting con-
trasts from methods used for conventional-reuse systems. The problems that arise are
not the same. There are different models of radio propagation, each requiring different
inputs. The best model for our system depends on a number of factors, such as the type
of terrain over which we are providing coverage and the size of the cells.

47.1 CDMA Issues and Challenges

As students of CDMA, we can scoff at the trials and toils of those who manage
conventional-reuse systems with their intricate channel-set-reuse paradigms and the
complexities involved with multiple cell sizes. While they pore over their “most likely
interferer” maps trying to track down a problem in North Lake caused by too strong a
signal across town in Springfield, we sit quietly knowing that our N � 1 CDMA system
has no channel assignment issues and balances power second by second.

As students of capacity, we might be smug about the coverage problems of initial sys-
tem configurations. It is the ability to add subscribers to an existing system at mini-
mum cost that excites the growth planner. Getting the wireless telephone radio signal
to the millionaires in Sweetwood Canyon is something they better do right in early de-
ployment because those people are the corporate executives who decide which wireless
carriers are getting the big contracts.

However, before we get too comfortable, as students of CDMA capacity, we have a few
issues and challenges of our own. The conventional-reuse channel sets with their distant
cochannel interferers protect us from the immediate threat of interference from neigh-
boring cells and sectors. In a CDMA call, about half the interference comes from same-
sector calls, and about half comes from immediate neighboring sectors and cells. We are
being a bit loose here because “about half” could be anywhere from one-quarter to three-
quarters, but the important point is that little interference is coming from anywhere else.
A large area of nearly equal radio signal path gain to four or more cell sectors is a CDMA
capacity nightmare. Thus our conventional-reuse friends can relax while we worry about
the intricacies of the radio environment at cell boundaries that concern them far less.
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In conventional reuse, capacity planning is an issue for mature systems with a lot of
cells. During the early stages, there are plenty of radio channels to spread around the
few cells being constructed. The distinction between coverage and capacity engineering
is not so clear-cut in CDMA. Weak signal paths in CDMA lead not always to poor calls
but often to low capacity. The link budget of a CDMA carrier that could carry 60 calls
under ideal circumstances can be used up by a single call with low enough path gain.
Since poor coverage is a capacity-limiting phenomenon, even the early stage of CDMA
system development is a capacity engineering phase.

We also would point out that those people who engineer conventional reuse and those
people who design initial system layouts come from the same community of wireless
telephony engineers as long-term CDMA capacity planners. We should not be too sur-
prised if “those people” turned out to be us.

What is our point? That the automatic radio reuse and automatic power control of
CDMA may make our lives easier in some important ways, but we still had better learn
about radio propagation models and how to use them if we want our CDMA systems to
carry the quantity of calls the financial planners promised the investors who ultimately
pay us.

47.2 Variation in Radio Propagation

The cellular principle depends on radio path gain decreasing considerably as a cellular
telephone gets further away from a base station. This is true for the most part, but real-
world radio has some surprises.

Terrain has a dramatic effect on radio propagation. Higher-frequency radio waves
are less likely to find their way around hilltops into the valleys beyond. And increasing
demand creates increasing pressure to move wireless telephony into higher frequen-
cies. The 900-MHz band was bold in 1977, whereas 1800 MHz is routine for cellular
service in 2002. Cellular engineers, who had to pay some attention to orography1 in
planning Advanced Mobile Phone System (AMPS) networks, are faced with more seri-
ous engineering challenges in hilly terrain and at higher frequencies.

The less obvious impairment is the texture of the ground. Pavement is highly reflec-
tive, whereas shrubbery is not. Big leafy trees not only impair microwave transmission,
but their impairment is seasonal.

Weather is less of an issue for us wireless telephone folks than it is for higher-
frequency microwave engineers. The rain factor at 30 GHz is serious, several decibels
at a typical cell radius of 5 km (3 miles), but down at 2 or 3 GHz, we can save our worry
for other issues.

Buildings create three kinds of radio degradation:

■ They create radio shadows when the base station and user terminal are on opposite sides.

■ Their vertical reflective surfaces create alternative radio paths and add to the multipath
propagation problem.

■ Subscribers inside a building have walls, windows, wiring, and other impairments, and
they still want to use their wireless telephones.
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1Orography is the fancy scientific term for hills and mountains.
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The urban environment is hostile to wireless telephony, again in three major ways:

■ Urban structures create regions of considerably lower path gain (more path loss from
more obstructions) than is typical in more rural areas.

■ The urban environment subjects the radio link to more variation and more rapid varia-
tion.

■ The multipath component of the radio path is greater because of building surfaces, broad,
smooth streets, and metal vehicles on those streets.

Regions of low path gain are an obvious concern. In conventional reuse, low path gain
means lousy call quality (“Hello? Hello? Are you still there?”). The CDMA power-
control algorithm spreads the ill-effects of a weak radio path onto the calls for an en-
tire sector. The signal weakens while thermal noise and interference from other sources
stay the same, power-up messages are sent, and the transmit power increases in both
directions. This creates more interference to other CDMA calls, and their power levels
have to increase, too. Let us assure readers that this is not a runaway power increase;
the system soon reaches a new equilibrium with higher power levels all around. Of
course, if the path impairment is large enough, then there may not be enough power to
compensate, and some calls can be lost.

The increase in variability is more subtle. In conventional reuse and in spread spec-
trum, we rely on the radio signal path decreasing as distance increases. The greater the
“random” component of path gain, the less we can rely on distance to discriminate be-
tween near and far signals.2 This means not only that are cell boundaries fuzzy but also
that cells can even have noncontiguous components, little pockets of isolated real es-
tate in their service areas.

The CDMA equations in Eq. (28.17) tell us that the amount of radio resource con-
sumed by a radio link is 1.0 for the serving cell sector plus the path gain ratios to other
sectors. Highly variable and irregular radio paths contribute to the off-diagonal cross
terms in these equations and contribute to other-cell-sector interference.

The variation in urban radio paths is not just greater but more rapid. A suburban
subscriber walking in a shopping mall does not have the rapid signal fluctuations of a
city subscriber coming around the corner and out from behind a building’s radio
shadow. This keeps both power-control and handoff processes busy, and the service
provider has to leave larger performance margins for the same overall performance
level.

With hundreds of power adjustments each second, it is tempting to think of CDMA
power control as some kind of iron control of received power, but this is not the case. It
takes a few tenths of a second for power control to compensate for a large signal path
change. CDMA service providers have to leave some margin for out-of-balance received
power levels from imperfect power control, and areas with larger and more rapid vari-
ation require greater margins.

The urban environment also has many smooth surfaces, paved roads, and building
faces, creating more radio paths with less attenuation. As we discussed in Sec. 8.4, the
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2These extra components are not truly random at all, but they are independent of distance. This
makes them “random” from this point of view. Just as one call’s signal is another call’s interfer-
ence, one mathematical model’s subject matter is another model’s random variation. A distance-
propagation model sees urban effects as “random.”
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CDMA rake filter mitigates much of the multipath damage, but we are considerably
better off with only one radio path than with multiple paths and a rake filter, even if
the rake filter is doing a perfect job. When the delay-spread picture changes rapidly,
the rake filter has to work hard to keep up, and multipath takes a greater toll.

Calls inside office buildings aggravate all these factors. Walls and windows create
rapid changes in the radio path, both in intensity and in multiplicity. Inadequate facil-
ities based on optimistic estimates lead to high blocking, lost calls, and poor voice qual-
ity. The mad scramble to repair the damage by adding sectors and cells leads to blame,
finger pointing, and recrimination between the engineers and the financial planners. A
realistic plan will take these factors into account so that there are few surprises later
on. Good tools help us form a realistic plan.

47.3 Distance Models

Back in Sec. 1.7 we discussed the inverse fourth power propagation rule. Radio in free
space decreases in power with the square (second power) of distance, but radio on the
surface of the earth decreases at a faster rate than this.3 Based on measurements made
around 1973, Bell Telephone Laboratories estimated an exponent of 3.84, which we feel
can be rounded off safely to the fourth power in Eq. (47.1):

p � �
r
�
4� (47.1)

This was for one frequency, 900 MHz, in one city, Philadelphia. This formula is ade-
quate for some cellular planning, but the next level of sophistication is specific to fre-
quency and environment.

47.3.1 The Hata-Okumura model

The next level of sophistication in distance models is the Hata-Okumura model, de-
rived from measurements in Tokyo. These estimates are a closer fit to measured data
than the simpler inverse fourth power rule.

The Hata-Okumura model divides the radio environment into “large city,” “medium-
small city,” “suburban,” and “open.”4

The basic Hata-Okumura formula is Eq. (47.2):

L0 � 69.55 � 26.16 log f � 13.82 log hb � a(hm) � (44.9 � 6.55 log hb) log r (47.2)
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3This is good news for cellular radio because the decrease of radio power with distance is what
discriminates between the nearby signal cell and the more distant interfering cells.

4It has been pointed out that the building types in Tokyo are different enough from those in the
United States that the model is less valid here. Our suburban areas are somewhere between Oku-
mura’s suburban and open areas, and Okumura’s suburbs are like our metropolitan areas with
large groups of row houses.
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where L � path loss in decibels
f � carrier frequency in megahertz

hb � base station height in meters
hm � mobile telephone height in meters

r � distance between them in kilometers

All the logarithms are base 10. L0 is the radio path loss in decibels from the base sta-
tion to the mobile telephone. In the large-city environment,5

alarge (hm) � 8.29(log 1.54hm)2 � 1.1 for f � 200 MHz

alarge (hm) � 3.2(log 11.75hm)2 � 4.97 for f � 400 MHz

and elsewhere

a(hm) � (1.1 log f � 0.7)hm � (1.56 log f � 0.8)

There are also correction terms for suburban and open environments. The Hata-
Okumura equations for four environments are shown in Eq. (47.3):

Llarge city � L0

Lmedium-small city � L0

Lsuburban � L0 � 2[log( f/28)]2 � 5.4
(47.3)

Lopen � L0 � 4.78(log f)2 � 18.33 log f � 40.94

■ The frequency range for f is 150 to 1500 MHz.

■ The base station height hb is from 30 to 200 m.

■ The mobile telephone height hm is 1 to 10 m.

■ The distance r is 1 to 20 km.

These ranges are neither guarantees of validity nor absolute boundaries. The model
will be valid to the extent that your neighborhood looks like the parts of Tokyo where
these measurements were taken. And these predictions are not instantly useless at
1501 MHz. Using this model at 1800 MHz, for example, will be less valid than using it
at 900 MHz, but it may be better than a simple inverse fourth law rule.

This is a statistical-fit model. The various terms and coefficients chosen here do not
represent components of radio signal path reality. We tend to prefer models where each
term represents some physical aspect or relationship, but the Hata-Okumura model is
not such a formula. It represents a good mathematical estimate of a great deal of dili-
gent measurement effort and should be taken and used in this light. For example, we
would be pleasantly surprised if the term log2 ( f/28) represents some component of the
radio signal path process. It is simply a term in a statistical formula fit.
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5The astute reader will notice that there is a gap in the large-city model from 200 to 400 MHz.
This is not a typographic error; rather, this model “does not know what to do” around 300 MHz in
large cities.
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47.3.2 The Walfisch-Ikegami model

The next level of radio signal path model sophistication is the Walfisch-Ikegami model,
often called the COST 231 model.6 This model takes into account several factors not in-
cluded in the Hata-Okumura model.

The path loss is broken up into three components:

Lf � the free-space loss in decibels

Lrts � the rooftop-to-street diffraction and scatter loss in decibels

Lms � multiscreen loss in decibels.

The average path loss in decibels L is the total in Eq. (47.4):

L � Lf � Lrts � Lms (47.4)

or L � Lf when Lrts � Lms � 0

The free-space loss is the easiest, the inverse-square rule with a frequency compo-
nent:

Lf � 32.4 � 20 log r � 20 log f (47.5)

where r � distance in kilometers
f � carrier frequency in megahertz

This equation has a physical reality associated with it. The 20 log r term is the inverse
square of distance, the 20 log f is an inverse-square rule in terms of frequency, and the
32.4 is the constant term that scales the result. In free space, we already know that
twice as far means four times the path loss, and this formula tells us that twice the fre-
quency also means four times the path loss.

The rooftop-to-street diffraction component Lrts adds the mobile telephone environ-
ment to the radio path loss, as shown in Fig. 47.1.

Lrts � �16.9 � 10 log W � 10 log f � 20 log �hm � L0 (47.6)

where W � street width in meters
�hm � hr � hm

hm � mobile telephone height in meters
hr � rooftop height in meters

The L0 term describes the effect of the radio path orientation relative to the street, as
shown in Fig. 47.2.
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6COST is the European Cooperation in the field of Scientific and Technical Research (COpera-
tion europiénne dans le domaine de la recherche Scientifique et Technique), which has several
committees. Their Committee 231 finished its work in land mobile radio communications on April
4, 1996. The Walfisch-Ikegami model is the result of one of their studies.
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L0 � �9.646 30 � 	 � 35

L0 � 2.5 � 0.0075(	 � 35) 35 � 	 � 55 (47.7)

L0 � 4 � 0.0014(	 � 55) 55 � 	 � 90

where 	 is the incident angle in degrees relative to the street.

The multiscreen loss adds the base station and path environments to the total radio
path loss, as shown in Fig. 47.1.
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Figure 47.1 Side view of environment for Walfisch-Ikegami model.
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Figure 47.2 Top view of environment for Walfisch-Ikegami model.
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Lms � Lbsh � ka � kd log r � kf log f � 9 log b (47.8)

where b � distance between buildings along radio path
Lbsh � �18 log(1 � �hb), hb 
 hr

Lbsh � 0, hb � hr

ka � 54, hb 
 hr

ka � 54 � 0.8hb, r � 0.5, hb � hr

ka � 54.0 � 1.6�hbr, r � 0.5, hb � hr

kd � 18, hb � hr

kd � 18 � (15�hb/�hm), hb � hr

kf � 4 � 0.7( f/925 � 1), midsized city, moderate tree density
kf � 4 � 1.5( f/925 � 1), metropolitan center

Note that two terms, Lbsh and ka, increase path loss with lower base station antenna
heights.

■ The frequency range for f is 800 to 2000 MHz.

■ The base station height hb is from 4 to 50 m.

■ The mobile telephone height hm is from 1 to 3 m.

■ The distance r is 0.02 to 5 km.

As with the Hata-Okumura model, these ranges are not absolute barriers, nor are
they guarantees of accuracy. If one does not have actual measurements of all the input
parameters, then the following default values can be used:

■ Base station height hb, 20 to 50 m

■ Street width W, half the base station height

■ Street angle 	, 90 degrees

■ Roof height hr, 3 m per floor plus 3 m if the roof is pitched

The Walfisch-Ikegami model takes rooftop heights, street width, and street orienta-
tion into account, factors not included in the Hata-Okumura model. This makes it a
more detailed model but not necessarily a better model. If the extra input parameters
are available, then the more detailed model should give more precise forecasts and al-
low the engineer to see differences that the less detailed model might miss.7

As an example of the modeling differences, consider a fairly spread out suburban
neighborhood compared with a concentrated city center. In the suburban neighborhood,
with winding streets, low houses, and high base station towers, the Hata-Okumura
model might do just fine. In city center, on the other hand, it could become very im-
portant which radio paths go right down the road and which ones are at a 45-degree
angle to the block pattern.
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7The difference between accuracy and precision becomes important when discussing mathe-
matical models. Let us summarize the difference this way: A model is accurate when it gets some-
thing close to the right answer, and a model is precise when it shows differences correctly. We are
relying on model accuracy when we want absolute radio path gain, and we are relying on preci-
sion when we explore the effect of environmental changes on the signal path.
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The Hata-Okumura model tends to predict lower path losses than the Walfisch-
Ikegami model. There are several parameters in Walfisch-Ikegami that are not in
Hata-Okumura, and making different assumptions about these parameters affects the
relative values of the two models. Comparing two models with such different levels of
input-data detail is tricky for precisely this reason.

The measurements made in developing the Hata-Okumura model were made under
conditions in and around Tokyo that are, in some sense, internal assumptions in the
model. The Walfisch-Ikegami model specifies these parameters explicitly. Thus we can
think of the distribution of these conditions as the parameter assumptions for street
orientations and rooftop heights in the Hata-Okumura model.

The good news for us CDMA growth planners is that the absolute path gain levels
are less important than the relative levels. It sounds cavalier to wave away what might
be a 15-dB difference between two propagation models, but most of the CDMA capac-
ity issues involve small cells where user terminals have high path gains (low path
losses) between themselves and their base stations. As a wireless telephone system
grows denser, the cells get smaller, the serving radius gets smaller, and the path gains
get larger. The CDMA equations in Sec. 28.1 make it clear that the relative path gains
between user terminals and base stations determine the capacity of a CDMA system.
It is good for CDMA capacity when each serving area has one cell sector with much
higher path gain than the others, and it is bad when there are large areas of nearly
equal radio path gains. The absolute levels of these path gains become less important
as the system grows.

47.4 Terrain-Based Models

The Hata-Okumura and Walfisch-Ikegami models are excellent propagation models
that depend on the distance from the user terminal to the base station. The next level
of refinement is to add terrain data so that we can form path-elevation contours to pre-
dict radio propagation.

We divide the service area into small regions called bins. These are laid out in a rec-
tangular (x, y) grid. The terrain database starts with an elevation, typically height
above sea level, for each (x, y) bin. Some terrain databases have more detail, including
the vegetation and building density (what the weather radar reports sometimes call
“ground clutter”), in addition to the altitude. Once we have the bins laid out, we estab-
lish the locations of the base stations we are studying. We need not only their (x, y) co-
ordinates on the grid but also their heights, so we have three-dimensional (x, y, z) co-
ordinates for each base station antenna set. The combination of (x, y) bins and base
station locations is shown in Fig. 47.3.

The terrain database contains a lot of information. Smaller bins give greater preci-
sion in propagation studies, but a smaller bin size means a lot more bin data. Consider
a service area that is 100 km by 100 km, a typical U.S. urban area and its suburbs. If
we use a fairly course bin size of 200 m, then we have to keep track of 250,000 eleva-
tion values. This is not a large database by computer memory standards, but it can be
a large amount of elevation data to obtain. If we move to a finer grid of 50 m, then we
have 4,000,000 bins.

Elevation data are comparatively easy to get in the United States, where we have the
U.S. National Geological Survey (USGS). The USGS has a complete digitized record of
elevation data for the entire United States. Worldwide, terrain elevation data can be
harder to get. Some governments are concerned about letting private companies have
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access to their (x, y) altitude data for reasons of national security. For those countries,
we sometimes have to resort to satellite imagery to construct a three-dimensional pic-
ture of a wireless telephone service area.

For each (x, y) bin, we generate a path to each base station, as shown in Fig. 47.4. Each
of these paths represents a radio path between a base station and a bin. Once we under-
stand the radio conditions from every base station to every bin, we can begin to analyze
the propagation of the system as a whole, including its terrain environment. Each bin
represents a possible place for a user terminal to be on a wireless telephone call.

Each of these terrain profiles is constructed using the elevations of the bins between
the base station location and the (x, y) bin being studied. An example of a radio path
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Figure 47.3 Dividing the service area into (x, y) bins.
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Figure 47.4 Each bin has a radio path to each base station.
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over a terrain profile is shown in Fig. 47.5. Each bin represents a piece of the service
area where a user terminal could be engaged in a wireless telephone call. Thus we have
to choose a realistic height for each bin as an end point of a call radio path.

Once we form the geometric radio path over hills and through valleys, we need to cal-
culate the radio signal path gain between the base station and a user terminal in the bin.
We treat the hilltops as knife-edge diffraction points and use rules of propagation to de-
termine the signal path gain. The loss at each hilltop is based on radio frequency and the
angle of the path change over the hilltop. If we have information about vegetation or den-
sity of buildings, then that information also goes into the propagation model.

The terrain-based propagation calculation is done for each base station. Sector plans
come later because all the antenna faces are within a few meters of each other. If the
antennas faces are mounted at different heights for some reason, then their propaga-
tion would have to be calculated separately.

The result of a terrain-based propagation model is a calculation for each base station for
each bin. The full-blown propagation database can be very large if every bin has a path
gain value stored for every base station. Storage space can be saved by realizing that there
is a range beyond which the radio contribution of a base station is insignificant.

47.5 In-Building Models

The terrain-based models described earlier work well for open space but are not help-
ful when an entire subscriber community is entirely within one building in one (x, y)
bin. Adding the third dimension of height to create (x, y, z) bins is not going to address
the radio propagation issues of a single, large office building. When considering one or
more picocells in a building, we need to model the radio propagation within the build-
ing structure.8

For each area we want to serve, we can do a direct ray calculation from the picocell an-
tenna to the user terminal location. We draw the straight-line radio path and calculate
the attenuation of whatever walls and floors are between the picocell and user terminal.

Normal office building floors start at 10 dB of attenuation for floors of concrete and
ceilings of acoustic tile with pipes above. If there are steel panels between the ceiling
and the floor, then the attenuation may be much greater. The choice of office furniture
makes a difference in the radio path gain between floors of an office building.
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8We are going to give a brief overview of in-building and ray-tracing propagation models. For a
much more involved description of these models and other radio propagation issues, we direct the
reader to Bertoni (2000).
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Figure 47.5 Radio path over terrain.
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Attenuation of a radio signal through a wall depends on the radio frequency, the ma-
terials used in the wall, and the furniture on either side. The signal loss through a fab-
ric cubical barrier is small, and even a concrete interior wall only adds about �2 dB in
path gain at 900 MHz. These same concrete walls lose 10 to 15 dB at 6 GHz. If the walls
and floors are made with steel reinforcing rods spaced 20 cm or more apart, then the
effect on microwave radio is small. If the builders used corrugated steel pans that were
left in place as casting molds for the concrete, then the attenuation is much greater,
and there is a significant reflected signal.

The next level of sophistication in radio path modeling is to go beyond the direct
point-to-point path to a ray-tracing model that takes into account multiple paths be-
tween the two end points.

47.6 Ray-Tracing Models

A ray-tracing model uses a database of all the relevant surfaces between and around
the radio path. Not only must we know where the surfaces are, we also must know their
radio characteristics at the frequencies we are considering. For microcells in a business
district with large buildings, a two-dimensional ray-tracing model may give excellent
attenuation and multipath predictions. For a picocell inside the building with its sub-
scriber community, we may need a three-dimensional model to get the level of detail re-
quired to ensure adequate wireless telephone service.

The ray-tracing program calculates all the paths it can find from source A to target
B. Radio waves can do three things at a change of medium:

■ They can refract as they go from the old medium into the new medium and change direc-
tion according to Snell’s law.9

■ They can reflect as they bounce back into the old medium.

■ They can diffract in a new radiation pattern from the medium boundary.

The ray-tracing program analyzes all the paths that contribute to the total signal.
We only need to do this calculation in one direction. The radio paths from A to B are

the same as the radio paths from B to A.10 All the refractions, reflections, and diffrac-
tions are going to be the same coming and going. The difference in frequency between
the forward and reverse directions is too small to matter in a ray-tracing computation.

This is a seriously large computation to do. Recent computer animation has produced
astonishingly realistic images in movies using ray-tracing models, and the computation
effort has been enormous. A single wall or floor can have multiple combinations of re-
flection and refraction at the two sides where concrete meets air. Radio waves can bounce
around corners in many ways, and all of these have to be calculated and added up.
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9Snell’s law says that the angle of incidence � equals the angle of reflection �R and that the an-
gle of transmission �T satisfies the equation sin � � �
� sin �T, where 
 is the change in the speed
of transmission called the index of refraction. The index of refraction can depend on the frequency
of the radio or light wave.

10The fading characteristic in a wireless system may be different in the forward and reverse di-
rections. This is so because the same collection of radio paths may have phase differences that
combine at one frequency and cancel at another. However, the combination of multiple paths in
the two directions is the same.
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To conduct a full three-dimensional ray-tracing study of an office building requires a
huge database of every floor and wall. To do it right requires having all the internal struc-
tures of the building with their three-dimensional coordinates. This includes elevator
shafts, metal reinforcements for concrete walls and floors, pipes, and electrical fittings.

Because of the complexity of the models and the vast data requirements for accurate
prediction of radio propagation, we only use ray tracing for critical evaluations. Micro-
cells used in areas with a lot of tall buildings are a good candidate for ray tracing.
Picocells delivering cdma2000 1x EV-DO service require high radio path gain with min-
imum multipath to achieve very high data rates. It may be worthwhile to do a full ray-
tracing analysis to ensure that these radio conditions will exist so that the promised
data rates can be delivered.

47.7 The Statistical View

The important trend in these models is increasing precision from increasing informa-
tion. More sophisticated models are not necessarily better; rather, they resolve differ-
ences that simpler models do not. We prefer to think of these models as tools for dif-
ferent purposes rather than a list of models rank-ordered from inferior to superior.

The statistical view starts with an average path gain for the community of sub-
scribers in a cell sector, the horizontal line in Fig. 47.6.11 The distribution of path gains
in decibels has some standard deviation, 11 dB in our Advanced Mobile Phone System
(AMPS) measurements.
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Figure 47.6 Average path gain for a cell sector.

11We may loosely refer to the average path gain for the cell sector, the path gain for a subscriber,
or the path gain for a location. In each case, we mean the radio signal path gain (not including
any antenna gain) between user terminals and their serving base station antenna faces.
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Playing a little fast and loose with statistics, let us express that signal spread as a
variance budget. Variance is the square of the standard deviation, so, statistically
speaking, halving the standard deviation reduces our variance fourfold. Thus our ini-
tial variance budget for a log-normal standard deviation of 11 dB is 121 dB2.

Now, the object of increasing model precision is to reduce the variance yet unex-
plained by the model. We think of this as adding knowledge about the signal path. The
most obvious thing we can know about the radio path is its length. In general, the fur-
ther it goes, the weaker it gets. The best statistical fit to measured signal data is our
inverse-fourth-power rule shown in Fig. 47.7. The residual standard deviation of path
gain, once distance is removed, is about 8 dB. We can tell ourselves that about half the
variability of wireless radio path gain is “explained” by distance, leaving about 64 dB2.

We can increase our knowledge about the path by finding out the terrain path (see
Fig. 47.5) and using that information in a more refined model. In the vehicular world,
this removed about half the remaining variability, so the standard deviation came
down to about 6 dB, with variance about 36 dB2.

Knowing about streets and rooftops might bring the variability down to 4 or 5 dB (about
20 dB2) with tools such as the Walfisch-Ikegami model. The more we know about the base-
station-to-user-terminal signal path, the more precisely we can estimate its path gain.

The fundamental limit of this process is not zero. Rayleigh fading varies the radio
path on a microscopic scale not within the scope of these models. This Rayleigh varia-
tion, while not log-normal, has a standard deviation of about 3 dB, so there is a vari-
ance 10 dB2 in a narrowband channel that propagation models will not explain.
Spread-spectrum systems have less variation due to fading, depending on the delay
spread, as discussed in Sec. 2.1.4.
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The portable telephones that dominate today’s wireless market have more serious is-
sues and more sophisticated solutions. The variance budget with subscribers going
from parking basements to high-rise office buildings is considerably higher than the
AMPS 121 dB2. To help us, we have in-building models that reduce this higher vari-
ance and get better predictions of path gain.

As we move from macrocells and microcells to picocells and in-building cells, even
these models are inadequate, and we need to build a more detailed model of the wire-
less subscriber environment. We believe that urban ray-tracing models that sound like
science fiction today will be used in a few years to plan high-density wireless service
within dense high-rise workplaces.

47.8 The Signal Matrix

A good summary of sector-to-sector interference is the signal matrix. In conventional
reuse, it expresses the relationship between the serving signal and potential cochannel
interferers. In CDMA it expresses the interference from nearby sectors that degrades
CDMA capacity. The signal matrix is typically computed from propagation models, but
it can be derived from system measurements.

We put all the server groups across the top of the page and all the base station an-
tenna faces along the left side to form a matrix structure.12

In Table 47.1 we show a simple signal matrix for three cells, A, B, and C, in a row, as
shown in Fig. 47.8. The signal path gain from each base station to its own subscribers
is �100 dB, on average. The direct neighbors enjoy about 15 dB less path gain, and the
further reach from A to C has about 25 dB less than the serving signal. The columns
represent communities of user terminals, so the first column is three sets of signal
paths from three cells to subscribers being served by cell A. The rows represent the an-
tenna faces, so the first row is the three sets of signal paths from all the user terminals
to cell A.

Another way of looking at this signal matrix is the columns represent the forward
link and the rows represent the reverse link. That the A column has higher interfering
path gain than the A row suggests that cell A has a tougher time on its forward link
than on its reverse link. The forward direction has 1 dB more interference from cell 
B and 2 dB more from cell C. The asymmetry in the directions could be from elevation
differences or different obstructions, but it appears in the signal matrix in any case.
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TABLE 47.1 Signal Matrix for Three Cells

A B C

A �101 dB �115 dB �126 dB
B �114 dB �100 dB �116 dB
C �124 dB �117 dB 1�99 dB

12This distinction between server group and serving face is not important in CDMA, where a
server group is completely defined by an antenna face, but in conventional reuse with overlaid
cells, we may serve a large cell and a smaller overlaid cell with the same physical cell sector
antenna.
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The average path gain values shown here are just part of the signal matrix picture.
We certainly want to know the log-normal standard deviations of the signal and inter-
fering path distributions in the complete signal matrix picture.

The next level of refinement of the signal matrix would be to consider correlation fac-
tors between radio paths. The path gain from A subscribers to cell A tends to be lower
when the path from A subscribers to cell B tends to be higher. Path gains of neighbor-
ing cells tend to be negatively correlated because subscribers close to the neighbor tend
to be further from their own serving cells. While this is statistically present, it is not
terribly important in conventional reuse. It may be more important in CDMA, where
neighboring cells are interfering cells.

The signal matrix tells an important story. In the compact form of a numerical ma-
trix, it tells the cellular engineer the source and approximate amount of interference
from other cell sectors. Where these other-cell interferers are strong, the CDMA ca-
pacity will be reduced for two reasons. First, there will be more interfering signal from
the interfering cell’s subscriber traffic. Second, there will be more soft handoffs going
on when signal paths are close to equal. A soft handoff is essentially two radio links
from two cells for one call.

The signal matrix describes the radio environment the way the CDMA equations in
Sec. 28.1.2 described the CDMA radio interference. The rows and columns of the two
matrices are similar in structure. We can think of the signal matrix as the foundation
environment that the CDMA equations are built on.

47.9 Radio Propagation Maps

The result of a propagation study is typically a collection of visual maps telling cellu-
lar engineers what is going on in their systems. These maps can tell us about existing
systems, or they can predict what a system is going to look like before we build it.
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The most basic map shows the most likely server for each (x, y) location in the ser-
vice area. Each base station is assigned a color, and the blobs of color on the map cor-
respond to the regions served. We picture these maps as having regular-shaped cover-
age areas with smooth boundaries between them. When the most likely server map has
a fuzzy boundary between two base stations or, worse, areas specked with different col-
ors because the path-prediction algorithms come up with different base stations from
bin to bin, the cellular engineer should be looking closely at that area to determine if
the system will provide adequate CDMA service.

A radio path gain map shows strong and weak coverage areas. If we use green for
good coverage, yellow for marginal coverage, and red for no coverage as we did in Sec.
40.2, then we can see a big green circle around each base station with some yellow ar-
eas between base stations. If there are significant red areas, then we have areas where
the system might provide no service at all.

Our final example of CDMA planning maps is the pilot-pollution map showing areas
of nearly equal radio signal paths from multiple base stations and antenna faces. These
are areas where CDMA coverage may be adequate but capacity is compromised because
multiple servers are competing for the CDMA signal and interfering with each other.
We will have more to say about pilot pollution maps in Sec. 48.5.

47.10 Conclusion

Radio propagation models use four basic approaches:

■ Distance and general environment

■ Detailed terrain models

■ In-building analysis

■ Ray tracing

In the order presented in this chapter, the models grow more precise, providing a
greater level of detail, but do not necessarily grow more accurate. Assumptions inher-
ent in the models may not match our terrain or equipment in important ways.
Nonetheless, propagation calculations are of great value. We can build or purchase
computer systems that apply these tools to our wireless networks. They work both as
planning guides, as well as troubleshooting tools. Once networks are operational, it is
best to supplement these tools with a program of regular measurement. Mathematical
models combined with actual measurements give us the best solutions.

Having an analysis of radio coverage for our network is useful, but it is not enough.
We also need to know where the demand is. Which of the locations on the map have lots
of cellular users? We turn our attention to this now in Chap. 48.
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Chapter

561

48
Subscriber Traffic Modeling

Wireless is an unusual industry not only because our customers are mobile while they
are using our services but also because we can serve them without knowing quite where
they are. We can identify their location within the system, that is, the cell (or cells) that
is serving each subscriber’s user terminal. However, at least until recently, we have not
identified the exact physical location of each subscriber over the length of each call. Yet,
to design and grow good service, we need to know where our customers are. We once
again turn to statistical modeling, applying a combination of common sense and knowl-
edge of our market to picture what is happening and what is likely to happen.

48.1 Traffic Tally Calculations

One reason for adding subscribers to our network model is to ensure that we have
enough capacity for current use and to meet our growth forecasts. We do this by enter-
ing the peak demand we have (or expect) to our model. We should remember that peak-
demand times differ for different locations (such as commuter routes, offices, and shop-
ping malls). We can vary the expected growth of demand based on forecasting from
different marketing plans, coordinating cellular growth (described in Chaps. 31 and 45)
with our simulations. We also can run the models with average or aggregate usage data
to calculate the financial return on the investment in growth in specific parts of our
network. We can work to answer such questions as

■ Which of several buildouts will generate the most return on investment?

■ What do we need to do to create hot spots to serve localized demand for wireless data?

■ What will it cost to build an indoor picocell for a customer who wants a bid on providing
that service?

As we integrate subscribers into the model of our cellular network, we become able to
address both business and engineering questions more completely.

Once we have an adequate picture of radio propagation, we can move from there to
subscriber traffic modeling. It is not enough to identify geographic areas of poor radio
conditions, we also must identify congested areas so that we can plan for system
growth. We also want to use the traffic data to decide which areas of radio problems to
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work on. It makes sense to put the most effort into the areas with the most revenue
opportunity.

This means that our (x,y) bin database needs more information; it needs the sub-
scriber demand for that location. In the second-generation (2G) cellular environment,
this could be a single number for the busy-hour demand in erlangs per square kilome-
ter. As we move into the third-generation (3G) world, we want to know the demand
across a mix of services. Some areas will be busy voice calling regions, some will have
heavy wireless data service traffic, and others will serve large volumes of multimedia
message service (MMS) messages. Different services have different radio requirements
and create different kinds of interference for other users.

We start with demand estimates and forecasts. If we have wireless service in place,
then we can augment the forecasts with measured traffic levels to estimate subscriber
demand. We should remember that measured traffic levels can be truncated by system
capacity and that we may need to do some reverse traffic engineering to figure out what
the demand would have been to create the traffic and occupancy observed. Once we
have the demand by geographic area, we divide it as well as we can into (x, y) bins for
our computer models to use.

This division into bins may be as simple as dividing the total demand by the total
area and assigning an equal share to each bin. We recommend using a little more local
knowledge than this. We know where the roads and railroads are for voice commuter
traffic, we know where the parks and shopping malls are for recreational users, and we
know where the major office complexes are for business users. This gives us a far more
refined picture of traffic distribution. This greater level of detail will be more revealing
when we consider splitting cells.

We use the propagation models to find out which bins are in each sector and then add
up the total demand for each sector. This may be done on a service-by-service basis or
for the total code division multiple access (CDMA) air-interface resources. Once we
have the total demand for each cell sector, we can look at how the sector is equipped,
how many CDMA carriers it has, and estimate its blocking rate. If the blocking rate is
too high, then we can add carriers, add sectors, or even split cells, as described in
Chaps. 41 and 42.

It is important to remember that 3G CDMA systems serve a variety of services. It
may not be enough that the total CDMA air interface has enough capacity for the total
demand. There may be specific requirements for one service that are not met by a to-
tal capacity analysis. A simple example is a wireless laptop user buying a premium
wireless data service that guarantees fast access to the Internet. Even if there are more
than enough bits available on the CDMA carrier, there may not be enough at a given
time to meet this subscriber’s quality-of-service (QoS) requirement.

48.2 CDMA-Specific Factors

CDMA has its own specific issues with both radio propagation and subscriber demand
that we can deal with in predictive models. The more we can analyze these issues in
the planning stages with computer models, the less we have to deal with them in the
field in a working system.

In conventional reuse (FDMA and TDMA), the same-channel interference is coming
from a cochannel cell several cells away. In CDMA, the neighboring cells are using the
same carrier. This means that the planning model has to be able to add up the inter-
ference from neighboring cells. These cells are close enough to require summing their
interference on a bin-by-bin basis. These sums are reflected in the CDMA equations we
saw in Sec. 28.1.
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Not only do we have to consider interference from neighboring cells, we have to con-
sider interference from neighboring sectors on the same cell. Because the interferers in
these cases are so close, we have to consider each bin separately rather than treat the
entire interfering cell or sector as a single source of radio power, as we could do in con-
ventional reuse.

The blocking-rate calculation in CDMA is also different from conventional reuse. The
CDMA air interface works best when each user terminal is served by the antenna face
with the highest radio path gain, so there is no need for complex traffic overflow mod-
els. However, CDMA has soft blocking (described in Sec. 30.6), where the capacity of
each CDMA carrier depends on the utilization of its neighbors. This is a kind of load
sharing that changes the traffic engineering calculations in favor of using higher occu-
pancy for the same blocking rate.

A single server with 20 channels can support 13.2 erlangs of traffic at 2 percent
blocking. However, a cdmaOne system, limited to 20 channels per carrier by intercell
and intersector interference, can support 15.6 erlangs of traffic per carrier at the same
2 percent blocking. If a single carrier had all its neighboring cells and sectors continu-
ously serving 20 users, then it would be limited to 13.2 erlangs for 2 percent blocking.
However, having an average load of 15.6 erlangs on all the cell sectors, the system is
essentially sharing the CDMA air interface. A CDMA traffic-planning tool must take
soft blocking into account.

Another important CDMA traffic issue is pilot pollution, where nearly equal radio
paths degrade CDMA capacity, as described in Sec. 32.1. The CDMA planning tool must
calculate the loss of capacity from having multiple cell sectors competing with each
other while sharing a CDMA carrier.

Time division duplex (TDD), as used in time division synchronized CDMA
(TD-SCDMA), is far more complicated than the frequency division duplex (FDD) used
in other CDMA standards. In an FDD system, the interfering paths in the forward di-
rection are from other antenna faces to the user terminal, and the interfering paths in
the reverse direction are from other user terminals to the antenna face. There are no
interfering radio paths from one base station to another base station or from one user
terminal to another user terminal.

In a TDD system, there can be interference from one base station to another base sta-
tion. One antenna face may be transmitting in its forward direction, whereas another
antenna face is receiving in its reverse direction. This adds additional paths to the in-
terference calculations, but the total number of base-station-to-base-station paths is
not very great.

The interesting part of TDD interference analysis is when one user terminal is trans-
mitting in its reverse direction while another is receiving in its forward direction. Now
we have a radio environment where any user terminal can interfere with any other
user terminal in a different cell. If the sectors of each cell are not synchronized, then
interference may be possible between user terminals in different sectors of the same
cell. This is an enormous increase in the amount of calculation required because now
any (x, y) bin can interfere with any other (x, y) bin.

48.3 Simulation Models

Computer simulations are powerful tools for diagnosing system problems. We break a
system down into basic functions and reproduce those functions in a computer pro-
gram. The simulation technology allows us two liberties we cannot use in a real setting.
We can monitor internal aspects in a computer program that would be hard to measure
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in real life, and we can control the environment of a simulated system and do experi-
ments that would not be practical, or even possible, on a real system.

We start with a collection of base stations. Each base station has a physical location,
an (x, y) location, and a tower height. A base station has a collection of antenna faces
for sectors, and each antenna face has its own radiation pattern and antenna gain.
Each antenna face has a collection of CDMA carriers using whatever air-interface tech-
nology we are simulating in our system.

The physical environment is represented by (x, y) bins covering the entire service
area. For each of these bins we have a radio path gain that comes from terrain-driven
propagation calculations. If there is a subscriber community that makes calls from a
significantly higher or lower elevation, such as an elevated highway, the upper floors
of an office complex, or an underground shopping mall, then we may need another set
of bins with another set of radio gains for the other elevation.

The subscriber demand is represented by a call volume for each bin, some number of
erlangs. Each different service in the system has its own demand profile, its own er-
lang count, for each bin.

Now we have a representation of the entire system in our computer memory. We have
cells, sectors, terrain, propagation, and subscriber demand for each service. The simu-
lation program is our way of putting the system into motion.

Simulated subscribers start their calls in proportion to the erlang counts of their
bins. These calls are created by random numbers generated by the computer program.
Each service type has its own distribution of call duration. Once calls appear in the sys-
tem, we simulate their access and paging messages, and once the calls are active, we
simulate the forward and reverse CDMA channel, including power control.

As the call continues, the user terminal can move, and it may change radio conditions
by doing so. This leads to power changes in the CDMA channel that may lead to hand-
offs, which may be soft, softer, semisoft, or hard as needed. The messages associated
with handoffs are simulated, and under marginal radio conditions, these messages can
be lost. Calls can be lost because of poor signal quality, or finally, they can end because
their callers have nothing left to say; that is, they end normally.

What we can do in the simulation environment is keep detailed statistics of what
happens to each call. We do not need to wait for a subscriber to tell us there was some
static on the line because our simulation will detect lower performance for that period
of time. We know when and where every moment of substandard call quality is occur-
ring. More important, we know the particular interferers that are causing lower call
quality or other impairment each time it occurs.

Computer simulation is a fantastic tool for investigating system problems. Periods of
high blocking, services with reduced call quality, or regions with a lot of lost calls can
be simulated and diagnosed. Not only can we determine the root cause of a system
problem, but we also can test solution strategies on the computer before we install
equipment in the actual system.

Simulations are generally not a good way to ensure overall QoS in a wireless tele-
phone system. When a system problem is bad enough to be noticed, then a simulation
can explore its cause, but telling the difference between good enough and not quite good
enough is a hard thing to do with a random process. The finer the line between good
enough and not good enough, the longer it takes to see the difference.

Let’s take a simple example from statistics. A coin is fair if it is equally likely to flip
heads or tails. If the coin is actually fair, then it takes about 200 tosses to have a 95
percent probability that the fraction of heads will be between 40 and 60 percent. To get
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this 95 percent confidence interval down to a range of 48 to 52 percent, it takes 20,000
tosses. Once we observe the fraction of heads and tails, we have to apply statistical con-
fidence bands to the observation because we do not know the true probability, so the
confidence interval on the fairness of the coin is about twice as wide as the probability
range of its performance. This means that in 19 times out of 20 trials, 20,000 tosses of
a truly fair coin is enough to give us 95 percent confidence that the coin is within 4 per-
cent of fair.

Consider simulating a 500-cell system engineered for 2 percent blocking during the
busy hour, and let us suppose that the system actually meets the universal 2 percent
blocking objective. We want to simulate the system to verify that the blocking is less
than 3 percent, a comfortable margin over 2 percent.

Suppose that we have a system with universal 2 percent blocking, and we want to
simulate it for a long enough period of time to be 99 confident that the blocking rate is
less than 3 percent. This means that each base station has to experience thousands of
calls for that base station to give us that 99 percent confidence. By the time each base
station has accumulated a few thousand calls, the simulation has performed millions
of calls. And this still only gives us 99 percent assurance on a cell-by-cell basis, for an
expected 495 of 500 cells. If we want comfort that all 500 cells are delivering adequate
blocking, then we would have to let the simulation run a lot longer.

Analytical tools are better for this kind of analysis, calculation of small probabilities
at the tail of the probability distribution curves. We can do the mathematical compu-
tations at the tail of the curve without dragging the computer through simulation of
millions of perfectly fine calls.

48.4 Analytical Models

An analytical performance tool for a wireless telephone system looks directly at the sta-
tistical distributions themselves rather than sampling them. We can use the computer
to integrate the small numbers to come up with precise estimates based on the propa-
gation and traffic data.

Let us go back to our coin-flipping example and ask about the probability of flipping
a fair coin and getting 10 heads in a row. We could flip the coin hundreds of thousands
of times to get a pretty good estimate, or we could simply do the arithmetic of taking
one-half to the tenth power. The probability of 10 heads in a row is 1⁄1024, and it is a lot
easier to do the analysis than to simulate all those events with all those small proba-
bilities.

An analytical tool uses the same propagation and demand data for each bin, but in-
stead of simulating calls, it adds up the statistical properties of each bin for each base
station. We can develop mathematical calculations to integrate the CDMA equations
over all the bins in the system for all the base stations and for all the services. The re-
sult is a precise estimate of blocked calls and poor radio performance for each bin and
for each service.

This approach is particularly advantageous for the low-density areas of the system.
If our aim is global coverage of an entire geographic service area, then an analytical
tool can do its calculations for every bin, including bins where the subscriber traffic
level is very low.

A simulation is a better tool for finding out message rates, handoff rates, and gross
event counts. It deals directly with the dynamics of subscriber activity, placing calls,
moving from bin to bin, and ending calls. The analytical approach is better for finding
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small probabilities and ensuring QoS over a geographic area and not just for a popula-
tion of subscribers.

48.5 Pilot Delta Maps

For CDMA capacity planning, the CDMA equations tell us that more capacity depends
on less pilot pollution, fewer areas with multiple sectors of nearly equal radio signal
path gain. We need a map that makes it visibly clear where there are areas of high pi-
lot pollution and significant traffic.

Areas of pilot pollution are only a capacity problem when there are subscribers using
the system in those areas. Thus we want to know where the worst combination of high
interference and high traffic occurs.

We use our propagation models to calculate the radio signal path gain from each base
station to each bin. We can use the antenna radiation patterns to figure out the path
gain from each antenna face to each bin. Then, for each bin, we can rank-order the an-
tenna faces in order: first, second, third, and fourth. We look at the ratio, or the differ-
ence in decibels, between the first and fourth best path gains for each bin. This differ-
ence is the fourth-pilot delta described in Sec. 32.1.

The areas where the fourth-pilot delta is low are areas of pilot pollution, areas where
CDMA capacity is compromised. These are the areas we want to see geographically on
a map so that we can figure out what to do about them. The pilot delta map shows these
areas superimposed on a layout of the CDMA system.

When these areas are also high-traffic-density areas, we have a loss of system ca-
pacity as a result. This is why we need a map that shows areas with both pilot pollu-
tion and heavy call volume. It is these areas that require attention if we want to get
the most capacity from our wireless telephone system. It is these areas that we want
highlighted on the pilot delta map.

48.6 Measurement-Based Decisions

A CDMA system analysis starts with predictive tools. The computer programs give us
a preview of system performance and a diagnosis of system problems. However, the on-
going operation of a CDMA system should incorporate measurements into the engi-
neering process.

The predictions of a computer program are no match for observing the system first-
hand with measurement terminals, as described in Chap. 39. An ongoing measurement
program, in concert with computer prediction, fine-tunes the mathematical models and
generates a clear and correct picture of the system.

We can improve the predictive process by using measurement results to refine the
predictive databases. The easiest example is subscriber traffic levels. The system re-
ports its usage, and we can use these reports to adjust the (x, y) bin demands. If a cell
sector is consistently serving more traffic than the computer models predict, then we
should increase the bin demands in that sector. It may be worth some effort to look at
a map and estimate where the extra traffic is located. If there is a major highway, a
large shopping area, or a big business complex, then maybe bins in that area should be
getting their subscriber demand values boosted.

The next step is to use measured radio signal levels to revise computer-generated
propagation predictions. We drive around, we walk around, we take the elevators up
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the office buildings, and we measure the radio signals. If the predicted propagation is
consistently lower or higher than the measured value, then we should adjust the data-
base to match reality.

Our last area for comparing prediction to reality is the area of pilot pollution. As we
are moving around the service area, our measurement terminals should be reporting
areas where four or more pilots are competing for CDMA service. These areas should
match the pilot-pollution zones on the fourth-pilot delta maps. When the measure-
ments and the maps disagree, then it is worth significant effort to figure out why they
are coming out differently. We should determine which propagation prediction is not
matching the CDMA wireless telephone system.

48.7 Conclusion

With a model of our system and a sense of the locations of our subscribers, we can trou-
bleshoot problems using both simulation and analysis. We also can use these systems
to plan growth. Growth is becoming more complicated as we begin to provide a variety
of services over the air interface. CDMA is not just for telephone calls any more, but it
remains to be seen what data services will be popular. The level of demand will be a
key factor for income, and the ability to serve that demand when and where it is located
will be key to success in the increasingly competitive cellular market. A business with
more accurate models of its systems and customers and better ability to link engineer-
ing plans and requirements with business requirements and plans has a much better
chance of succeeding. Such a company is more likely to allocate scarce resources for
growth to the most important new services and to end up with more profitable business
operations.

Soon we may be able to leverage systems that locate our subscribers during calls.
This would allow us to populate our simulations with even more accurate data and de-
rive more accurate results. New and upcoming technologies like this, as well as the
challenges facing the cellular industry as a business, are the topic of our final chapter.
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Part

9
Conclusion

Engineering is only one essential part of a successful code division
multiple access (CDMA) wireless network. As engineers, we serve our
companies best by understanding a variety of business issues and
applying our engineering knowledge to create solutions. Part 9,
“Conclusion,” looks at the current picture and future possibilities and
challenges of CDMA-based cellular telephone service to the world.
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Chapter

49
CDMA Now and in the Future

In August 2002, Sprint PCS activated the first third-generation (3G) cdma2000 1x net-
work across the United States. Yesterday, service was briefly unavailable in San Antonio,
Texas, probably as the base station was switched over. For the first time, 3G code divi-
sion multiple access (CDMA) is a reality across an entire large national network. Tech-
nically, it appears sound. Will it demonstrate the 50 to 100 percent increase in call ca-
pacity expected? How much of that call capacity improvement will be realized before
customers are using cdma2000 cellular telephones? Will customers have enough interest
in data services to make them profitable?

These major questions face the industry as a whole and face each company as the
market reaches saturation and the industry moves out of its initial growth phase and
into its mature, competitive phase. Growth will become more a matter of market share
than a matter of attracting new customers to the industry. There are a host of minor
questions as well. In the first section of this chapter, “CDMA Now,” we will look at these
issues across the globe. In the second section, we will look at some of the challenges and
opportunities CDMA faces in the future.

49.1 CDMA Now

CDMA faces different market challenges and different technical challenges in each part
of the world.

49.1.1 North America

At the same time that Sprint has opened the first 3G nationwide service spanning a
continent, Cingular and Verizon have local 3G data services available in some areas.
However, they are difficult to obtain in the consumer market because demo systems
and good staff training are not readily available in stores. This may change rapidly.

The most disturbing question arises from the confused and conflicting views of the
market value of data services. Are they primarily for businesses or for the consumer?
Is the hot application personal digital assistants (PDAs) and laptops with e-mail or cus-
tom business applications or Internet access or cell phones with built-in cameras? Or
both business and consumer services? Or neither?
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Let us take a look at business services first. There is no question that it is valuable
for businesspeople, especially salespeople and executives who travel, always to be in
touch. In 1998, a typical executive in any industry spent perhaps one-third of his or her
time on e-mail. Sales force automation, including customer relationship management
(CRM) systems, are of real value to business. Enabling these through wireless data will
put the mobile work force in an always-on state. If this connectivity helps increase
sales or reduces inventory-management errors so that customers get the right thing
more often and get it sooner, then the use of wireless services will help the business and
might be worth the cost.

However, three questions remain to be answered:

■ How important is this in the current economy?

■ How soon will it happen?

■ Will businesses use the cellular network to do it?

For the last 5 to 7 years, companies have succeeded by implementing more effective
technology than their competitors and getting it working sooner. The rush to enterprise
resource planning (ERP) and CRM systems, plus the movement of both business-to-
customer (B-to-C) and business-to-business (B-to-B) transactions to the Internet, was
valuable to those companies which made sure the new information technology (IT) sys-
tems benefited their businesses. In general, money was not the constraining factor.
Time, in relation to the speed of the competition, was. Even more so, quality was a
driver. Systems that did the right thing and worked reliably helped businesses grow.

In the current economy, it is not clear what is best for business. It is certain that
there will be fewer efforts to push into the use of new technology. It is likely that these
efforts will be smaller and that the successful ones will do a lot of early work to try to
ensure the business value of the chosen application of technology. One consultant re-
ports that requests for proposals for IT development work are coming in months ear-
lier than usual. He believes that internal managers are being more diligent to ensure
successful use of funds in the current economy.

Surveys from the first half of 2002 suggest that always-on e-mail may be the crucial
business application for 3G wireless services. However, the same studies also indicate
that businesses are not very interested, at least not yet. Most think that high-speed
landline access is more valuable. Road warriors will meet during the day and take care
of their e-mail in the evening at the hotel, appreciating the fact that the hotel moved
from modem-speed connections to high-speed Internet access just recently.

As many businesses take the wait-and-see or the wait-until-we-have-more-money ap-
proach, competition is growing. The Wi-Fi IEEE 802.11b wireless ethernet standard is
trying to offer high-speed Internet access in key public hot spots, business and travel
centers that call for high usage. An innovative alternative to cellular recently demon-
strated an ability to provide high-speed data access in the tens of megabits-per-second
range over a distance of 20 miles. Even if there is a demand for wireless connectivity
for business, it may not go to the cellular industry.

What can CDMA-based cellular companies do to encourage business use of wireless
data services? More and more, companies are seeking services with predefined busi-
ness solutions built in. Connectivity is no longer the selling point. The point is useful
business value based on connectivity. E-mail may be a starting point, but it probably
will not be enough to drive the market to success. Successful service providers will
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team up with user terminal providers and developers of Internet-based business soft-
ware to sell CRM and other knowledge-management solutions that happen to ride on
their service. For engineers, this will mean

■ Successful service providers will need to provide service based on contractual service-level
agreements (SLAs) with guaranteed quality of service (QoS). The customer can wait or
take its scarce dollars elsewhere, so it is a buyers’ market. What kind of pressure will
engineers and maintenance technicians face when every outage means a refund to the
customer?

■ There will be less money available for development and deployment. Cellular service
providers have less money and are not a very popular investment right now. Since the
money that they have will be shared among divisions, service development, business al-
liances, and marketing will take a higher priority than they did before.

Wireless service providers face many of the same issues when planning 3G data ser-
vices for the consumer. Poor service quality increases the risk of churn as customers
seek better service from other vendors. This applies to both those services based on
good engineering, such as voice clarity and a low call blocking rate, and those services
largely independent of engineering, such as good customer service and acceptable plan
offerings and billing. Therefore, the wireless provider must decide how to balance its
money across engineering for growth, operations, administration, and maintenance
(OA&M), customer service, and marketing.

However, what might make 3G data services interesting to the customer? What will
make people want to pay for wireless data access? For this, we need to distinguish 
between data services and video services. Although, at present, both use the same
transmission technology over the air interface, they are very different products for con-
sumers. At this point, our nonbusiness customers have very little use for high-speed
mobile data per se. Most demand for data use can be satisfied through short message
service (SMS) and enhanced message service (EMS) without even using a voice or data
channel.

What may be valuable to customers is the ability to transmit images.1 The picture
phone, as such, is of little value and has never become popular. Why? Because it adds
little information to a phone call. It might have some value in a conference-call setting
because it allows people to see who’s talking so that they do not have to interrupt to
ask, “Who said that?” High-quality full-speed video phones might be valuable for med-
ical, therapy, and coaching sessions, where facial expressions and body language could
add information valuable to the purpose of the communication, but such phones are be-
yond the bandwidth capacity of current cellular technology.

Pictures are interesting and useful not when they show the speaker’s face but when
they capture images from the speaker’s surroundings. The first significant use of cel-
lular data for images has been in the use of the cellular phone as a camera to show peo-
ple other things. As we look at the development of cellular services across the world and
probe into the future, we will return to this issue of how people are finding new ways
to use cellular services that change the way we live.

CDMA Now and in the Future 573
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these insights about the value of new media, based on Marshall McLuhan’s distinction between
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It is important to make the distinction between fads, which provide short-term rev-
enue and introduce items into the consumer market, and changes in the way we live,
which last a long time. A fad cannot last long enough to pay off the debt created in 
deploying a major new technology across an entire cellular network. Cellular service
providers will see long-term benefits to net revenue not from fads but from responding
to people who integrate wireless communications into our lives in new ways.

Before we look to other parts of the world, we should take a look at the status of cel-
lular telephony voice services in North America. The major CDMA carriers are moving
to cdma2000, as discussed earlier. Some Global System for Mobility (GSM) and time di-
vision multiple access (TDMA) carriers are converting to 3G CDMA as well; others are
opting for GPRS/EDGE-based systems. However, there is one strong pressure pushing
CDMA ahead of TDMA-based technology. The U.S. government is requiring that cellu-
lar systems be able to locate customers by geographic location within 100 m and not
merely to the nearest cellular sector. This is part of the enhanced 911 (E-911) system
that ensures effective emergency response to 911 calls. The CDMA system’s locator ser-
vice (based on passing the Global Positioning System timing signal from each serving
cellular tower to the user terminal and receiving a reply that is then used for precise
time-based distance calculation and triangulation) has passed initial approval. This
system allows a user terminal within range of only two base stations to be located with
sufficient precision. In North America, almost all locations are within range of two tow-
ers. The proof-of-concept system for locating GSM and other TDMA user terminals was
not approved. Without the timing signal, location can only be determined with suffi-
cient accuracy if the user terminal is within range of four cellular towers. The govern-
ment has determined that there are too many rural areas where a user terminal is not
within range of four towers for this to be acceptable.2 It is unlikely that a technical so-
lution for this limitation of the TDMA-based location system will be developed in time
to be tested and approved for current government deadlines. Either the deadlines will
be extended, or companies will be forced to migrate to CDMA. Extensions of deadlines
are common in such circumstances. Nonetheless, the situation with relation to com-
pliance for E-911 significantly increases pressure for conversion to CDMA in North
America.

There are a number of other technical issues facing CDMA engineers. Let us take a
brief look at them. There is insufficient radio spectrum to support projected growth of
voice services in North America. New spectrum allocations were announced in summer
2002 but will not be available until 2008. In the meantime, conversion to cdma2000 will
provide some increased capacity, but how much remains to be seen. Also, cellular
providers that have or can obtain spectrum in the original Advanced Mobile Phone Sys-
tem (AMPS) range (900 MHz) will continue to convert that spectrum to CDMA or
TDMA. This will place additional pressure on planners and maintenance engineers to
tweak systems for optimal performance.

Smart antennas will be deployed more widely, and prices probably will drop. It would
be valuable to define the exact effect of smart antennas in our cellular simulations.
Rather than merely adding some capacity factor to a cell, it would be good to be able to
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2In the language of the U.S. Federal Communications Commission (FCC), all areas are either
metropolitan or rural. A significant part of rural areas consists of suburbs with relatively large
residential populations. And, of course, emergency services want to be able to reach travelers on
highways and back roads as well.
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get some answers (or at least some good guesswork) on specific questions. Here is one
example. If we identify two separate locations with high demand within one cell, can
we determine how much additional capacity we will get on that cell by deploying smart
antennas as compared with either the current system of 120-degree sectors or a less-
expensive upgrade using narrow-beam fixed directional antennas with a spread of 60
degrees or less? Such a determination would be a valuable addition to a cost-
benefit analysis before making a decision on what antennas to upgrade, what tech-
nologies to use, and when and how to deploy them.

There is another possible improvement in modeling. The cellular system models we
use now are based on measurements taken at specific times in specific cities and rural
locations, as discussed in Chap. 47. However, we are constantly taking measurements
on our networks. It should be possible to integrate these measurements not only as part
of the data sets in our tools but also as part of the modeling equations. Statistical
methods possibly could be applied to take networkwide data and use them for new
and more accurate incremental improvements to the calculations in our propagation
models.

49.1.2 Europe

European 3G systems face a number of challenges. Let us look at the economic ones
first. Even more than in North America, the market for cellular phones has reached
saturation. This has created challenging times for the manufacturers of cellular user
terminals, who are often also the manufacturers of cellular base stations and network
equipment.

On an engineering level, existing GSM systems are well established and cannot
share spectrum with CDMA systems because the CDMA will interfere with TDMA
broadcasts. This leaves only three options: new spectrum allocations, spectrum con-
version channel by channel, or total conversion of a whole network all in one day. The
first option requires government allocation of spectrum, which usually takes a number
of years. The second is an engineering challenge, especially since wideband CDMA
(W-CDMA) has no guard bands. If a GSM channel borders on a W-CDMA channel, it
will be difficult to ensure that there is no significant interference. To the best of our
knowledge, such a solution has not been developed and tested. Channel-by-channel
conversion is difficult for capacity planners, who must gauge the demand for two types
of frequency, predict the change in that demand in each sector or region, and be pre-
pared to switch frequencies over quickly so that neither the old system nor the new one
is overloaded. The third solution is not feasible unless dual-mode telephones are made
available to every cell phone owner in Europe. International interoperability across the
continent and to many other places across the world is a key feature of GSM. Multi-
frequency GSM telephones are common, allowing international travelers to use their
own phones in other nations with services on different frequencies. A multimode cellu-
lar telephone, though, is much more expensive because it has to include both TDMA
and CDMA transceivers. Meanwhile, the effort to deploy systems that meet the
W-CDMA standard has encountered a number of technical barriers, as discussed in
Sec. 9.2.

What will happen in the long run remains to be seen. CDMA has significant capac-
ity advantages over TDMA, but a huge existing network does not change quickly. Coax-
ial and fiber-optic cable have tremendous capacity advantages over copper twisted pair
for landline services. However, even as coaxial cable has come into wide use for cable
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television, the local access for telephones remains largely copper, and fiber-optic home
telephones are prototypes that have not gone into production. In current economic con-
ditions, and in a market that has reached saturation of cellular telephones, if not of cel-
lular service usage for voice, video, and data, slow growth may be a better choice. And
whether that growth will be toward CDMA, with its greater capacity and potential, or
a more conservative, but easier step toward TDMA with improved data services re-
mains to be seen.

49.1.3 Mainland China

Two major telephone companies are competing to deploy cellular telephone networks in
mainland China, and the larger one has chosen time division synchronized CDMA
(TD-SCDMA) as its preferred technology. The Chinese government is allocating spec-
trum to different companies province by province, and it is not clear whether any sin-
gle province will have two competing services or not. The mere notion of this level of
competition in mainland China is astounding. The reversion of Hong Kong to Chinese
control in 1999 probably has helped, because cellular service providers can use Hong
Kong as a basis for financial operations, getting investment from international sources.

The equipment probably will be largely manufactured on the mainland, where the
capacity to produce electronics is growing rapidly. The factories may be owned all or in
part by major Western cellular equipment providers, but the production and use of
the equipment will remain largely local. To date, no other nation has adopted the
TD-SCDMA standard, but companies could use it in the future. If Chinese factories
succeed in making equipment at the capacity needed for even reasonably rapid de-
ployment across the world’s most populous nation, it will be interesting to see what
happens when internal deployment slows and these factories have capacity to support
export. It is impossible to say whether this will take 5 years or 15, but it seems rea-
sonable to speculate that China will be a major source of cellular telephones and cellu-
lar network equipment in the future. This equipment may go to nations that are grow-
ing their first cellular networks and, especially with new spectrum allocations, could be
used in North America and Europe as well.

However, there are many challenges, including the mainland Chinese government’s
ambivalence about the Western model of a market economy, that remain to be faced
both for deployment across the Asian continent and for mainland Chinese participation
in the world cellular industry.

49.1.4 Japan and Korea

Japan and Korea have the most advanced digital cellular networks in the world. Some
recent interesting developments include

■ The first deployment of cdma2000 1x EV DO in Korea.

■ The popularity of short message service (SMS)–based text messaging in Japan and the
new ways of using cellular phones it is introducing, which we will discuss further in the
next section.

■ The use of CDMA-based phones that accept GSM-type user ID cards for international op-
erability. These phones were rented to customers from Japan attending the World Cup
Soccer Finals in 2002.
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■ The popularity of the cellular phone with built-in digital camera that helped Japan’s sec-
ond largest cellular provider add a million users to its 3G network in 3 months.

Success in new ways of using technology in Japan is not necessarily a harbinger of
worldwide success. There are two major reasons for this. The first is that Japanese cul-
ture remains much more tightly knit than the culture of other first-world nations. In
all consumer industries in Japan, fads grow very quickly, and people are willing to pay
a lot of money to join the trend. Thus, catching a fad can pay for a significant invest-
ment in technology in a small nation to a much greater degree than would be true in a
geographically larger nation with a higher cost for national deployment and a more cul-
turally diverse population.

Secondly, quality, that which is seen as being of value, depends on culture to a sig-
nificant degree. This can be seen in the different interpretations of total quality man-
agement (TQM) methods in Japan, the United States, and Germany, which have all
been leaders in the field. In Japanese culture, quality is sometimes expressed through
an effort to give people what they want even before they know they want it. For exam-
ple, the ideal restaurant waiter or waitress removes the last dish and serves the next
one without ever being noticed. In contrast, the idea of quality in the United States in-
cludes offering the customer many choices and interactions with service providers. We
want large menus and then ask for advice from the wait staff. Quality customer service
in the United States depends on offering diverse options to a diverse group of cus-
tomers. Interaction starting with “How can I help you?” or “What would you like?” is
the mark of quality service.

The approach to quality in the United States favors openness in business as well as
open dialog in customer relations. In TQM-based organizations, we will hear forthright
discussions of problems and solutions. This is very different from the German approach
to quality. In Germany, engineers and companies express quality by quietly and quickly
solving the problem without ever publicizing it. After the Hindenburg exploded, the
manufacturer did some tests and discovered that the distinctive orange flames were a
crucial clue. Hydrogen burns clear or maybe blue. However, the orange flame came
from a mix of paint on the outside of the Hindenburg that turned out to be highly 
flammable and could be ignited easily by the kind of spark an airborne vehicle en-
counters when it gets near a ground-based tower. The chemical formula of the paint
was similar to what was used soon thereafter for solid rocket fuel. The company saw
this and changed the paint on its dirigibles. The company buried the records of their
discovery, leaving the world to speculate about terrorist conspiracies for over 50 years.
Recently, American engineers working to prove the safety of hydrogen first reproduced
their work and then uncovered the records that dated from shortly after the explosion.

The point is that particularly when it comes to fads, we cannot count on what is pop-
ular in one country moving to another. And even if it does become popular in another
country, it is a very open question whether it will be popular enough to be profitable.
Adding a new feature to a nationwide cellular network in Japan is a much smaller ven-
ture than doing the same in the United States. And the same is true if we want to make
the service available only in major metropolitan areas.

49.1.5 The rest of the world

The economic challenges that most cellular equipment providers are facing probably
make them cautious about investment in countries with weaker economies and less
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stable governments. The development of cellular services, whether for mobile use or for
wireless local loop (WLL), probably will be slow. It may well be driven more by inno-
vative entrepreneurs who understand the local culture and tap Western engineering
expertise than we might expect. Despite strong doubts from financial backers, an in-
novative thinker has launched a successful cellular telephone service in rural Pakistan.
The key to success was an innovative approach to billing and marketing. The owner of
the phone can allow use by others on a call-by-call basis and charge them for it. As a
result, the owner can subsidize personal use by income obtained through short-term
rental of the service to others. This initial success relied on an entrepreneur who knew
the culture and got an advanced engineering and business education in the United
States. However, now that the method is succeeding, it will be easier to reproduce else-
where. We should expect and be open to various innovative approaches to novel tech-
nology. Such approaches have a better chance of succeeding than does the simple ex-
port of first-world systems to a world of diverse cultures.

Although we cannot predict what will happen, we can say that it is vital to the world
that wireless communications continue to grow. In under 60 years, Europe has moved
from a small continent torn by the most destructive war the world has ever seen to a
cooperative union of nations with shared economic goals, a common currency, and in-
creasing respect for one another’s languages and cultures. Communications has played
a major part in that transformation, and we need the same to happen across the entire
globe.

49.2 The Future of CDMA

It is hard to talk about the future without being speculative. However, others are spec-
ulating and sometimes backing their speculations with thousands of millions of dollars
of investment in research and development. We can report on these speculations and
investments to give a sense of the possibilities—and the problems—that lie ahead.

49.2.1 3G and 4G technologies

In the early 1990s, long before third-generations (3G) technologies were standardized,
the fourth-generation (4G) initiative began. The current proposed standards for 4G sys-
tems have two distinctive components: bandwidth of over 100 Mbps and use of the In-
ternet Protocol version 6 (IPv6), which has been defined for a number of years but has
not entered production.

If CDMA systems can reach the higher end of the bandwidth suggested by the 3G
standards, then they will be entering the bottom edge of the 4G data rate capabilities,
and some people are already referring to such technologies as 3.5G.

A prototype 4G system already exists, but the standards changed after the prototype
was built. The prototypes used Asynchronous Transfer Mode (ATM), but the data stan-
dard has changed to IPv6. The transmission method was time division multiple access
(TDMA), but the new transmission method is proposed as orthogonal frequency divi-
sion multiplexing (OFDM). The pilot system achieved the impressive speed of 34 Mbps,
matching the level of service provided by E-3 lines. The goal of the standard is to reach
155 Mbps, comparable with OC-3 rates. This is over a thousand times faster than wire-
less data rates available today.

Despite the changing technologies and goals, some say that 4G systems may be
available as early as 2006. Japan has set a requirement that all Internet service
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providers (ISPs) support IPv6 by 2006, and this, presumably, would include wireless
service providers. It remains to be seen if other nations will follow suit.

IPv6 solves many problems of today’s networks. It offers a single stack of communi-
cations protocols that provides these benefits, overcoming limitations of IP version 4
(IPv4, the current version), ATM, and other services:

■ Enough addresses for the foreseeable future, whereas IPv4 is running out of addresses

■ Addressing systems that support virtual addresses and mobility, making it easier to pre-
vent tromboning and to deploy flexible networks

■ Built-in security

■ Support for independent definitions of quality of service (QoS) for voice, video, and vari-
ous types of data services sharing the same packet network

The downside of IPv6 is simply that it will require the replacement of every router and
many other pieces of equipment on the Internet. If backward compatibility works, com-
puters running IPv4 will work on IPv6 networks. However, backward compatibility,
even when designed into the new system, always brings engineering challenges.

Estimates for when 4G services will arrive vary from 2006 to 2020. The initiative got
several boosts in late 2001 and early 2002, including a major commitment of investors
in Japan, who see it as the logical next step, given that 3G data services are popular
there.

However, by summer 2002, new developments, at least those reported in the news,
ceased. In the United States, two 4G wireless initiatives were canceled. The standard
for the multichannel multipoint distribution system (MMDS) is being reengineered. At
the same time, Wi-Fi is showing some startling progress, even in mobile and cellular
tests. As a result, the future of 4G may be slow or fast in coming, but it also may well
not be based on any current CDMA telephony technology.

The 4G concept includes some exciting possibilities, such as all-wireless backhaul
and even mobile base stations mounted on trains or trucks. We do not mean base sta-
tions that can be transported for emergency use or quick installation; we mean base
stations on trains, providing active service to passengers and using a wireless uplink
to fixed mobile switching centers even while the base station itself is in motion. Spec-
ulation about the use of such service is even wilder, and we will not report it in an en-
gineering text.

49.2.2 Spectrum allocation

As we discussed earlier, North American spectrum allocation for cellular telephone ser-
vice is already too small to meet demand easily and will be overcrowded before some
relief arrives in 2008. This relief brings its own challenges, because engineers may face
trouble developing cellular systems that operate well at 4 GHz. We also will have to
reengineer our modeling tools, which make assumptions based on the transmission fre-
quency. It is almost certain that more expensive multiband telephones will be needed.

Meanwhile, Wi-Fi and 4G technologies are exploring uses of unlicensed spectrum.
There is some thought of developing services at 40 or 60 GHz, well up in the microwave
spectrum. The 60-GHz spectrum has a quality that is both an advantage and a disad-
vantage for cellular services. Radiation is limited to about 1 mile due to absorption
of this frequency by atmospheric oxygen. As a result, there would be less intercellular
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interference. However, coverage at this frequency would require a lot of very expensive
base stations. For initial buildout, 40 GHz has the advantages of both lower cost per
base station and a larger cell radius, reducing the total number of base stations needed.

Available frequency and plans to use frequencies that are regulated in different ways
or that are unregulated will have a significant effect on the speed of deployment and
the total cost of each of these competing technologies.

49.2.3 Competition

The future of cellular telephone technology, including CDMA, is very dependent on the
development of competition using Wi-Fi, and there are some major players in the game.
Intel has announced Project Rainbow, an initiative to build a cooperative venture
among major IT industry companies to deploy a public Wi-Fi network nationwide.

One counterproposal has been floated by Andrew Seybold. He suggests that Qual-
comm should form a consortium to expand 3G CDMA data service deployment with
multiple cellular providers. In an unproven market for data services, both would be
risky ventures. At this point, we would surmise that if wireless high-speed Internet ac-
cess becomes popular for use by stationary customers (a sort of Internet WLL), then it
is more likely to be Wi-Fi than cellular because Wi-Fi has a higher bandwidth capacity
for this purpose. The best way to provide mobile users with high-speed data access in
the 4G range remains to be seen.

Sprint, even while rolling out its national 3G network, is hesitant to invest in 4G
data services because the average revenue per user of $30 is too low to make the ser-
vice profitable. Voice service averages $40 per user and is much cheaper to provide.

In the current economy and competitive situation, it is difficult to know what direc-
tion the leadership of cellular service providers might take that will succeed. It may not
work to be conservative and wait for customer interest because customers do not know
what they will do with a new service until it is in their hands. On the other hand, in-
vesting large amounts of money in a new service is risky. Even if there are customers
out there, an alternative technology could take the market for any of several reasons.
The competing service might arrive sooner, it might be less expensive, or it might have
more successful marketing.

It is interesting to note that the 4G standard does not mention voice services at all.
We have not heard of any effort to address the unresolved telephony issues from the
limited success of the 3G initiative. Two things telephony folks might like to see include
standardization of frequency allocation around the world and a truly unified telephony
standard.3

49.2.4 Beyond the cell phone

Although WLL for data probably will go to Wi-Fi or other technologies, there may still
be value in deploying WLL using cellular network technology. If nations that do not
have robust, widespread current landline networks want to build out their national
telephone systems, cellular telephony WLL is a sound technology that could become
cost-effective. If not, then simple cellular networks supporting mobile telephones may
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serve, with entire countries skipping the era of the landline telephone and going
straight to wireless or perhaps satellite service.

We also foresee changes to the user terminal. The first changes are small but essen-
tial. We need better ways to connect laptops to the Internet through mobile wireless
and to use PDAs with wireless Internet access. Both the human interface of cellular
telephones and the air interface of PDAs and laptops need improvement. But what is
most needed is packaged solutions that work when we turn them on. Wireless data will
not sell well as long as customers need to order special cables or install anything more
complex than a card that shoves into a slot (and even this will be too much for many
users). We are in a chicken-and-egg situation where the market is not proven enough
for low-cost production of easy-to-use solutions and the hard-to-use solutions are slow-
ing market acceptance. This probably will pass, although whether it will take a couple
of months or a few years depends largely on the state of the economy and the quality
of new interface design offerings.

What does the future hold? We should look at two areas: uses of cellular technology
that do not involve people and new ways of living a wireless life. Some industry prog-
nosticators have realized that there is a fundamental limit to the number of cellular
telephones that can be sold and that it is closely tied to the number of people on planet
earth. A significant fraction of the people on the planet already have cellular tele-
phones. We may expand the market a bit by having people each own two or even a few
user terminals. Probably, though, the personal area network (PAN), with a wireless ra-
dius of about 10 m, will allow our telephones, laptops, electronic wallets, and who
knows what else to link together and share one cellular interface device.

No, the real market growth, some say, is to sell wireless devices that have nothing to
do with people at all. This is an example of the notion of ubiquitous computing, and one
proposed term is invisible mobile. More simply, we are talking about very inexpensive
widespread telemetry. Wireless devices could provide unique identification showing
where something is located at any time. One proposal suggests that if the devices were
cheap enough, one could be attached to each soda bottle during manufacture. This
would allow the manufacturer to track inventory in every store and soda machine au-
tomatically and dispense new inventory promptly. Some market studies show that the
cost reduction and reduced cycle time offered by such a system actually would pay for
its deployment and maintenance. Allowing ourselves to be truly speculative for a mo-
ment, we would point out that telemetry provides more than just location. Why not in-
clude a thermometer so that the soda bottle (or, more important, the ice cream bar) can
call for help when the refrigeration shuts down?

More realistically, such systems will be useful in more expensive pieces of equipment.
They also will be valuable to society as we focus more and more on security. A new sys-
tem for vehicular security at airports has passed its proof-of-concept stage and is being
prototyped at a major airport. Fuel trucks and smaller vehicles are potential weapons
for terrorists who might use them to attack commercial aircraft. In the prototype sys-
tem, ignition keys are replaced with an electronic key. If a key is reported lost, then it
is locked out of the system. A wireless airport network is notified any time anyone tries
to start a vehicle. The vehicle transmits information on the key to the network by a
wireless system. The network confirms the key owner’s identity, work status (whether
or not the employee should be working at this time), and right to use that particular
vehicle. If that worker should not be driving that vehicle at that time, the vehicle is
shut down, and security is notified. If all is okay, then the vehicle starts. Going one step
further, the system tracks each vehicle’s location with a fair degree of precision and can
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shut a vehicle down automatically if it enters an unauthorized area. This would pre-
vent even an authorized employee from using the vehicle to ram a moving airplane.

Far more modestly, water meters and other utility meters that are now read by hand
are already being converted to wireless technology. Integrating these networks with
wireless telephony, where a wireless call, once a day or once a month, will replace a
visit by the meter reader, may not be far off.

In all likelihood, ubiquitous wireless technology will be deployed. It will go first to ex-
pensive items or to solve problems where human life or expensive losses are possible.
As it is proven and manufacturing costs go down, it will become more widespread. How-
ever, to what extent these systems will use CDMA remains unknown.

49.2.5 Conclusion: New ways of living a wireless life

In the end, the wow factor of wireless technology and its revenue-generating value are
only small parts of the real contribution of CDMA and other wireless technologies. The
real value lies not in the realm of the mind, nor in the realm of business, but in the hu-
man heart. We do not primarily mean the opportunities for helping people find mates
(although this is always popular and profitable), but the deeper sense of heart that
refers to courage and to people’s endless ability to find innovative responses to their
situations, creating a new life from changing circumstances.

The PAN and the wireless home network will become seamless environments that
change the way we interact with our possessions. We will call out for lost keys, and they
will answer us.4 More important, cellular telephones are already changing the way we
collaborate, make decisions, and take action.

In Japan, people routinely share photographs of where they are with friends rather
than just chatting. When shopping, we can call a family member or housemate, show
what is on the shelves, and make collaborative decisions about what to buy if our fa-
vorite brands are out of stock. Instead of trying to describe products, we show others
what we are seeing, allowing us to collaborate over distance.

With cellular telephones, people have more flexibility in both space and time. We can
make appointments approximate and use our cell phones to call again when the time
and place are closer, deciding exactly what we want to do. We can call our destinations
when we are lost. Both radio location and being talked in for a landing used to be a
process used only for airplanes. Now they are used routinely by drivers of delivery
trucks and friends who cannot find our houses.5

One clear illustration of this occurred on September 11, 2001. While cellular tele-
phones are probably useful to terrorists, their use was certainly key to the courageous
decision of the passengers and crew of the flight near Pittsburgh that foiled terrorists.
They used their cellular phones to call family from the hijacked flight. The news of the
World Trade Center had already reached some of the people they were calling, and peo-
ple put information together from the news available at home or work and the situa-
tion on the airplane allowed a collection of citizens to surmise that this was not an or-
dinary hijacking. Supported not only by the information but by the human contact with
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5The authors again thank Steven M. Kemp, Ph.D., for collaborating over distance in developing
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friends and family, the passengers and remaining crew apparently decided to prevent
the hijackers from flying the plane into yet another building. Evidence indicates that
they used a luggage cart to attack the cabin door. Whatever the hijackers’ intentions
were, they succeeded only in crashing the plane and not in destroying their target.

This is one spectacular example of a phenomenon that is happening every day. A se-
nior IT executive of a state police department has informed us that the use of cellular
telephones has radically changed the job of the state police. Prior to the cellular tele-
phone being in widespread use, the most frequent job of state police officers was to ren-
der assistance to stranded motorists. Officers were instructed to remain with stranded
motorists to ensure their safety until a tow truck arrived. Not only were these jobs
more frequent than any other, they also took longer than many. Now that stranded mo-
torists have cellular telephones, the tow truck often arrives before the police cruise by.
Even more significantly, the stranded passengers are safer when they are alone be-
cause they have cellular telephones. Criminals, knowing that stranded motorists can
call for help, may well be more reluctant to attack. With cellular telephones, we are less
isolated, and criminal activity is more difficult. Of course, criminals and terrorists can
and do use wireless technology for their own purposes as well. In the long run, how-
ever, there is good reason to believe that the balance will run in favor of safety and
peace.

We are changing our lives with wireless technology. The final outcome is uncertain.
However, there is a core principle of general systems theory that says that living sys-
tems have a property of being self-healing. This means that if we can improve commu-
nication among all the parts of the system, then the parts and the system will be re-
stored to balance, become more robust, and be able to grow. CDMA engineers play a
part in that evolution by doing a good job ensuring ever-growing quality of service in
support of the true quality of life.
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