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Part

Key Radio Concepts

Part 1 of this text, “Key Radio Concepts,” is provided for readers who
are not already familiar with the engineering principles of radio and
how they apply to cellular systems. It also will benefit radio experts
in two ways. First of all, it will help our readers explain these
concepts to people in other fields and to businesspeople. Second,
today’s code division multiple access (CDMA) wireless technology is
built on a series of developments going back over 30 years. It is easy
to be expert in a system and not to know where it came from or to
have an in-depth knowledge of how it works. However, in
understanding the history of our field and the challenges faced by
our predecessors, we gain a deeper expertise, improving our ability to
handle the problems we face today.

Chapter 1, “Radio Engineering Concepts,” defines the
fundamentals of radio, including frequency, amplitude and power,
and modulation. It also includes explanations of multiple access and
modulation, a description of how a radio signal is altered by an
antenna and by the space between the transmitter and receiver, and
how we calculate signal power through those changes.

In Chapter 2, “Radio Signal Quality,” we discuss impairments to
the radio signal, such as noise, interference, distortion, and
multipath. Chapter 2 also covers the measurement of radio signals,
errors in those measurements, and the measurement of both analog
and digital radio signals.

Chapters 3 and 4 describe the components at the two sides of the
radio-air interface, the user terminal and the base station. Chapter 3,
“The User Terminal,” describes the components of a user terminal,
commonly known as a cell phone. Chapter 4, “The Base Station,”
describes the cellular base station: the antennas that receive the
signal through the tower and cable, the power amplifier, the receiver,
the components that transmit cellular signals, those which send
telephone calls through the link to the mobile switching center, and
the base-station controller that manages the operations of the base
station. There is also a discussion of component reliability modeling.
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Chapter 5, “Basic Wireless Telephony,” provides a picture of how
all the parts of a cellular network work together to create the wireless
signal path and how the whole cellular system is laid out, i.e., its
architecture.

In Chapters 6 and 7 we describe the early analog and digital
cellular radio technologies. In Chapter 6, “Analog Wireless
Telephony (AMPS),” we describe the original Advanced Mobile Phone
Service (AMPS) analog cellular technology that pioneered the
cellular architecture as the first radio system relying on managed
interference. In Chapter 7, “TDMA Wireless Telephony (GSM),” we
introduce the world’s first and largest digital cellular system,
Europe’s Global System for Mobility (GSM) time division multiple
access (TDMA) technology, which is serving about 700 million users
worldwide in 2002.

Having built a solid background in the fundamentals of radio and
the evolution of cellular telephony, we turn to code division multiple
access (CDMA) in Chapter 8. In Chapter 8, “The CDMA Principle,”
we discuss the underlying concept of CDMA, called spread spectrum,
the mathematical derivation of the CDMA method of managed same-
cell interference, and the principles of key CDMA components such as
the rake filter and power control. We also describe how CDMA
operates in both the forward and reverse directions and how it
performs handoffs as subscribers move from cell to cell.

The CDMA cellular networks our readers support embody both
concepts developed for the first analog cellular systems and also the
latest digital chipsets and technologies. With the background
provided in Part I, “Key Radio Concepts,” cellular engineers will be
well prepared to understand the latest CDMA technology so that we
can design and optimize today’s CDMA networks.
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We all know what radio is, at least enough to get by. This chapter is for our readers who
came to cellular from landline telephony or information technology and for those who
want a refresher in the basics of radio engineering.

Radio is electromagnetic radiation, a changing electric field accompanied by a similarly
changing magnetic field that propagates at high speed, as illustrated in Fig. 1.1. A ra-
dio wave is transmitted by creating an electrical voltage in a conducting antenna, by
putting a metal object in the air and sending pulses of electricity that become radio
waves. Similarly, a radio signal is received by measuring electrical voltage changes in
an antenna, by putting another metal object in the air and detecting the very tiny
pulses of electricity generated by the varying electrical field of the radio waves.

The technology of radio transmission is developing the ability to transmit a radio
signal containing some desired information and developing a receiver to pick up just
that particular signal and to extract that desired information. One of the latest tech-
nologies to do this is code division multiple access (CDMA), a long way from the dit-dah
Morse code transmission of the earliest wireless equipment. Both Morse code and
CDMA, however, are digital radio technologies.

We use radio to get some kind of information, a signal, from one place to another us-
ing a radio wave. We put that signal onto the radio medium, the carrier we call it, with
some kind of scheme that we call modulation. The Morse code sender uses the simple
modulation scheme of a short transmission burst as a dit and a longer transmission
burst as a dah. The demodulation scheme does the reverse: The telegraph receiver
makes audible noise during a radio burst, and the listener hears short and long bursts
of noise as dits and dahs. Morse code is simple and elegant, and it used the technology
of its day efficiently.

All the components of the process of radio communications were already present in the
telegraph. There is a meaningful message to be sent that was coded into a specific for-
mat, the letters of the alphabet. The formatted message, the signal, is then modulated
by the telegraph operator into a radio message that is then demodulated into something
that looks like the original signal. The receiver restores the message’s meaning, reading
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Figure 1.1 An electromagnetic radio wave.

the letters to form words. In this case, the formatted message is a sequence of letters, a
digital signal.

The meaningful message in telephony is primarily spoken voice. The formatting
stage is done with a microphone and amplifiers to form an electrical voltage over time
that represents the speech, an analog signal in this case. If this signal is fed into an
amplifier and a speaker, then we hear meaningful voice output.

1.2 Frequency

In addition to their magnitude, analog signals such as audio, electricity, and radio also
have the attribute of frequency. We all know frequency as the pitch of a sound or the
station numbers on a car radio, but frequency is a deep, basic, fundamental, primal
mathematical concept that deserves some attention.

The simplest view of frequency is that it is the number of waves that pass a given
point at a given time. In this simplified view, wavelength is in inverse ratio to fre-
quency, with the speed of transmission as the constant.

We measure frequency in cycles per second, or hertz (Hz).! Frequencies we use in real
life vary considerably. We have the very low 50 or 60 Hz of electrical power from the
wall outlet. Sound we hear is air pressure waves varying from 20 Hz to 20 kHz.% Our
AM radio stations operate from 500 kHz to 1.6 MHz, and FM and older broadcast

More mathematical texts often measure frequencies in radians per second and usually use the
Greek letter omega o for radian frequency values, where o = 2mf.

2While almost everybody reading this knows that kHz stands for kilohertz, 1000 hertz, some of
the other prefixes may be more obscure. The entire list is in the “Physical Units” section at the
end of this book.
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television stations are in the very high frequency (VHF) band around 100 MHz. Air-
craft radios operate in the VHF band as well.

Electromagnetic radiation propagates at the speed of light ¢, which is about 3 X 10'° cm/s.
Therefore, Advanced Mobile Phone Service (AMPS), the U.S. analog cellular system, at
900 MHz frequency, has a wavelength of about 33 cm, and the primary cdmaOne fre-
quency, 1.9 GHz, has a wavelength of about 16 cm. Wavelength is a major element in
determining the types of attentuation that we will need to manage. For example, in the
upper microwave bands used for satellite transmission, wavelength is a fraction of a
centimeter, and raindrops can cause attenuation. However, rain is not a problem for
cellular systems. Attenuation tends to occur when the intervening objects are of a size
about equal to one-half the transmission wavelength.? To put radio frequencies into
perspective, the visible red laser light used in fiber optic cable is around 500 THz,
500,000,000,000,000 cycles per second, with a wavelength of about 0.00006 cm.

In a sound wave, there is some atmospheric pressure at every instant of time, so we
can say that the atmospheric pressure is a function of time, and we can describe that
function as the time response of the sound wave. In our human experience, sound usu-
ally comes in periodic waves, and the number of waves per unit time determines the
pitch, the frequency of the sound. Normal sound is a mixture of many frequencies, and
its frequency response is often more informative than its time response.*

A radio wave has a voltage at every instant of time, so its time response is voltage
rather than air pressure. Radio also is usually transmitted in periodic waves with an
associated frequency. As in the case of sound, radio waves usually contain many fre-
quencies, and their frequency response is important.

A function can be represented as f{x). In the case of electrical voltage over time, we
can represent the voltage v at each time ¢ as v(¢). The mathematical concept of a func-
tion tells us that there is one flx) for each x or, in our electrical case, one specific volt-
age v(¢) for each time ¢.

Fourier analysis tells us that we can think of the same v(¢) in another form as V(s),
where s is one particular frequency rather than an instant of time. The function V{(s) is
a little more complicated than v(¢) because it contains not only the amplitude of fre-
quency s but also its phase. The relationship between time response v(¢) and frequency
response V(s) is a pair of integrals from college calculus.

oo

Vis) = J' v(t)e’ dt (1.1)

t=—oco

oo

v(t) = J Vis)e  ds (1.2)

§=—oo

3The coauthor who lives in Texas notes that this could mean that 3-in hail interferes in the
CDMA band. Frankly, we’re a lot more concerned about equipment damage than about radio in-
terference when the hail is the size of tennis balls.

“The audible difference between an oboe and a violin playing the same steady note B}, is in their
response at higher frequencies. Those higher frequencies are called harmonics. The audible dif-
ference between an oboe and a piano, on the other hand, is not only their frequency response but
the percussive time response of the piano.
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While our time and frequency intervals in real life do not go from minus infinity (—co)
to plus infinity (+e0), an important message from these two integrals is that frequency
response V(s) depends on the time response v(¢) over an extended period of time and,
conversely, that the time response v(¢) is determined by knowing enough about the fre-
quency response V(s). Equations (1.1) and (1.2) for time and frequency are nearly sym-
metric, and they tell us that there is a duality in the time-frequency relationship. A sig-
nal v(¢) consisting of a single continuous unchanging wave v(t) = sin(27f¢) has only one
frequency f, as shown in Fig. 1.2.

An important asymmetry in the time-frequency duality is the notion of phase shift.
Consider the waveforms shown in Fig. 1.3. In each case we have two frequencies, one
twice the other. However, the phase relationship between the two waves is different in
the two cases, and their pictures are quite different.

Frequency is often a more natural representation of our radio world than voltage
amplitude. To put this another way, it is often easy and natural to work with frequency
in radio system design. For example, we can build frequency filters that restrict a re-
ceiver to a certain range of frequency so that the received signal is not affected by ac-
tivity at other frequencies. This all seems very natural today, hardly worth going over,
but the core technology CDMA, the subject of this book, pushes radio technology very
hard and tests these basic ideas. Thus, understanding the fundamental concept of ra-
dio frequency is a prerequisite to having a thorough understanding of CDMA.

Technology has changed, and VHF has become an anachronistic acronym. The ultra-
high frequency (UHF) band is the upper hundreds of megahertz, and it was allocated
in the United States to television stations. As cable television has reduced the need for
70 UHF TV stations, the UHF band has been reallocated to other services, including
the first North American cellular telephone service.

Since then, the competition for the UHF band has become severe, and wireless
telephony has moved into the microwave band, above 1 GHz. It has been a constant

v (t) = sin(2rft)

Figure 1.2 A sine wave is just one frequency.
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Figure 1.3 Phase relationships.

challenge to design cost-effective radio transmitters and receivers in the microwave
band, and it becomes more difficult as frequencies get higher.

1.3 Multiple Access

In the very first days of radio, it sufficed to get a signal from here to there over the ra-
dio airwaves. We can imagine the listeners’ excitement the first time they heard a live
voice carried across the ocean on a radio wave and received for their ears. We also can
imagine the desire to carry more than one radio signal. While radio link users can wait
their turns in an ordered sequence, radio is only really useful when many users can use
it simultaneously. The ability to send more than one signal at the same time is called
multiple access.
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Radio has been used for both broadcast and two-way communication. In broadcast, a
single signal is meant for a large community of receivers, whereas we typically picture
two-way radio as having two individual stations communicating with each other.

The usual picture of broadcast is a commercial radio station, but there are private
broadcast channels of distribution. Pagers are a form of broadcast radio; a single source
sends data over the airwaves for a large community of receivers.

The two-way walkie-talkie has evolved into sophisticated communications systems
used in aviation, trucking, railroads, police, and the wireless telephone systems of to-
day. Some systems often have one broadcast direction, a dispatcher talking to all the
taxicabs or an air traffic controller talking to all the airplanes, with individuals reply-
ing on a common frequency with no privacy.

Wireless telephone systems require another level of sophistication because they
manage separate two-way communication links in the same system. Unlike airline pi-
lots, wireless callers do not want to be bothered by other telephone conversations on
the same system. Wireless telephone users take their privacy seriously, and maintain-
ing separate and confidential calls is an important component of system design.

In the earliest days of radio, we used frequency to discriminate among radio signals,
and we called the system frequency division multiple access (FDMA). Each radio user
gets a frequency range, although there may be other users on other frequencies. Com-
mercial radio stations (both AM and FM) are assigned frequencies in their large geo-
graphic areas, and our receiver sets easily discriminate among the stations and allow
us to exclude all but the one to which we are listening. Like broadcast radio, the first
mobile telephone systems and, later, the first cellular systems were FDMA-based.

When the leap was made from analog to digital modulation described in Chap. 7, it
was more efficient to use a larger frequency band and to divide it up among several sig-
nals using time slots. The system is synchronized so that each receiver knows which
transmitted time slots belong to that receiver’s signal. This time division multiple ac-
cess (TDMA) is more complicated than FDMA, but it uses the radio frequency more ef-
ficiently. The Global System for Mobility (GSM), which started in Europe and became
a worldwide standard, is a TDMA system with eight time slots aggregated into a sin-
gle larger frequency band.

FDMA and TDMA have some kind of absolute protection from other broadcasts on the
signal channels in the radio medium. A single frequency band or time slot gets minimal
interference from other frequency bands or time slots because at the exact moment of re-
ception, no other transmitter is broadcasting on the specified frequency. However, in the
world of spread spectrum, a single stream of radio is shared simultaneously. Code divi-
sion multiple access (CDMA), the subject of this book, is a spread-spectrum system that
transmits many signals in the same radio band at the same time.

Allow us to use our favorite analogy for explaining CDMA. Consider a few dozen peo-
ple in a small room all talking in pairs. Each listener knows his or her speaker’s voice
and can tune out the other voices that interfere with his or her own conversation. This
tuning-out ability has limitations and the ability of these listeners to understand their
speakers runs out if we have too many people talking at the same time. In CDMA, we
assign each digital stream its own distinct voice in the form of a digital code, and all of
these streams coexist on the same radio channel all at the same time.

Spread spectrum came from military research where resistance to enemy jamming
was the major design issue. There are several spread-spectrum technologies, and
CDMA happens to be resistant not only to deliberate outside interference but also to
other users on the same channel.
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1.4 Bandwidth as Real Estate

We define radio territory by land area and frequency range. A transmission license au-
thorizes its owner to transmit only within a specified geographic region and between
lower and upper frequency bounds set in the license. These licenses are regulated by
governments in just about every country in the world today. Here in the United States,
the Federal Communications Commission (FCC) gives out broadcast licenses based on
the service being offered and the technology being used. In the United States, it would
be fair to say that regulation of the radio spectrum is tighter and more restrictive than
mineral rights but looser and freer than airspace, which is controlled minute by minute
by the Federal Aviation Administration (FAA).

The allocation of radio frequency carries with it the obligation not to transmit on any
other frequency bands. More frequency bandwidth means more capacity, in the form
of more channels for FDMA and TDMA systems and more bits when using CDMA
technology.

We refer to radio frequency ranges as bandwidth or spectrum. The usual discussion
is about the frequency range, with the geographic coverage region assumed. There are
hot debates over where one region ends and a neighboring region begins, but we will
concentrate on the bandwidth issues in our CDMA discussions. Readers should keep in
mind, however, that negotiating with geographic neighbors for compatible service is
every bit as important as making sure radio transmission is contained within allocated
spectrum. We will discuss the technical issue of calls being served by different wireless
systems in Sec. 12.5.5.

As in any other acquisition, some frequencies are more desirable than others. Just as
the downtown real estate commands a premium in most big cities, so also, in radio,
lower frequencies are less demanding to operate. Lower-frequency amplifiers and an-
tennas are simpler, and radio coverage is broader at a given power level. The lower fre-
quencies are already firmly claimed by radio and television stations, police communi-
cations, and other long-established users.

In the early days of cellular, we were lucky enough to get radio spectrum allocations
in the 900-MHz band, the upper end of “the UHF wasteland.” We called it that because
cable television was clearly alleviating the need for 70 UHF TV stations. Even before
cable, most of us remember there being only a few U.S. TV stations numbered 14
through 83.

More recently, wireless has been pushed up into the microwave band. Much of this
push is a consequence of our own success. As the demand for wireless telephone service
has increased, we have become hungry for more bandwidth to satisfy that demand, and
that bandwidth is out there in the microwave band.

1.5 Amplitude and Power

The amplitude of a radio wave is the electromagnetic voltage level as it propagates
through space. Similarly, the amplitude of a sound wave is the pressure variation as it
propagates through the air or other medium. Alas, amplitude and power are different,
and this creates more than a little confusion.

The power of an electromagnetic (or audio) event is the energy per unit time. We are
all familiar with power in units of watts or horsepower. In a car engine, for example, it
is the driving force or thrust being applied multiplied by the speed at which it is being
applied. In an electromagnetic event, power is the voltage multiplied by the magnetism
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or current. In an audio event, power is the air pressure multiplied by the air velocity.
In both radio and sound, this means that the power level is proportional to the square
of the amplitude.

To expand this idea a little more fully: In an electromagnetic wave, the amplitude is
the voltage, and the current is proportional to that voltage. Power is voltage times cur-
rent, so the power is proportional to the square of amplitude. In an audio event, am-
plitude affects both the air pressure and air velocity, so power is proportional to the
square of amplitude there as well.

Amplitude is measured in volts, which we almost never use in discussions of radio
systems, and power is measured in watts, which we use constantly.®

A typical base-station radio transmitter in our mobile telephone world has about
100 W of effective radiated power (ERP). A typical broadcast radio or television (TV) sta-
tion might have 1 million W ERP, so our mobile radio stations are in the lightweight
division. The telephone itself is usually limited to 1 W, the bantamweight division.
However, this comparatively puny signal reliably gets hundreds of millions of calls
through every day.

An effective medium for sending information, radio is not an efficient medium
for sending energy. The mobile telephone signal transmitted at 1 W is typically
0.0000000000001 W, or 100 fW, at the base-station receiver. Losing 99.99999999999
percent of the energy sounds wasteful, but our receivers are able to demodulate this
tiny signal to recreate the signal modulated at the transmitting end. We can demodu-
late and understand such a weak signal by engineering our wireless systems so that
the other signals competing with it are even weaker.

The crucial issue in getting a signal through is not the amount of power; it is the
ratio between the power of the signal and the power of the noise or interference, the
signal-to-noise (S/N) ratio or the signal-to-interference (S/I) ratio. As long as this ratio
is high enough at the receiver, the amount of power received is irrelevant.

Since every electrical amplifier has its own noise, the receiver has some internal
noise level, and we want our signal to be stronger than the noise. Maximizing the S/N
ratio is the key to good radio design. Electrical engineers are designing superb low-
noise receivers, and it is the job of the wireless telephone system planners to get as
much signal and as little that is not our own signal to the receiver as possible.

1.6 Decibel Notation

The power ratios in radio are often huge. We broadcast 100 W of power only to have
10 fW get into the receiver. Throwing numbers like 10,000,000,000,000, 102, around
gets tiresome and confusing. The Americans and British do not even agree on what to
call such a large number; it is called 10 ¢rillion in the United States, but it is called 10
billion in England.

There is a more fundamental point, however. Ratios are often the essential matter,
and we need some notation for describing ratios as ratios and articulating the differ-
ences between ratios. Fortunately, the decibel scale does the job nicely.

Named after Alexander Graham Bell, the bel is defined as a factor of 10, so 2 bels is
a factor of 100 and 3 bels is a factor of 1000. As shown in Table 1.1, bels add where the

5A summary of units and notation is in the “Physical Units” section at the end of this book.
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TABLE 1.1 Decibel Conversion to Ratios

Factor Typical Percentage

Bels Decibels (exact ratio) rounding increase
0.01 0.1 1.02329 2.33
0.1 1 1.25892 25.89
0.2 2 1.58489 58.49
0.3 3 1.99526 99.53
0.30103 3.0103 2 3 dB 100.00
0.4 4 2.51188 151.19
0.47712 4.7712 3 5dB 200.00
0.5 5 3.16227 216.23
0.6 6 3.98107 298.11
0.60206 6.0206 4 6 dB 300.00
0.7 7 5.01187 401.19
0.77815 7.7815 6 500.00
0.8 8 6.30957 530.96
0.9 9 7.94328 694.33
1 10 10 900.00
2 20 100 9,900.00
3 30 1,000
4 40 10,000
5 50 100,000

10 100 10,000,000,000

13 130 10,000,000,000,000

factors multiply, so a 2-bel change followed by a 3-bel change is a 5-bel change because
1000 times 100 is 100,000. Negative bels are reduction factors, so —1 bel is a factor of
0.1 and —4 bels is a factor of 0.0001.

Fractional bels require a little high-school mathematics. One-half of a bell would be
the square root of 10, approximately 3.16228 on a calculator. Using a logarithm table
or the LoG function on a calculator, we can see that a factor of 2 would be 0.30103 bel
and a factor of 3 would be 0.47712 bel. Using the addition rule, we see that a factor of
6 is 0.30103 + 0.47712 = 0.77815 bel.

The bel scale becomes more intuitive when we multiply the values by 10 and use
decibels (dB) instead of bels. A factor of 10 is 10 dB, and a factor of 100,000 is 50 dB.
And a path loss of 10,000,000,000,000 comes out as 130 dB.

The fractions are easier to deal with in decibels, too. A factor of 2 is 3 dB. Sure, the
exact value for a factor of 2 is 3.0103 dB and the exact value for 3 dB is 1.9952, but it
is a very rare occasion where the 0.2 percent difference is going to be important enough
to matter. After living in the engineering world for a few weeks, most of us use 3 dB for
a factor of 2 and 6 dB for a factor of 4 as freely as 20 dB for a factor of 100. After
6 months, most of us do not even remember which of these is the approximation and
which is the mathematically derived exact value.

Using 5 dB instead of 4.77 dB for a factor of 3 is a little bit looser, but much of the
time the difference between a factor of 3 and a factor of 3.16228 is not that important.
We are not endorsing sloppy arithmetic, only using notation that articulates what
needs to be communicated and is typical in the field of radio engineering.

Table 1.1 shows some decibel values converted to their ratios. After a while in radio,
or just about any other part of electrical engineering, the decibel scale seems easy and
natural.
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So far we have a ratio scale of decibels, but we have no units. The most familiar ap-
plication of decibels in everyday life (for most of us anyway) is sound pressure level
(SPL). A committee decreed that a pressure wave of 0.0002 dynes per square centime-
ter is the unit of sound pressure level, the 0-dB point. We denote this very quiet level
as 0 dB SPL. A subway train that is 1,000,000,000 times louder, 90 dB louder, is there-
fore 90 dB SPL. And if I buy a pair of earplugs that say “15 dB attenuation” right on
the box, I can expect the resulting subway sound level in my ears to be 75 dB SPL,
which is 90 dB SPL minus 15-dB earplug attenuation.

In the radio world, our 0-dB point, 0 dBm, is 1 mW of ERP. A 1-W radio signal is
30 dBm, a 100-W radio signal is 50 dBm, and a received power level of 10 fW is —110
dBm. Losing 99.99999999999 percent between the transmitter and the receiver is ex-
pressed as 130 dB of path loss in our decibel notation.

Most of the time in radio engineering we stay in the decibel-ratio world of units. The
magnitude range is one reason, but there is an even more compelling reason to think
in terms of decibels rather than absolute amounts. The performance of a radio link is
almost always defined in terms of the S/N or S/I ratio.

These concepts are important in any radio engineering, but CDMA makes it partic-
ularly important because small changes in signal make comparable changes in capac-
ity. The connection is often direct: A 0.5-dB change in signal quality is a 0.5-dB change
in system capacity, which should be a 12 percent difference in revenue. (Before you scoff
at 12 percent, ask yourself what a 12 percent change in your own salary is worth to
you.)

And there is a more subtle reason to think in terms of ratios. There is a statistical
notion, the law of large numbers, that tells us when we add a large number of random
variables the sum tends toward a particular statistical shape called a normal distribu-
tion, the famous bell-shaped curve we read about.® Another term for a normal distri-
bution is a gaussian distribution, named after the mathematician Karl Friedrich Gauss
(1777-1855). In a radio path, the random variables are path losses from line-of-sight
distance, buildings, trees, hills, and even rainy weather, and these path losses multi-
ply in absolute numbers and add in decibel-ratio units. If distance path loss averages
80 dB, for example, buildings add another 15 dB of path loss, trees add 10 dB, and hilly
terrain another 25 dB, then the total path loss will average 130 dB with a normal, bell-
shaped, statistical variation in the decibel scale. We call this a log-normal distribution
because it is normal in the logarithmic decibel scale.

Because of the fundamental difference between voltage and power, we have two
equations for decibels that look different but are really telling us the same thing:

d = 10 log (&> (1.3)
wi

d = 20 log (ﬁ) (1.4)
U1

Equation (1.3) tells us the decibel expression for the ratio of two power levels w;
and w, in watts, whereas Eq. (1.4) tells us the decibel expression for the ratio of two

5We are glossing over a great deal of deep and interesting statistical theory here, but the point
is still a valid one.
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voltage levels vy and vy. The assumption being made in Eq. (1.4) is that the electri-
cal load, which we call impedance, is not changing as the voltage changes from v,
to Ug.

In the world of radio, we sometimes do not care about an extra 30 dB. So long as S/N
ratios or bit error rates are low enough, an extra factor of 1000 in a signal strength does
not matter. Other times we are concerned about 0.1 dB because a 2 percent difference
in a particular factor is crucial to system capacity.

1.7 The Radio Path

Our physics textbooks make it clear that electromagnetic fields and electromagnetic ra-
diation radiate through open space in a vacuum with the same energy in the same
spherical angle. Since the surface area of a spherical angle increases as the square of
the distance from the source at the center, this tells us that the intensity (power) p of
a radio wave decreases as the square of the distance r:

pP=z (1.5)

(The constant term o takes into account all the factors besides distance.) When
we all live in an unobstructed vacuum, we can start using this kind of propagation
model.”

As usual, real life is far more complicated than Physics 101 would have us believe.
Let us start with the two basic assumptions in Eq. (1.5): no air and no obstructions.

At frequencies up through 1 GHz and distances up to 10 km, it is pretty safe to ig-
nore air losses. As we move up in frequency, the absorption of air becomes more im-
portant, but cellular systems are operating at short enough distances that we believe
that it is a minor factor in these systems, even on rainy days.®

Terrain obstruction is more important to our wireless system design than air and
weather. Our planet’s surface is curved and hilly and covered with varying kinds of
plant life and buildings. When Bell Telephone Laboratories engineers made their mea-
surements, they found that radio power came down far faster than Eq. (1.5) suggests.
After making many measurements and doing the best statistical analysis they could,
they got an exponent of 3.84, as shown in Eq. (1.6):

a
= —ar 1.

P = 351 (1.6)

In conversation, we refer to this relationship as “38.4 dB per decade,” a loss of 38.4 dB

(a factor of 7000) for each factor of 10 in distance. Considering how variable different

places are and how much other factors affect a radio signal path, we have no problem

“But how are we going to speak and hear our telephones in the vacuum of space?

8As we recall from conversations back in the early days of cellular vision, circa 1970, using 60
GHz for cellular radio was talked about because 60 GHz was an absorption frequency for atmo-
spheric oxygen and would provide excellent cell-to-cell isolation for that reason. Even Bell Tele-
phone Laboratories did not have 60-GHz amplifiers that were powerful enough or cheap enough
for a telephone market such as cellular that might someday approach 1 million subscribers, so
they retreated to the more practical frequency band around 900 MHz.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



14

Radio Engineering Concepts

Key Radio Concepts

calling the typical terrain loss an inverse fourth power, 40 dB per decade, as shown in
Eq. (1.7):

p= (1.7)

W%| Q

The higher-than-free-space loss rate is a good thing for wireless capacity rather than
a bad thing. Our interferers tend to be further from our receivers than our desired sig-
nal transmitters, so a tendency of the signal to deteriorate quickly with distance helps
us discriminate between desired and undesired radio waves.

While most engineers think and speak about path loss, we find it easier to think of
the radio path or even path gain with the understanding that the number is going to
be far less than 1 (negative decibels). We will refer to a radio path gain of —130 dB or
a higher radio path gain of —110 dB. In this way, we do not have to remember which
number to subtract, a mistake far easier to make in a spreadsheet than on a piece of
paper. The notion of path gain rather than path loss also avoids the constant hassle of
remembering that greater path loss means less radio signal.

Life gets more complicated, however. The 40 dB per decade is an average over vary-
ing terrain and surface clutter. Rolling hills make the radio path gain higher on the
side near the antenna and lower on the far side. Wooded areas have lower path gain
than clear areas, and this difference is greater in the summer when the trees have
leaves. Buildings not only reduce the path gain on average, but they also greatly in-
crease the signal variability as one moves from one place to another nearby place. Sig-
nal variability is the variation in received signal strength from a fixed transmitter as
a mobile unit is moved around a relatively small area.

While the earth’s surface is almost always curved, it is not necessarily curved the
same way in all places. Los Angeles and Salt Lake City are two U.S. cities built in val-
leys, so their ground curves up instead of down. This means that cellular interference
in these cities, and others with similar topography, is going to be different and very
likely more difficult to manage than elsewhere.

Bodies of water also affect propagation. Radio waves that would be absorbed or dif-
fused by shrubbery can bounce off a water surface. This can form local radio “hot spots”
near lakes and rivers.

Because of the multiplicative nature of path gain reductions from terrain, buildings, and
shrubbery, the statistical effect is a log-normal signal distribution, as described in Sec. 1.6.
Typical standard deviations are about 10 dB.? Understanding radio propagation is essen-
tial to CDMA capacity and quality planning. Chapter 47 goes into the subject in depth.

1.8 Antenna Gain

We see the term antenna gain, and we have to wonder: How can an antenna have gain?
How can a piece of metal with no external source of power make a radio signal stronger?
Well, an antenna can concentrate the radio energy in a specific direction and make that
direction more powerful than it would have been from omnidirectional radiation.
Antenna gain makes radio stronger the same way a cone-shaped megaphone makes a
speaker louder in an intended direction.

9This gives a statistical variance of 100 dB2. In all our various engineering travels we have en-
countered few dimensions as odd as decibels squared.
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Figure 1.4 Antenna with no gain and with 10 dB of gain.

Consider a perfectly omnidirectional radio transmitter. The surface area of a sphere
is 472, so we sometimes call this spherical symmetry a 4w radiator. If we focus the en-
ergy in a circular pattern out of the sides of the antenna system, then we have a hori-
zontally omnidirectional transmitter with much less energy coming out its top and bot-
tom. This is illustrated in Fig. 1.4. By squeezing nearly all the energy into one-tenth

00" Pecrgy 0 Spetoy 30"

| N | 7N
0dB +20dB 0dB
+10dB

Figure 1.5 Antenna radiation pattern.
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the surrounding spherical area, we can achieve a factor of 10 increase in ERP, a 10-dB
antenna gain. This is shown in the figure.

Narrowing the field of this 10-dB gain antenna to a 120-degree horizontal sector gives
us another factor of 3, that is, 5 dB, for a total antenna gain of 15 dB. There are two rea-
sons to use such an antenna. First is the radio gain issue: Higher-gain antennas mean
that we can reach further (coverage) using lower-power amplifiers (efficiency). However,
a second reason to use a narrower beam is that we can be selective in our coverage area.
If we use a 120-degree sector with one antenna, then the area behind that antenna,
which we call the backlobe, can be served by another antenna. We call these separate ser-
vice areas sectors. The lower the cross-interference between the two antennas, the more
subscribers we can serve with those antennas. Antennas have different radiation pat-
terns typically drawn on a circular scale in decibels, as shown in Fig. 1.5.

More selective antennas are more expensive, naturally, and the backlobe attenuation
of a sector antenna is typically 15 dB. This is a substantial reduction in radio level but
hardly elimination of radio signal. Thus, while it is easy to draw three or six sectors in
Fig. 1.6 and picture each being served independently by its own antenna, there is sub-
stantial backlobe interference. And the sector boundary has significant cross-interference
as well because antennas do not have perfect directional filtering, as shown in Fig. 1.7.

Wireless
Telephone

¢ /
\//L/
//\

Figure 1.6 Antennas for 120-degree sectors.
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Figure 1.7 The sector boundary.

1.9 The Link Budget

We sometimes express the combination of path gains and losses in a link budget, as
shown in Table 1.2. In this simple link budget, the power level at the receiver is —79 dBm.
The manufacturer’s specifications or actual measurements might tell us that the re-
ceiver noise level is —105 dBm. The resulting S/N ratio (26 dB) is obtained by sub-
tracting the noise (—105 dBm) from the signal strength (=79 dBm). In this example, a
required S/N ratio of 20 dB was used. Surplus S/N is the extra signal strength above
the minimum requirement that the communications link has to spare.

As the radio environment gets more complicated, we can add components to the link
budget to reflect this. Of course, a link budget can be either an estimate of what we ex-
pect or a display of actual, measured results. Sometimes the link-budget concept is an
oversimplification, but other times it gives a clear picture and brings a radio environ-
ment into perspective.
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TABLE 1.2 A Link Budget

10-W amplifier 40 dBm
Transmit antenna gain +10 dB
Radio path —130 dB
Receive antenna gain 1dB
Signal level (total) —79 dBm
Receiver noise level —105 dBm
Signal-to-noise (S/N) ratio 26 dB
Required S/N ratio 20 dB
Surplus S/N 6 dB

1.10 Modulation

Analog and digital signals are added to radio transmissions through very different
types of modulation. For analog radio, the electrical signal modifies the carrier wave.
For digital transmission, encoded bits alter the carrier.

The heart of a wireless telephone technology is its radio modulation scheme. We of-
ten refer to the full specification of the wireless modulation scheme, complete with all
the signaling rules, as the air interface.

1.10.1 Analog modulation

We can send analog electrical signals (audio or video) on a radio link in two basic ways,
amplitude modulation (AM) or frequency modulation (FM). AM means that the electri-
cal voltage is matched by the amplitude of the radio wave. The receiver simply converts
varying radio levels back to voltage that goes into an audio amplifier, a television or
videocassette recorder (VCR), or some other terminal equipment. As shown on the left
side of Fig. 1.8, AM is a continuous sine wave with its amplitude varying as the input
signal changes. Should some other, interfering radio wave come along with its fre-
quency close to the AM radio wave we are currently receiving (and demodulating), that
wave will have its content added as a noise component to our received signal.

As its name suggests, FM means the electrical voltage is matched by the frequency
of the radio wave, and the receiver converts varying frequency back to signal voltage.
As shown on the right side of Fig. 1.8, FM is a continuous sine wave with its frequency
varying as the input signal changes. An interfering radio wave is less likely to affect
the frequency component at our receiver, so the FM receiver tends to produce a less
noisy reproduction of its signal from a noisy radio environment. If we have two FM sig-
nals modulated around the same frequency, then there is some ratio between them that
ensures that the stronger signal is the one we hear. We call this the capture ratio of an
FM receiver, and a typical capture ratio is 1.0 dB. That means if the desired signal is
60 percent of the power at the receiver and somebody else’s signal is 40 percent, then
a typical FM receiver should produce the desired signal.

1.10.2 Digital modulation

AM and FM are analog modulation schemes in that some physical property of the
radio wave is modulated in some proportion to a physical property of the meaningful
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Figure 1.8 AM and FM modulation schemes.

signal. The contrast, of course, is with digital modulation, where the signal is turned
into a sequence of binary digits, bits, and those bits are transmitted by modulation of
the radio wave. Since CDMA, the subject of this book, is digital modulation, let us con-
centrate on digital modulation.

In digital modulation, we are adding bits to the radio signal. A bit is the smallest unit
of information, represented by one of two states at a particular location. In writing, we
usually represent bits as having a value of 0 or 1. Actually, the meaning associated with
a bit could be a number (built from Os and 1s) or a choice such as true/false or a repre-
sentation of anything, including the human voice, through some particular code.

There are two general approaches to digital modulation, coherent, and noncoherent.
In coherent modulation, a pilot or reference signal is used. A pilot signal is a broadcast
signal that is modulated with a known pattern sent from the same transmitter. The re-
ceiver already knows what to expect in the pilot signal, so it can adjust its own inter-
nal parameters using the pilot as a reference.

In systems that use pilots, the signal is demodulated at the receiving end by a com-
parison of the two waveforms, the pilot signal and the modulated signal, at a single
time ¢. In noncoherent modulation, a single signal is used, and the demodulator at the
receiving end notes the changes in the signal over time. In noncoherent modulation,
low amplitude might be a 0 and high amplitude might be a 1. Or the absence of a phase
change might represent a 0 and the presence of a phase change might represent a 1.

One of the simplest digital modulation schemes is a coherent scheme called binary
phase-shift keying (BPSK). The rule is simple enough: We broadcast a single frequency,
and at predetermined time intervals, we broadcast the wave in the same phase as the
pilot for a 0 bit and in opposite phase for a 1 bit, as shown in Fig. 1.9. Each of these
predetermined time periods is called a symbol.
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Figure 1.9 Binary phase-shift keying (BPSK).

The next level of digital sophistication is called quadraphase phase-shift keying
(QPSK). The rule is not quite so simple: We broadcast a single frequency the same as
BPSK, we compare to the pilot phase at predetermined time intervals the same as
BPSK, but QPSK allows four different phase relations instead of two. The four phase
shifts are 0, 90, 180, or 270 degrees for 0, 1, 2, or 3, as shown in Fig. 1.10. Using QPSK,
we send 2 bits per symbol instead of just one. (Our four options, 0, 1, 2, and 3 in decimal,
are represented as 2 bits in binary notation: 00, 01, 10, and 11.) QPSK makes twice as
much use of the radio bandwidth as BPSK, and we can send twice as much informa-
tion. We get a free lunch by using the full phase space that BPSK does not.

We use another type of graph called a constellation to depict digital modulation
schemes. These radial graphs depict amplitude as the distance from the center of the
graph and depict degrees of phase radially, from 0 degrees along the X axis to the right,

v (1)

/
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1
\ \ Vi
\ / \ 4
N_~v / \_\ Mo

«— Pilot

Figure 1.10 Quadraphase phase-shift keying (QPSK).
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Figure 1.11 BPSK, QPSK, 8-ary, and 16QAM constellations.

90 degrees vertically up on the Y axis, 180 degrees horizontally to the left, and 270 de-
grees vertically down. Each point on the graph represents an amplitude and phase re-
lation where digital information can be transmitted. In radio we do not call the two di-
mensions x and y or real and imaginary as we do in mathematics class. Rather, we call
the same two axes in-phase and quadrature. Occasionally there will be some reference
to I and @ for in-phase and quadrature.

BPSK has two points in its constellation, +1 and —1.1° In mathematical terms, the
frequency-phase space is the two-dimensional complex-number space, and the sophis-
tication of QPSK takes advantage of the full two-dimensional modulation opportunity.
QPSK uses the four complex numbers 1, i, —1, and —i.!* There are more complex
schemes that send more bits per time period. For example, there are m-ary schemes
and quadrature amplitude modulation (QAM). Figure 1.11 shows BPSK, QPSK, 8-ary,
and 16QAM constellations.

OWe call the digital modulation states points. The astronomy analogy stops short of calling
them stars.

HMathematicians (like one of us, Rosenberg) use the letter i for the square root of —1. Electri-
cal engineers use the letter j for the same concept.
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Figure 1.12 Quiet and noisy 16QAM received constellations.

The factor of 2 gain from 1-bit BPSK to 2-bit QPSK is a one-time efficiency gain be-
cause BPSK simply ignores half the information opportunity. The gain in bit rate going
up to 3-bit 8-ary or 4-bit 16QAM is not free. The effect of radio noise is to wiggle the
points on the constellation picture, and more noise wiggles them further, as shown in
Fig. 1.12. As the constellation points get closer together in more complicated modulation
schemes, the noise component must be lower for the same bit-accuracy rate. A denser
constellation gets its higher bit rate at the expense of a tougher S/N requirement.

There are other versions of QPSK, variations on the same four-point concept. There is
offset QPSK (OQPSK), shown in Fig. 1.13, that displaces the four points by 45 degrees
tol+i,1—1i, —1+1i,and —1 — i. There is differential QPSK (DQPSK), a noncoherent
modulation scheme in which the four phase angles are taken relative to the previous
symbol. The GSM system uses gaussian minimum phase-shift keying (GMSK), a ver-
sion of QPSK in which the carrier amplitude rises and falls in a gaussian-shaped
impulse response to minimize radio transmission out of the desired frequency band.

In general, coherent modulation schemes are somewhat more resistant to noise than
noncoherent schemes for the same bit rate. In a world with perfect phase alignment,
perfect separation of in-phase and quadrature components, we would expect 3 dB bet-
ter performance. Actual coherent systems tend to be about 2 dB better than similar
noncoherent modulation schemes.

®
° °
® ®
° °
®
QPSK OQPSK

Figure 1.13 QPSK amd OQPSK constellations.
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The coherent-modulation performance improvement comes at the cost of having the
extra pilot signal for coherent phase alignment. Thus we usually use coherent schemes
when one transmitter is sending many signals so that they can share the pilot and non-
coherent schemes otherwise. This is an important difference between the forward and
reverse directions in a wireless telephone system, as discussed in Secs. 8.8 and 8.9.

Older digital systems used amplitude shift keying (ASK) and frequency shift keying
(FSK), where amplitude and frequency changes were used instead of the phase changes
we have discussed here.

1.11 Adding Radio Signals

Two radio waves combine by adding amplitudes, their voltages levels. (In the same way,
audio sounds combine by adding their amplitudes, atmospheric pressure.)

This sounds like an easy concept, but it is not always so simple. Sometimes one plus
one is two, sometimes four, sometimes zero, and sometimes one. To borrow a line from
George Orwell’s 1984, sometimes it’s all of them at once.

The statistical average of adding uncorrelated voltages is a power sum. To put this in
plainer English, if radio signals are not closely synchronized in some way, then their
combined signal is the sum of their power levels. If a receiver receives 10 pW (pico-
watts) from source A, 13 pW from source B, and 32 pW from source C, then the combined
signal from these three uncorrelated sources will be the total, 55 pW (10 + 13 + 32 =
55.12 One plus one is two for uncorrelated addition.

In CDMA, we find ourselves paying a lot of attention to correlation and how signals
are correlated. If two waves are of the same frequency in perfect phase, then adding
their voltages increases power as the square of the voltage. We call this a coherent sum.
Thus a 10-V, 2-W signal coherently added to another 10-V, 2-W signal yields a 20-V,
8-W radio signal. For coherent addition, one plus one is four.

Should the frequencies be the same but the phases be opposite, a 180-degree phase
shift, then we get subtraction rather than addition of voltage. In the case of equal level
and opposite phase, we get complete cancellation, no signal at all. An important exam-
ple of such a cancellation is a signal that takes two paths to the same place (described
in Sec. 2.1.4), where one path is half a wavelength longer than the other. If the two
paths have similar signal path gains, then received signal is dramatically reduced.
When we are out of phase, one plus one is zero.

Two signals can be arranged to be orthogonal® so that they are in phase as often as
they are out of phase. The result is that a receiver looking for one of these signals sees
no net contribution from the interfering signal. The most common U.S. CDMA system,
cdmaOne (previously Qualcomm’s IS-95 standard), uses orthogonal codes to create 64
signals that, at least in theory, have no interference with each other. For orthogonal
signals, one plus one is one.

2This is one occasion where decibel notation obscures rather than illuminates what is hap-
pening: —80 dBm plus —79 dBm plus —75 dBm comes out to —72.5 dBm, but that is not terribly
intuitive.

3The term orthogonal is a sophisticated mathematical term, and we are using it casually here.
When we design orthogonal codes in CDMA, the orthogonality of those designs is sophisticated
and quite mathematical, as we shall see in Sec. 8.3.2.
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When the phase shift is 90 degrees, then the voltage sum is a power sum, and one
plus one is two. In Sec. 1.10 we mentioned the in-phase I and quadrature @ components
of a modulated signal, and these are 90 degrees out of phase with each other. Thus,
while the total power is their sum, the I and @ components are orthogonal to each
other, and a receiver can discriminate between them—and one plus one is one.

A few paragraphs cannot give an intuitive sense of how radio signals combine. The
best we can do is help you understand that adding radio signals is a tricky business.
Engineers doing this for decades still forget factors and components from time to time.

1.12 Conclusion

In this chapter we have reviewed the basics of radio engineering and their application
to wireless technology. In the next chapter we will look at the challenges radio engi-
neers face in making wireless systems work.
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Chapter

Radio Signal Quality

This chapter briefly defines the theoretical issues behind major challenges for cellular
engineers. We look at noise, interference, and related issues, as well as issues related
to radio signal measurement. The practical consequences of these issues will be ad-
dressed in depth throughout the remainder of this book.

Radio Impairments

Noise

Between a modulated and transmitted signal at one end and the received and demod-
ulated version at the other end, a lot of bad things can happen. Since code division mul-
tiple access (CDMA) demands more of our radio links than most earlier technology,
these impairments have to be understood and managed more carefully than before.

We can divide radio impairments into four basic categories: noise, interference, dis-
tortion, and multipath.

Every radio receiver has some internal electrical activity that has nothing to do with
the electromagnetic radiation it is designed to receive. There is a quantum-level atomic
component called thermal noise that increases with temperature and frequency band-
width.! Other than operating our radio telephones in Dewer flasks of liquid helium,
there isn’t much we can do about thermal noise. Noise is also added by radio emissions
from the sun and outer space.

Receiver amplifiers have their own sources of thermal noise from their own compo-
nents that usually overwhelms the natural radio thermal noise. These can be reduced
by better amplifier design or by putting the amplifiers closer to the antenna terminals
so that the cable losses come after a stage of amplifier gain. This alone can reduce the
receiver noise by several decibels.

Most radio noise is additive white gaussian noise (AWGN), so let us examine each of
these four words in turn.

!Temperature is measured from absolute zero.

25
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Additive noise is simply added to the signal. As elementary as this sounds, there are
other things that happen to radio signals. We use amplifiers to multiply radio signals,
processing equipment to modulate a radio carrier, and other equipment to filter fre-
quencies. A medium such as air, or air with raindrops in it, reduces the radio signal, of-
ten reducing some frequencies more than others. The characterization of radio noise as
additive is an important aspect of its behavior.

White noise is signal with equal energy at all frequencies, statistically speaking. In
the sound medium, white noise has a hissing shhhh quality. One audio example of a
nonwhite noise is hum, clearly concentrated at 60 Hz (in the United States). Audio en-
gineers use pink noise that has equal energy per musical octave. It has a more rushing
sound than white noise because it has comparatively more low-frequency content.?

Gaussian noise follows the statistical normal or gaussian distribution. The mathe-
matical properties of gaussian distributions are an important part of radio engineering
theory. Hum is an example of nongaussian noise, but we would be hard-pressed to find
a good example of white noise that is not gaussian.

Noise is something that is not signal. In our CDMA models, radio noise is something
introduced after the modulation phase and before demodulation.

2.1.2 Interference

Noise is something that is not signal. Not only is noise not our own signal, but it is also
not somebody else’s signal either. When somebody else’s signal becomes an impairment
to our own radio link, we call it interference. It may be additive but is not white or
gaussian. In wireless telephone networks, calls have interference that consists of other
calls using the same frequency and modulation.

Before cellular, interference was simply avoided for a long time. Systems were de-
signed so that no two broadcasters in the same area were transmitting signals at the
same time at the same frequency. The cellular principle, in a nutshell, is the idea that
the tradeoff between interference and capacity is something we can manage through
engineering and planning. Managing interference, rather than simply avoiding it,
gives us much more flexibility, allowing us to offer new kinds of services. It is a deep
and powerful truth in CDMA that interfering CDMA signals can be treated as noise,
statistically speaking. This is the subject of Chap. 8.

2.1.3 Distortion

Both noise and interference are additive, superimposed on an unchanged underlying
signal. Change in the shape of the signal itself is called distortion. A signal is not dis-
torted if it is merely amplified or attentuated; the change has to be more substantial.

A radio amplifier that amplifies loud and soft signals differently is called nonlinear.
A nonlinear amplifier produces a waveform other than the input signal and, therefore,
creates distortion. An amplifier without enough power distorts the radio wave by clip-
ping it (see Fig. 4.4 in Sec. 4.3).

Radio frequency (RF) filters are used to keep transmissions within allotted frequency
bandwidth, but they also add distortion in narrowing the frequency distribution.

2The discussion of hum and pink noise is here as a contrast to white noise. To understand what
something is, it is often useful to know something it is not.
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Fading due to multipath transmission.

The general term distortion is frequently used in the audio world, but one hears it
less frequently in radio.

Analog telephone listeners know noise as a rushing or hissing sound on the line, in-
terference as hearing fragments of another conversation, and distortion as garbled
speech. These same three impairments affect radio signals as well.

2.1.4 Multipath

Radio waves can go in straight lines, and this is how we usually visualize them travel-
ing. However, they often travel on the bounce, and we use the term multipath for the
phenomenon of receiving several copies of the transmitted signal.

There are two multipath issues to deal with. First, the combination of the same ra-
dio wave at different phases causes dramatic shifts in the cumulative amplitude, and
second, the signal may be received repeatedly at different times.

We use the term multipath fading for the varying amplitude due to multipath trans-
mission. Fading is easy to understand if we picture a single-frequency broadcast from a
single source being received on two paths, as shown in Fig. 2.1. Where one path is half a
wavelength longer, the two signals will tend to cancel each other out because they are out
of phase. The same is true if the difference in path length is 1.5 wavelengths or any other
difference that adds the multiple paths out of phase with each other. A collection of many
paths of similar radio path gains at a single frequency produces a Rayleigh distribution,
and we call the single-frequency multipath-fading phenomenon Rayleigh fading.

For the mathematically curious, here are a few facts about Rayleigh fading. The dis-
tribution is a Rayleigh distribution in amplitude and an exponential distribution in
power. Relative to mean power level, signal will be below —10 dB one-tenth of the time,
below —20 dB 1 percent of the time, below —30 dB 0.1 percent of the time, and so on.
The autocorrelation distance is about half a wavelength, so it is a pretty safe bet that
moving a wavelength away from a low point will give you a better signal.® Finally, the

SMultipath fading has some cyclic behavior with high and low points about a wavelength apart,
but we will not be too far astray if we think of this fading as an autoregressive process in three
dimensions. And no, you do not need to know much about three-dimensional autoregressive
processes to be a good radio engineer.
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fading depends on frequency as well as on location, with an autocorrelation frequency
change related to the range of the multiple paths.*

Where there is a significant line-of-sight path from the transmitter to the receiver,
the distribution shifts from a Rayleigh distribution to a Ricean distribution. The Ricean
distribution is just a Rayleigh distribution with a constant term added to it. A Ricean-
distributed signal can get close to zero, just as a Rayleigh-distributed signal can, but it
is less likely. Ricean multipath fading is less likely to be severe, and the larger the line-
of-sight component, the more favorable the Ricean statistics get.

There are several techniques for dealing with fading built into cellular systems.
There are two techniques that rely on diversity, where two receivers are placed far
enough apart that their fading is uncorrelated.

When the two receivers are only a few wavelengths apart on the same tower, we call
it microscopic diversity. There are two basic forms of microscopic diversity, switched di-
versity and selection diversity. In switched diversity, we use one receiver until its per-
formance goes below some threshold and then switch to the other one. In selection di-
versity, we monitor both receivers and select the better one instant by instant.
Switched diversity can be designed with two antennas and just one receiver, whereas
selection diversity requires two complete receiver systems so that it is possible to com-
pare the two signals and select one.

When the two receivers are in geographically distinct locations, we call it macro-
scopic diversity. The CDMA soft handoff described in Sec. 8.7 has two cells in two dif-
ferent places receiving the mobile telephone’s signal; this is a form of macroscopic di-
versity. Macroscopic diversity combats multipath fading as well as larger sources of
signal fading such as buildings, trees, and small hills.

While the fading phenomenon depends on the multipath environment, broader
bandwidth always offers more protection from multipath fading. Resistance from mul-
tipath fading is a tremendous advantage for spread spectrum. The 25- or 30-kHz chan-
nel of analog cellular is very susceptible, the 200-kHz channel of the Global System for
Mobility (GSM) is more resistant, and the 1.25-MHz of cdmaOne is better still. The
5-MHz or greater wideband CDMA is almost immune to multipath fading.

We will now turn to the second issue created by multipath, which is the spreading
out of the signal across time at the receiver. We call the range of time delay containing
most of the received power the delay spread.® The frequency autocorrelation is the in-
verse of the delay spread, so a delay spread of 1 us requires about 1 MHz of bandwidth
to allow us to be reasonably comfortable that most of the bandwidth will not be
affected.

Spreading of the signal across time is not an important issue for analog transmission
and audio frequencies.® AM and FM signals with sufficient amplitude should see no ill
effects from delay spreads less than 20 us, a very long path length difference of 6 km.

“The same caveat applies here. Fading is not a true autoregressive process in frequency or
space, but it is close enough for us to treat it like one.

5This has nothing to do with how long it takes the signal to travel from transmitter to receiver,
only to the variation in that travel time.

5Video is a different story, and many readers may remember an urban childhood where broad-
cast channels had ghosts in the picture from multipath reception. The left-to-right time in Amer-
ican NTSC television is 64 ps, quite short enough for a typical 1-us delay to show up as a second
image, usually fainter, on our television sets.
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The high speed that makes CDMA attractive makes it vulnerable to multipath delay
spread. If we consider a wideband CDMA system with an internal bit rate of 5 megabits
per second (Mbps), then each digital bit is only 200 ns. Smearing the reception over
1 ps means that each digital bit is received over five time periods.

When the delay spread is greater than the length of time we use to transmit a single
symbol, then delayed transmission of one symbol can interfere with reception of the fol-
lowing symbols. We have traded signal path fading for intersymbol interference when
the delay spread is long enough and our symbol rate is high enough that alternative
paths of our own symbols interfere with each other.

In CDMA, we have specialized rake filters (described in Sec. 8.4) to deal with this
problem. These adaptive maiched filters create an inverse image of the signal delay
characteristics. The rake filter allows a CDMA receiver to resolve symbols shorter than
the delay spread.

2.1.5 Doppler shift

Any source of radiated energy that is moving toward or away from the receiver creates
a frequency change called the Doppler effect. This is easiest to experience in the pitch
of sound from a moving source. As a race car moves past the spectators, the pitch of the
engine whine drops noticeably. The frequency shift is the ratio of the speed of the
source to the speed of sound.

The same effect occurs in light and radio. The astronomical red shift is caused by dis-
tant galaxies moving away from us at speeds close to the speed of light. Similar to the
audio case, the size of the Doppler shift in radio is the ratio of the speed of the source
to the speed of light. The Doppler shift also occurs if the receiver is moving toward or
away from the transmitter.

While it is hard to visualize a moving automobile being close to the speed of light
(even with some of the drivers we know), the effect can be significant at closely spaced
high frequencies. A car moving at 100 km/h is moving about 30 m/s, one ten-millionth
of the speed of light. At 2 GHz this works out to a 200-Hz shift, enough to affect a nar-
row channel.”

There are other causes of frequency shift, including calibration differences between
radio transmitters and receivers. These have nothing to do with relative motion, but
radio engineers often refer to these differences as Doppler shift anyway.

2.2 Radio Measurement Errors

A dynamic radio system has to measure its performance instant by instant and figure
out what to do next. The base station measures the received power level from the mo-
bile unit and instructs the mobile unit to adjust its broadcast power in a process called
power control. Most calls require power control most of the time, and many calls re-
quire handoffs. The cellular system begins to consider handoff when the power received

"When one of us (Rosenberg) was doing narrowband digital channel work at Bell Laboratories,
we were considering a 5-kHz channel at either 900 MHz or 2 GHz. The relative Doppler shift
of two subscribers moving in opposite directions on the Garden State Parkway could easily be
500 Hz. The guard bands needed to deal with those shifts were an important design issue for this
channel.
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from a particular phone is greater at an antenna other than the antenna currently car-
rying the call.

In analog cellular development, power was measured in received signal strength in-
dicator (RSSI) units, 0.78125 dB. Our understanding is that somebody told somebody
that we needed to cover 100 dB of range, a reasonable interval. Having 7 bits available,
somebody decided to divide the 100-dB range into 128 RSSI units with each unit being,
therefore, 0.78125 dB.8

Our mathematical radio models usually assume nearly perfect response to perfect
measurement. In the analog cellular world, we found that we were happy when our
measurements were within a few decibels of the true value. In CDMA, we are trying to
manage our power levels to within a few tenths of a decibel. CDMA systems access S/I
ratios many times per second and adjust power up or down according to the S/I ratio
measurement. This measurement can be wrong, too, and the effect on CDMA power
control of these measurement errors is significant.” The effect of these errors on CDMA
capacity is discussed later in Secs. 8.5 and 27.6.

2.3 Signal Quality Measurement

2341

The two basic measures of radio signal quality are the signal-to-noise (S/N) ratio for
analog and bit error rate (BER) for digital. While neither is a perfect measure of radio
signal quality, both are excellent performance specifications.

Analog: The signal-to-noise ratio

Whatever the analog signal being sent, it will almost certainly sound better with less
competition for the receiver’s attention. This competition can be internal noise (N), or
it can be interference (I) in the radio environment. The signal-to-whatever ratio is ex-
pressed as S/N or S/I or even S/(I + N). In more casual conversation, we have heard it
called the “carrier-to-crud ratio.”

Different modulation schemes have different S/N requirements. AM modulation
sounds pretty terrible with a 10-dB S/N ratio, whereas a 3-dB S/N ratio exceeds an FM
receiver’s capture ratio and sounds fine to a listener. The use of the signal affects the
S/N requirement as well: A telephone conversation tolerates much higher noise levels
than the analog satellite feeds they used to use to transmit National Public Radio sym-
phony orchestra broadcasts from the concert hall to the radio station.

The natures of the signal and the interference also change the S/N requirement. Ana-
log cellular FM signals have a 1-dB capture ratio and sound fine with a 3-dB S/N ratio
so long as nobody is moving. However, since cellular is specifically a mobile telephone
technology, it behooves us to have a performance specification robust enough to ensure

8We see no reason why they could not have added 14 dB on either side of the 100-dB range they
were trying to cover and left the units at 1 dB each. Now, three decades later, cellular engineers
learn about 0.78125 dB RSSI units. But those decisions were made a long time ago.

9This is another study one of us (Rosenberg) did. There is a very nice and interesting mathe-
matical model of power control that takes into account communication errors in power control
commands. The additional effect on power control when the measurement errors were taken into
effect and found to be quite significant.
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high signal quality for a moving radio source, as discussed in Sec. 2.1.4. It takes an-
other 20 dB of S/I protection, more or less, to overcome the handicap of motion.

2.3.2 Digital: Bit error rate

Rather than boast about a bit accuracy rate of 99.9999 percent, we describe digital link
performance in terms of a 10~° bit error rate (BER). BER is the defining parameter of
digital link performance; two digital links with comparable BERs are equally good.

BER is simply the number of wrong bits divided by the total bit count over time. BER
is expressed as a number between 0 and 1, so a channel with one bit wrong in a thou-
sand has a BER of 0.001, or 102 in scientific notation. In casual usage, one hears of a
BER of “3 percent” or “one in a million,” but these refer to the fractional value of errors
divided by the total.'°

BER can vary widely from several percent on a noisy radio channel to some very
small values in computer networks. A cellular telephone call voice channel has differ-
ent digital accuracy requirements than a bank’s computer network sending accounting
data. Most digital systems send data grouped into frames, and one may hear the term
frame error rate (FER), which is the fraction of frames with errors.

Different architectures have different BER requirements. Robust error-correction al-
gorithms may use more radio bits for the same signal data but tolerate higher error
rates. And different modulation and error-correction schemes may be less tolerant of
bit errors that are close together. Since mobile telephones tend to produce their bit er-
rors close together in time, in clumps, we can use a technique known as interleaving to
spread the critical error-correcting bits over a longer period of time. One of the pleas-
ant side effects of error-correction systems is that they give a good estimate of the BER
because they know how many corrections they made. Error correction is discussed in
more detail in Sec. 17.2.

Another issue with highly processed digital signals is the time delay created by pro-
cessing. Callers may not notice a half-second delay from speaker to listener, but they al-
most certainly will notice 1.5 seconds of delay. It may take them a little while of “What?
What?” to figure out that a round-trip radio link to the moon is faster than their cellu-
lar telephone call. Wireless telephone users will notice the delay and will not like it.

There is always some significant delay in digital mobile systems due to signal pro-
cessing. This is why telephone companies always demonstrate long-distance calls when
they show new equipment at conventions. If the call were made within the same room,
the delay would be noticeable and irritating. If you wish to test this, simply stand next
to a friend and have a mobile-to-mobile conversation while you are watching one an-
other. You will notice a delay of about half a second. This is irritating when you can see
each other but acceptable when you cannot see the other person.

2.4 Conclusion

This chapter ends our theoretical discussion of radio engineering. We will now turn to
the equipment and systems that turn theory into reality for hundreds of millions of cel-
lular users worldwide.

10This is not the same as the errors divided by the correct bits. On a very noisy channel, the
wrong-divided-by-right value will be a larger number than the BER.
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Chapter

The User Terminal

A user terminal may be defined as any device in a cellular system that receives forward
(downlink) transmissions from a base station and sends reverse (uplink) transmissions
to a base station. Of course, the vast majority of these devices are mobile telephones,
but with the possible growth in wireless local loop (WLL) and the advent of digital wire-
less, this will be changing soon. In this chapter we discuss mobile phones as com-
ponents of the cellular system and then go on to look at some other types of user
terminals.

Mobile and Portable Telephones

In the early days of Advanced Mobile Phone Service (AMPS), mobile telephones in ve-
hicles were distinct from portable telephones, which were light and convenient enough
to be carried by hand. Now the two technologies have merged, and a mobile telephone
in a car is simply a physical holder for the subscriber’s hand-held portable telephone
with an external power supply drawing on the car’s electrical system. These days, cel-
lular engineers refer to a user terminal that functions as a telephone as the mobile or
the mobile telephone, and we will do so here. Subscribers commonly refer to them as
cell phones. Subscribers, however, have adopted the term portable telephone for house-
hold cordless telephones that do not use cellular technology at all.

The mobile telephone is a significant component of the cellular system, and its tech-
nology is changing constantly. Mobile telephones are becoming smaller, cheaper, and
more common every year. Even though each phone is a low-cost item, the sheer num-
ber of phones means that the cost of user terminals is a major component of the cost of
cellular systems. The engineering design of the radio link is a crucial element that gov-
erns the capacity of any cellular system. Yet the size and power of the battery are the
key issues of the engineering design of the portable telephone itself.

3.1.1 Components and engineering

Figure 3.1 illustrates the components of a portable telephone. The external power
source charges the battery and usually receives its power from a household or car elec-
trical system. Customers are likely to own more than one battery charger for each cell
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Portable phone components.

phone. In addition, innovative technologies include hand-powered generators that
recharge cell phones.

The battery is a crucial component of mobile telephone design. Increased power in
batteries of smaller size and lower weight has been a critical component of the techno-
logical revolution in mobile electronics, including battery-powered laptops, personal
digital assistants (PDAs), and mobile telephones. The market for more compact, lighter
sources of power has driven a remarkable engineering effort for more than a decade.
For mobile telephones, the result has been a decrease in size and weight of about 25
percent per year. If this trend continued for another century, mobile telephones would
become subatomic in size. More realistically, we are reaching the point where the bat-
tery is no longer the primary limit in the size of the mobile telephone. For phones to
shrink any further, the keypad will have to be replaced with voice-activated dialing and
controls, and indeed, this is beginning to happen. The major drive in battery technol-
ogy probably will be used to deliver larger battery capacity at roughly the current
weight and size. This larger capacity will be used primarily to increase the recharge
interval of the cell phone rather than to increase radio power for greater system
coverage.

The battery powers all components of the mobile unit; however, only the transmitter
amplifier uses a great deal of power. This is why a typical mobile telephone can be ac-
tive and ready to receive calls for 72 hours on one battery charge but only lasts for 3
hours of actual call time. Improved battery life, therefore, depends primarily on devel-
oping better batteries and increasing the efficiency of transmission through the trans-
mitter, amplifier, and antenna.

The subscriber uses the keypad to direct the mobile telephone to perform its various
functions. Sophisticated microprocessors in the mobile telephones provide a choice of
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features. Mobile telephones use preorigination dialing; that is, the number is entered
first, and then the call is initiated when the SEND key is pressed.! Preorigination dial-
ing was conceived when the market was vehicular. The driver could enter two or three
digits at a time, with breaks to look up and check traffic. Several other advantages
have been possible due to this design. Battery use is lower because the transmitter is
not activated during dialing. In addition, since keystroke management is local to the
telephone, the keypad can have a backspace or erase function and also can be used for
a number of other alphanumeric data entry activities, such as maintaining a speed-dial
list.

The microphone picks up the user’s voice and sends it through the modulator to the
radio transmitter during a call. The sound of the voice is also sent to the speaker so
that the subscriber can hear his or her own voice. This deliberate recreation of the
speaker’s voice on a telephone call is called sidetone.? The microphone also can receive
voice commands, such as voice-activated speed dialing.

The modulator turns the electrical audio signal from the microphone into a radio sig-
nal, analog FM modulation for AMPS and digital modulation for Global System for Mo-
bility (GSM) or code division multiple access (CDMA), as we discussed in Sec. 1.10.

The transmitter amplifies the modulated signal and sends it to the antenna, where
it goes over the reverse radio link to the receiver in the base station. This amplifier is
the critical power component that limits call-duration battery life. It has to produce a
radio signal with enough effective radiated power (ERP) to meet the signal-to-noise
(S/N) demands of the base-station receiver and the air interface. While CDMA can de-
mand high peak power levels in areas of poor reception or during busy periods, most of
the time a CDMA channel is operating at a very low power level. This gives CDMA an
advantage over AMPS and GSM in terms of power consumption and battery recharge
interval.

One way to prolong battery life and to reduce radio interference as well is to shut
down the transmitter when the user is not speaking. Normal human speech has short
pauses between words and long pauses while the user is listening rather than speak-
ing.® The air interfaces have protocols that allow for discontinuous transmission
(DTx).*

The receiver receives the modulated signal coming from the base station. It also has
an amplifier, but one that only needs enough power to produce an internal signal rather
than a transmitted radio wave. Even that amplifier uses some battery power, and the
receiver is always monitoring the paging channel while the mobile telephone is pow-
ered on. Thus GSM and CDMA proscribe a time schedule for paging so that the mobile
telephone can conserve more power using discontinuous reception (DRx).

The transmitter and receiver share enough technology and components that it makes
sense to form them into a single unit, a transceiver. AMPS and CDMA require the

1We have seen the sEND and END keys marked vEs and No on some portable user terminals.

2Telephones do this because speakers get nervous when they cannot hear their own voices. The
round-trip delay of a telephone call, particularly a long-distance call, is long enough that it would
be disconcerting to have the speaker’s voice come back through the two-way link. The long-
distance telephone network has echo-cancelers specifically to eliminate these round-trip echoes.

3Fax and modem signals do not have these pauses, and they present their own capacity engi-
neering issues as a result.

“Tx is the radio engineering abbreviation for transmit.
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transceiver to transmit and receive at the same time, whereas the GSM air interface
maintains separate time slots for the forward and reverse signals. Since they do not
have to transmit and receive at the same time, GSM mobile telephones can share such
components as high-frequency oscillators. Not having to duplicate these components is
a cost advantage for the GSM mobile telephone relative to AMPS and CDMA.

The demodulator is similar to the modulator. At the lowest level, the forward modu-
lation is the same as the reverse modulation, but some of the other rules in the air in-
terface are not symmetric in the two directions, as we will discuss in Secs. 8.8 and 8.9.

The speaker turns the demodulated forward link signal into sound for the user to
hear. This requires an audio amplifier that consumes power, but it can operate at much
lower power levels than the radio transmitter amplifier. After all, the signal from the
audio speaker only has to travel about 1 cm to a user’s ear, whereas the signal from the
radio transmitter travels several kilometers to a base-station receiver.

3.1.2 Antennas and the air interface

Lastly, we come to the antenna, where electrical signals become radio waves. Unlike
antenna arrays at base stations, the antenna of a mobile telephone is severely limited
in size and directional control. In Chap. 4 we will go much further into the technical is-
sues of antenna design, but it is essential to include some crucial points here.

All antennas have a radiation pattern that describes the antenna’s gain in varying
directions, essentially the fraction of the radio power going in each direction, as de-
scribed in Sec. 1.8. The radiation pattern of an antenna is also its reception pattern
when it is used to receive radio signals. In terms of antenna function, radio waves be-
have the same way in either direction.® Thus we refer to antenna radiation patterns for
both transmitting and receiving.

This reciprocity of transmitter and receiver applies to other radio terms as well. One
might expect that a beam antenna would transmit a beam, and it does. However, a
beam antenna also receives on the same narrow beam—a fact that is not obvious from
the term.®

In Chap. 4 we will discuss directional antennas, including phased arrays and smart
adaptive antennas, more extensively. The mobile telephone antenna, however, is
presently designed as an omnidirectional antenna, not just 360 degrees but a full 4=
sphere with no antenna gain (0 dB gain). This is essential because a subscriber may ro-
tate or tilt the mobile telephone and its antenna in any direction. If the mobile telephone
could have significant antenna gain, then the more efficient radio link would improve cov-
erage in poor reception areas and allow the battery to function longer without recharg-
ing. Also, if the mobile telephone could have some directional control of its radio signal
path, then interference levels would be reduced and system capacity could be increased.

There is one technology, available as a third-party add-on to many cell phones. It is
an antenna extender that fits over the back of the phone and is said to improve signal
quality. If this technology is indeed beneficial, it might be included in future cell phone
design.

5This same two-way reciprocity of signal path characteristics is used in engineering sound sys-
tems as well as radio systems.

5When the authors think of a beam, we think of a Star Trek phaser, the transmission of a nar-
row beam.
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Looking into the future, we might ask if there are any other technologies that would
increase antenna gain and improve the quality of wireless telephone service. If a smart
array antenna could be built into a mobile telephone, then it could constantly direct the
signal in the direction of the base station, even as the phone is moved around. It may
seem far-fetched to imagine smart array antennas built into cell phones. However, the
notion of an adaptive matched filter, the CDMA rake filter described in Sec. 8.4, seemed
like science fiction rather than reality a few years ago. However, need drove the tech-
nology. Today, rake filters are standard in all CDMA telephones, and they manage de-
lay spread instant by instant. What we have seen consistently in cellular engineering
and other portable electronics is that demand drives engineering innovation, and
therefore, it is a mistake to say that technology not available today will be impossible
in 5 years.

3.1.3 Economics

What, then, are the driving forces in the technology for mobile telephones? And what
lies ahead?

One driving factor from the past will continue to operate indefinitely: cost reduction.
When we look at a mobile telephone system with its base-station towers, its elaborate
switching systems, and its complex transport network, it is hard to realize that the mo-
bile telephone is a major component of the cost of the cellular network. In fact, the mo-
bile telephones may be the most expensive part of a wireless telephone system. It de-
pends on usage patterns, of course, but a large system may have 10 switches, 1000
cells, and 1 million mobile telephones. If a switch costs $200,000, a base station costs
$80,000, and each mobile telephone costs $175, then the mobile telephones would make
up two-thirds of the equipment cost of the system.” As a result, reducing production
cost for cellular telephones is very valuable to cellular providers, who often give away
the telephone or discount it heavily to get new subscribers.

The production cost of electronics is often more dependent on the scale of production
and the selection of appropriate and available parts than on the complexity of the de-
sign. Huge production quantities typically are required to make the use of application-
specific integrated circuits (ASICs) economically viable in consumer electronics. The
one-time cost of design and preparation for manufacture is huge, whereas the unit pro-
duction cost is typically very small. Designers agonize over tiny part cost differences
when those differences are multiplied by tens of millions of mobile telephones.

As we have said, battery power for a given size and weight has been a dominant dri-
ver of cell phone design until recently. It will continue to be a driver, but the trend of
the use of that battery improvement is already shifting. Cell phones have become small
and light enough to satisfy most users, and the keypad is now more a factor in limiting
size reduction than the battery. As a result, the competition is now moving toward in-
creasing battery life at the current size. Some phones can run 3 or 4 days of reasonably
heavy use without recharging, and it would not be surprising if phones that only need
to be recharged once a week become common in the next few years.

"That same large system may have fewer subscribers who use their cellular telephones more
heavily. In that case, the mobile telephone fraction of the total cost would be much smaller than
two-thirds.
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One technology that may be used to increase battery life is rather remarkable.
Philips Electronics has developed a pager that operates on an asynchronous processor
chip, a chip without an internal clock. Nearly every commercially sold processor chip
since the dawn of computing has had a quartz-crystal timer setting the chip speed.
However, there is an alternate design: an asynchronous chip in which the clock func-
tion is replaced by a communications function that allows one part of the chip to tell
another part when a calculation is complete. Asynchronous chips require radically dif-
ferent design and are harder to test than synchronous chips. As clock speeds grow
faster, more and more time and energy are spent on the clock function, asynchronous
chips may break into the processor market, especially for cellular telephones. Here are
some of their advantages over standard synchronous chips:

® They use less power.
® They run faster.
m They generate less heat.

® They do not generate the radio frequency (RF) interference generated by quartz-crystal
timers.

m Their encryption is harder to break because in synchronous chips the timer is a clue that
can be used by decoding devices.

The Philips pager with an asynchronous processor had twice the powered-on operat-
ing life of its competitors. Philips created the initiative to make, test, and produce
these chips so that it could continue to develop them for cellular telephones and other
markets. At the time of publication, no other manufacturer has asynchronous chips
in production, although IBM, Intel, and other companies have created them in their
laboratories.

There is also a role for continued size reduction, but it depends on customer accep-
tance of the technology. At present, wrist cell phones, worn like a watch, are a novelty.
However, if mobile telephones attached to the body become popular, we will see a fur-
ther drive toward miniaturization. The first steps in that miniaturization are already
occurring. Some users prefer an invisible headset with a phone attached to a small belt
clip. In addition, voice-activated dialing is now a common feature. If the keypad is re-
placed by voice-activated controls, then battery size once again becomes the key driver
in the move toward miniaturization. This demand would then drive battery technology
even more rapidly in the direction of increased power at smaller sizes.?

Call quality is clearly a driver in the adoption of cellular systems and a significant
reason why customers prefer CDMA to AMPS in the United States. In the development
of mobile telephones, the quality of the radio is a factor in the quality and capacity of
the network over the air interface. In current capacity planning, the relative benefit of
improving the quality of mobile telephones versus improving the quality of base sta-
tions depends on the ratio of mobile telephones to base stations. If a system has 1000
subscribers per base station, it is probably more cost-effective to implement system
performance improvements at the base stations because there are so many mobile

80lder readers will recall Dick Tracy and his two-way wrist radio from the comics. This inno-
vation in cellular technology probably will be much more welcome in the market than the shoe
phone made popular in the television show “Get Smart.”
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telephones served by each base station. However, if a system has only 100 subscribers
per base station, it can be more cost-effective to improve the quality of the mobile units,
even if this might mean offering customers a free trade-in for a new unit.’

In AMPS and GSM, a poor radio results in poor call quality for that user, making it
easy for the customer to accept an upgrade to a new phone. However, in CDMA, each
mobile unit transmitter is a source of interference for all the other callers on the cell.
As a result, a poor radio or, for example, a radio with poor power control interferes with
other users on the same cell. In these situations, the problem does not affect the cell
phone owner; it affects other users. As a result, it may be more difficult to convince a
customer to trade up to a new phone.

Overall, however, better radios in CDMA mobile telephones mean more calls per sec-
tor, requiring fewer base stations in a given area to provide the same quality of service
to the same number of users. This is a factor in planning in that if phones are devel-
oped with better radios, it will be possible to slow the addition of base stations while
meeting capacity requirements for growing demand. However, it is not an instanta-
neous solution to any existing problem on the wireless network because cellular
providers cannot force customers to abandon their current phones immediately.

In fact, the need to support existing phones is often a major constraint in the devel-
opment of cellular networks. Two particular examples come to mind. As AMPS use
lessens, part of the AMPS frequency has been reallocated to support CDMA transmis-
sion. CDMA is much more effective in its use of bandwidth, so the preferred solution
would be to abandon analog systems and convert everyone to CDMA, but this is sim-
ply not feasible. Instead, as AMPS users replace their older mobile telephones,
providers are converting AMPS bandwidth to CDMA use and reducing the number of
available AMPS channels, as described in Chap. 33.6.

The second example involves the design of ¢cdma2000 and how it will replace
cdmaOne in the United States. Although support for the higher capacity cdma2000 will
arrive within the next few years, the systems will continue to support cdmaOne mobile
units for perhaps a decade or more. This capability for legacy support was built into the
c¢dma2000 specification.

However, many individual elements that may seem trivial to engineers drive the cel-
lular market as well. In addition to personal preferences such as style and color, there
are health concerns related to radiation, perceptions of brand quality, and other factors.
These are nontrivial. Radiation shields that protect the brain from cell phone trans-
missions are already on the accessories market. It is fair to say that if a smart array
antenna is developed for cell phones, it is likely to undergo evaluation as a potential
health hazard and that no matter what the research findings, some customers will not
want to put these units next to their heads.

Other user terminal features create engineering challenges and may change not only
the cell phone but also other components of the wireless system. The voice messaging
feature requires memory storage capacity on the cellular network available to users.
Similar storage can be used to store user data, such as autodial lists and the sound
clips needed for voice recognition on the cellular system, rather than in the cell phone.
This could increase the demand for electronic memory on the cellular system and also
increase usage of the network’s signaling channels.

9The subscriber-to-base-station ratio depends on the subscribers and how much they use their
mobile telephones. If people tend to spend a lot of time using their cell phones, then the system
will have a lower ratio of user terminals to base stations.
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3.2 Other User Terminals

3.2.1

As electronic technology becomes more pervasive, more and more different types of
user terminals will interact with the cellular network. In this section we will discuss
the possibility of cellular systems replacing land lines for the local loop to the cus-
tomer’s residence or place of business, various types of wireless data terminals, and
terminals without a human interface. In addition to describing current technology, we
also will risk a bit of prediction regarding what will come.

Wireless local loop (WLL)

The local loop, the landline link between each customer phone and the local branch ex-
change, is an expensive component of the public switched telephone network (PSTN).
Engineers sometimes call the local loop just a loop. In the United States, Europe, and
other developed areas, this infrastructure is in place and is unlikely to be changed any
time soon. Over the last 20 years, there have been discussions of replacing copper
twisted-pair cable with coaxial or fiberoptic cable to get higher transmission rates. The
reality has been that, instead, we have increased the data capacity of copper twisted
pair with technologies such as the Integrated Services Digital Network (ISDN) and dig-
ital subscriber line (DSL), so we could continue to use the existing infrastructure. Even
as cable has been installed for television, we have not begun to use it for telephone.

There is a simple reason for this. Even if a newer technology is better and less ex-
pensive, if the old technology works, the least expensive choice is to keep using what
we already have. As a result, in the first world, changes to local loop technology are
gradual and consist primarily of installing fiberoptic cable to business customers in
high-tech areas.

A few years ago an alternative local loop was proposed, particularly for developing
nations. The idea was to use the air interface from base stations to fixed antennas in-
stead of installing cable from a telephone central office to all the telephone subscribers
in a neighborhood. For these subscribers, the wireless telephone system would be their
primary home or business telephone system. This approach was called wireless local
loop (WLL). On the face of it, the idea had many advantages, and for the last 5 years,
it seemed to be on the verge of being adopted widely in the developing world. However,
this has not happened, and in our opinion, it becomes increasingly unlikely as time
goes on. To understand why, we need to look at a number of economic, social, and en-
gineering factors.

The socioeconomic background of WLL is crucial in understanding why it has not yet
been implemented. We tend to assume that the developing world will develop, and in
looking over decades, it probably will. However, backing any particular technology to
be deployed in the next decade or less is an extremely risky venture that depends on
the political stability of each nation and other complex social factors. Backers of the
Iridium satellite telephone network suffered heavy losses when a global customer base
failed to materialize, and similar things may happen to those who expect WLL to be the
primary technology for local communication in the developing world.

In these considerations, the People’s Republic of China is a major factor. In fact,
mainland China is often held out as the Holy Grail of global marketing for many prod-
ucts and technologies, including cellular. As the world’s most populous nation, and one
whose technological and economic development is managed by a central government, it
appears to be a huge potential technology market. If the Chinese government commit-
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ted to a single technology for developing telecommunications, it would mean hundreds
of millions of customers and many years of committed sales. Production and sales at a
volume that would satisfy demand in China would reduce the per-unit cost of WLL to
the point where it would be affordable in other developing nations as well.

Many companies have hoped for, and perhaps even expected, such a commitment.
Small WLL test systems have been developed and deployed in China. But no decision
has been made, and no contract has been signed. Finding reasons for the actions of the
Chinese government is a profession all its own. However, these factors should be con-
sidered: The government has a distinct ambivalence about Western economic and tech-
nological development and fears that it is a destabilizing factor. Political events, such
as the worldwide live broadcast of the protest in Tiananmen Square, tend to exacerbate
this hesitancy, especially with regard to enhanced communications. In addition, the
government strongly prefers internal economic development, and mainland China has
a growing capacity to manufacture electronics locally. This would be a reason for delay,
since the later the initiative begins, the more equipment will be manufactured within
the country, reducing the effect on mainland China’s trade balance. Lastly, it is simply
not possible to predict the behavior of any large bureaucracy as if its decisions were
coming from an individual. Many individuals are needed to move any one decision for-
ward, and as a result, a large bureaucracy is inherently conservative and slow.

Politics aside, technological issues and high customer expectations create challenges
for WLL as well. Foremost among them is call availability. In the developed world, we
view the mobile telephone as ancillary to the landline network and do not expect it to
be as available as a landline telephone. A cellular system might block 2 or 3 percent of
its busy-hour calls (and occasionally 5 or 10 percent) and still be providing excellent
service. However, for home or business service, we consider 1 percent blocking to be the
upper limit. In addition, higher call quality, with calls free of static and virtually no loss
of service during a call, is expected. Another difference in quality between mobile ser-
vice and WLL is that WLL really does have to provide good coverage throughout the
entire cell. For mobile service, 90-by-90 coverage (90 percent of the region having ac-
ceptable service 90 percent of the time) is considered sufficient. However, this quality
standard relies on the fact that customers will be mobile and that they will move
through one area to another and try the call again. With WLL, however, the customer
who lives in the area with poor coverage always has poor coverage.

The result of all these technical issues is that the higher signal quality requirement
of WLL will require higher base-station towers and more tweaking than a primary mo-
bile telephone system, so it may be more difficult to engineer and more costly per user.
However, it would still be likely to be less costly than landline local loop.

Two other engineering components differentiate WLL from mobile cellular technol-
ogy. The first is the WLL terminal equipment. This terminal equipment performs the
same function as the transceiver, amplifier, and antenna of a mobile telephone. How-
ever, since it is not mobile, it can be powered by the local electrical system or a solar or
other power generator. Instead of being an integral component of the cell phone, it ter-
minates in a household jack, just as wireline service does in the United States. Cus-
tomers can then attach any kind of phone or data terminal in the residence or work-
place. The terminal equipment certainly will have a directional antenna pointed at the
nearest base station, which will both improve call quality and reduce the interference
it otherwise would generate for other cells.

One additional technical problem is created by the directional antenna of the termi-
nal unit, as illustrated in Fig. 3.2. If a new base station is built closer to the customer,
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Figure 3.2 Adding a cell with fixed, oriented antennas.

it is necessary to reorient the antenna toward the closest base station. This requires an
expensive visit by a technician to every WLL unit with a directional antenna. The anten-
nas would not have to be redirected immediately, but until it is done, the terminal unit
will be interfering with a base station closer than the base station that provides it with
service. In CDMA, more interference means fewer calls per cell, so the new configuration
will not reach optimal capacity until all WLL terminal unit antennas are redirected to the
nearest base station.!® Adaptive phased arrays, smart antennas that can be reoriented
electronically, might be used at WLL terminal stations. This might make it possible to re-
orient these antennas without visiting each location. However, this is an innovative idea,
and it may turn out not to be either technically feasible or cost-effective.

The second special technology used in WLL is the creation of a single terminal equip-
ment unit for multiple residences or offices. An apartment building, an office building,
or even a development of multiple houses with local wiring within the development
could all be served by a single multichannel terminal equipment unit. The air interface
would have the functional role that a PSTN trunk group has from a private branch ex-
change (PBX) at that location to the local exchange on a traditional landline network
as described in Sec. 11.1. It would provide access for all the calls from that location.
Just as is true of local landline trunks, the total capacity of the air interface might well
be less than the total number of users in the building or complex being served. Since
not everyone will be calling at once, it might be possible, for example, for a link that
can support 10 simultaneous calls to serve 20 residences. In the case of large customer
facilities, a directional antenna could be installed at the base station pointing toward
that one customer group. This terminal equipment unit is not a base station because it
is on the remote end of the air interface. Functionally, it is the opposite of a base sta-
tion because itreceives the forward signal and transmits the reverse signal. However,
in terms of components, a complex terminal equipment unit is very similar to a base

0By nearest, we mean the one with the highest radio path gain.
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station, and many of the design issues that apply to the base station discussed in Chap.
4 apply to these terminal equipment units as well.

Until recently, WLL seemed very promising. It seemed to be on the verge of explod-
ing through the developing world. Its only competitor was landline service. In many de-
veloping nations, it can take months or years to get landline service installed. In oth-
ers, copper is an expensive commodity, and wire is dug up and stolen shortly after it is
installed. Overall, the existing landline network often has low availability and poor
quality. WLL seemed ready to roll.

However, for various social, political, and economic reasons, WLL has not rolled yet.
And now it has its first serious competitor. Oddly enough, that competitor is the mobile
cellular phone system. And one of the key drivers is the comparatively low cost of cel-
lular mobile units verses WLL terminal units.

As we mentioned earlier, a major factor in the per-unit cost of electronic equipment
is the number of units being produced. Hundreds of millions of cell phones are in use
worldwide, and sales remain high. Also, production facilities are already in place,
whereas there is little or no mass production of WLL terminal units. As a result, the
cost of deploying cellular continues to drop.

But what about quality? Earlier we argued that WLL has to be more reliable than
cellular. However, that was based on the idea of meeting the quality standards of land-
line service in the first world. Realistically, cellular service is already better than the
landline service in many nations.

One interesting example is Israel. In the last few years, cell phones have exploded
across the country, outstripping the growth of the landline network. Most members of
the middle class and above seem to be getting cell phones. There are a number of rea-
sons for this. Although landline service is high quality, it does charge per minute even
for local calls and is a monopoly, with only one service provider in any given city. There
are at least two or three competing cellular companies, and as they compete, costs are
driven down until they are similar to or better than the costs of landline services. Also,
Israel is a very mobile society. There are many students and many young adults living
at home after military service but planning to move out as soon as they save enough
money. Having multiple generations share a single dwelling adds value to the privacy
of a cell phone that allows you to walk outside and call someone. And in a nation often
under siege, being able to call loved ones wherever they or you might be is a major in-
centive for having a mobile telephone.

Of course, Israel is much more prosperous than many developing nations. However,
it would not be at all surprising if other nations followed a similar path. In this sce-
nario, cellular providers would enter the market and compete. People would get cell
phones when they move or when they could afford them, and usage would grow. In
poorer villages, it could even happen that several families or even a whole village would
share a cell phone the way they now share satellite phones or televisions.

Having talked about Israel, let us return to China. As of early 2002, China has cho-
sen time division synchronized code division multiple access (TD-SCDMA) as the cel-
lular technology it will deploy. It also has become the world’s largest market for cellu-
lar telephones. Much of the equipment manufacturing is being done in China, and
TD-SCDMA requires the use of adaptive phased arrays at the base stations. Economies
of scale in manufacturing may bring down the cost of adaptive phased arrays so that
they are affordable at the WLL user terminal equipment unit as well. It is too early to
tell how much WLL China will develop, but they are clearly choosing a technology that
is likely to make it feasible.
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Given the growth of cellular, is there a future for WLL? In all probability, yes, be-
cause WLL has some other uses we have not mentioned. First of all, the infrastructure
that supports cellular also can support WLL. As a result, in developing nations, WLL
may be an ancillary service to cellular with better quality. Once the cellular networks
are growing, multiunit residences and businesses could add WLL terminal units. Sec-
ond, WLL has some specialized uses in the first world as well. WLL is an excellent way
to provide high-quality phone service to temporary locations and in emergencies. In the
construction industry, projects and costs can be managed much more effectively if there
is reliable telephone service to construction sites. It can be cost-effective to bring either
satellite or WLL phone service into a construction site that is in a remote area and not
served by landline service yet. Also, if disaster damages or overloads the local PSTN,
WLL can assist. After the collapse of the World Trade Center, WLL pay phones pro-
vided phone service in lower Manhattan for several months, as shown in Fig. 3.3.

3.2.2 Wireless data terminals

Wireless data terminals include simple devices such as pagers, as well as full-powered
laptop computers and PDAs with wireless Internet access built in. Although these
devices are the first that spring to mind, wireless terminals are extremely diverse in
function and in design. In this section we will discuss the units that have a human

Figure 3.3 Wireless pay phone near World Trade Center, New York City.
(Yoav Levy.)
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interface, and in the next section we will discuss fully automated units with no human
interface.

Wireless data terminals can be divided into two major categories. Devices such as
pagers receive and send data over the Short Message Service (SMS), which transmits
packets of data up to 160 characters long. The SMS protocol, more fully covered in Chap. 19,
uses free space on the signaling channel of cellular networks to transmit short packets
of user data. Cell phones, pagers, and other devices can use SMS. For example, when
any of us chooses the option to leave a callback number, we are using SMS, but not when
we leave a voice message. As a result, the person we are calling or paging can see the
callback number without dialing in to pick up messages. This works because the mes-
sage is transmitted over the control channel and not over a voice channel.

SMS traffic is currently about 1,000,000,000 (an American billion) messages per day
worldwide. However, this could increase significantly. Public institutions, such as ele-
mentary and secondary school systems, are starting to use SMS broadcasts to an-
nounce school closings for bad weather. As people come to expect to be notified of im-
portant events wherever they are, the cellular network will supplement and in some
cases perhaps replace broadcast radio and television as media of public notification and
communications. Once a service becomes common and inexpensive enough to be used
by public institutions, it is likely to expand rapidly as many sectors of society find uses
for it that were never predicted by the planners and developers.

The second category of wireless data terminals includes those devices which send
large quantities of data over the cellular network traffic channels. Among these are
PDAs and laptops for Internet access, as well as for access to proprietary or secure cor-
porate and government networks using dedicated lines, encryption, or virtual private
networks (VPNs). The demand for higher-speed data access is a major driver behind
the 3G/UMTS standards initiative, as discussed in Part 9.

As more people send data over wireless for more reasons, and as new technologies
develop, what can we expect to see? One possible growth area is in the use of the cell
phone itself, especially if Bluetooth technology takes off. Bluetooth is a wireless net-
work technology designed to allow digital devices to talk to one another up to a radius
of 10 m (30 ft) using very inexpensive digital transceivers. One potential implementa-
tion of this is the personal area network (PAN). To get a sense of how a PAN would
work, imagine walking down the street with a cell phone at your waist, a laptop in your
briefcase in sleep mode, and an electronic wallet in your back pocket. You are wearing
a headset and listening to MP3 music. If someone sends you an e-mail, it arrives over
your cell phone. Your cell phone wakes up your computer and deposits the e-mail onto
the hard drive. If the message is marked urgent, then it beeps your MP3 player and
tells you that you have important e-mail. Then a new song you ordered is released. The
song is downloaded over your cell phone to your MP3 player so that you can listen to
it, and your electronic wallet is debited for the cost of the order. In this way, Bluetooth
would allow all your electronic devices to talk to one another, to any other nearby Blue-
tooth device, and through your cell phone to any other electronic device on the Inter-
net. The Bluetooth consortium certainly would like it if every third-generation (3G)
telephone contained a Bluetooth chip, but it is too early to say if this will happen. How-
ever, with Ericsson, a major cell phone manufacturer, as a key member of the Bluetooth
consortium, it certainly seems possible.

It is fair to say that given the cost of data service, demand for high speed digital data
services will remain mostly in the private sector for some time. However, this demand
may not be concentrated in the Fortune 1000 and other major companies. There are
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three reasons wireless data may have a broader subscriber base. First of all, cellular
service providers and third-party providers relying on cellular networks are building
turnkey prepackaged services and wooing small and medium-sized businesses. Second,
it will benefit commercial vendors and service providers if their customers enter the
high-speed wireless world as consumers, not just as employees. Third, the largest firms
have the option of developing their own wireless infrastructure on a private band. At
high volume, this can be cost-effective compared with leasing time on the cellular net-
work. Doubtless some major companies will develop systems in-house and maintain
control of them, whereas others will choose to outsource and rely on cellular data ser-
vices. Some companies will create systems that rely on both, perhaps using their own
network in their home cities and leasing wireless service elsewhere so that they get op-
timal cost performance in each region. Eventually, government and not-for-profit agen-
cies will begin to use these services as well.

A variety of services will be provided. Beyond Internet access and access to organi-
zational networks, we also can foresee the possibility that wireless networks will com-
pete to provide a variety of specialized functions, especially if data capacity increases
and costs come down. One possibility is that wireless networks will provide a lower-cost
alternative to private radio networks. Some smaller police forces are already relying on
cell phones rather than radio systems, although, of course, encryption technology will
have to provide very strong security for such a service to grow in that field.

Many industries, such as gas and electric utility companies, taxicab services, and de-
livery services, already use private networks to carry wireless data. Demand is grow-
ing for increased data capacity as these customers are looking to provide real-time
mapping information and other data-intensive functions. It is possible that the cellular
networks will be able to compete to provide these services. In this arena, cellular has
an advantage over satellite transmission, which has a very slow bit rate from the re-
mote terminal back to the PSTN, as low as 8000 bits per second.™ The general trend
in our economy to outsource communications and information technology infrastruc-
ture will support more rapid growth in this market. In order to compete in a less reg-
ulated, more competitive market, companies want to own less and less equipment, and
wireless service providers could get extra income from existing infrastructure by pro-
viding these services.

Lastly, we should expect the unexpected. Both crises and innovations drive adoption
of new technology. The Candlestick Park earthquake in 1991 increased telecommuting
in northern California, and the World Trade Center tragedy of September 11, 2001,
which overwhelmed both the PSTN and the cellular network, triggered a boost in satel-
lite phone sales. On a more positive note, very few people foresaw how the development
of the World Wide Web standard would cause the Internet to grow so rapidly outside
the ivory tower to transform our economy. Doubtless similar innovations will create
completely unexpected uses for wireless data technology.

3.2.3 Terminals without a human interface

For people unfamiliar with the idea of automated devices communicating with each
other, the idea of wireless communications without people may seem strange and unre-
alistic. However, such communications have been around for decades and are growing

H1Some data services, including satellite and cable modem, have different throughput in differ-
ent directions.
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rapidly. For decades, computer systems have been designed that automatically call in
to send or receive data, to report a malfunction, and even to be repaired or upgraded
remotely. This usually takes place over a landline or, these days, the Internet, but it cer-
tainly can occur over a wireless network as well. And the technology is already spread-
ing from computers to electronic and mechanical devices with computer controllers.

Key technologies that enable these services are the Global Positioning System (GPS)
technology (which allows any device to calculate its own location on or above the earth’s
surface within a few meters), the satellite communications network, and the cellular
network. Cars already have GPS-based mapping and driving direction services and
will have Internet access soon. Cellular networks could compete with satellite services
to provide this as GPS location reporting is incorporated into wireless telephone
networks.

Utility companies are looking into gas and electric meters that report their status,
eliminating the need for meter readers. Many campuses are going to smart-card vend-
ing machines for everything from soda machines to washers and dryers. Currently,
charges are managed on the smart cards. However, the addition of cellular communi-
cations could provide these devices, which are already computerized and in locations
that are costly to connect with a network, with the ability to report errors or even a
need for routine service such as restocking of products for sale. Similar devices de-
signed for households are already coming onto the market in Japan, which tends to be
the first adopter of highly computerized technology. There are refrigerators that order
groceries when you run low and microwaves that download recipes over the Internet.
Of course, these do not have to be on cellular networks. However, the cellular network
is already in place, and providers are seeking more customers, so it is reasonable that
they will compete to provide service to such devices.

What will come next? No one can be sure, but there are some incredible uses for wire-
less data already. In Japan, a cell phone strapped around a cow’s neck calls the cow
home from the pasture for milking in the evening. Many of us have heard of the LoJack
system that transmits a radio signal from a car if it is stolen, helping it to be recovered.
A similar product is now available for pets, and it may be implanted, rather than worn
on a collar, so that it cannot be detected. Such devices could transmit data over the cel-
lular network as well. We are already willing to protect our cars and pets with locator
technology. Will it be very long before we are willing to protect our children the same
way? For some, the notion of hiding or implanting radio devices on ourselves or our
children or requiring them for convicts on parole may seem anathema either because it
seems to automate us and turn people into commodities or because of its implications
related to freedom and privacy. However, increased concern for security as a result of
the World Trade Center attack on September 11, 2001, and other events is causing
many Americans to reevaluate their priorities. One of the authors (Kemp) attended a
meeting of state police technology experts where the importance of being able to iden-
tify individuals correctly in real time was at issue, and such devices were suggested as
likely innovations in the not-too-distant future.

3.3 Conclusion

The user terminal has grown a long way from the early mobile telephones installed in
cars, or perhaps it would be better to say that it has shrunken and morphed. As many
sizes, shapes, and uses as there are for wireless devices, there will be more in coming
years. However, there are numerous engineering challenges to be overcome, especially
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with the advent of the 3G world of Enhanced Data rate for GSM evolution (EDGE), uni-
versal mobile telephony system (UMTS), cdma2000, and wideband code division mul-
tiple access (WCDMA). The ability to deliver high-speed data will require more sophis-
ticated, more expensive radios with more exacting manufacturing tolerances. And
these expensive precision piecesof equipment will need to be provided at lower and
lower cost as they are included in existing equipment or given away at low cost or for
free as incentives for choosing cellular service.
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Chapter

The Base Station

The base station is the critical component of a cellular network technically, economi-
cally, and oddly enough, aesthetically as well. In system terms, we can define the base
station by its two interfaces: a noncellular pipe back to the mobile switching center
(MSC) and public switched telephone network (PSTN) and an air-interface link using
the system’s cellular standard [Advanced Mobile Phone Service (AMPS), Global System
for Mobility (GSM), code division multiple access (CDMA)] to the user terminals oper-
ating within the cell. On the air interface, the base station transmits the forward
(downlink) radio signal and receives the reverse (uplink). As an engineering compo-
nent, the base station is a unique technology that creates the cellular structure. Of
course, every component of the cellular system has a crucial function, but base stations,
due to their combination of telephony and radio components, are more specialized than,
for example, MSCs, which are largely telephone switches adapted to cells. The engi-
neering of the base station as a whole determines the reliability of the cell, and the en-
gineering and management of the air interface are the most critical components in op-
timizing cell capacity and quality.

Economically, base stations are expensive to build, and a cellular system needs a lot
of them. Also, due to their remote locations, they are often expensive to repair as well.
Aesthetically, they are considered a nuisance in most neighborhoods, and this con-
strains their height and location and adds considerably to their cost.

In this chapter we will look at the internal components of the base station in detail.
Those components are listed in Fig. 4.1.1

4.1 The Antennas

Starting at the top, a wireless base station has a set of radio antennas. Typically, there
are three antennas per sector, one to transmit the forward signal and two to receive the
reverse signal. The two receiving antennas provide microscopic spatial diversity to

"Where there are differences among AMPS, GSM, and CDMA, the CDMA components are il-
lustrated. For example, some AMPS systems have multiple amplifiers sharing a combiner rather
than one amplifier. These distinctions are discussed in the text.
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Figure 4.1 Base-station components.

combat the Rayleigh fading described in Sec. 2.1.4. At wireless frequencies, half a me-
ter of spacing is enough.

In the case of the user terminal, both cost and size are major considerations. The
base-station antenna is high atop a tower, and its cost is spread out over hundreds of
users so that we can afford the luxury of putting the right piece of hardware up there.

In Sec. 1.8 we discussed how an antenna could have gain by concentrating its focus
over a small angle, the radiation pattern of the antenna.?

The horizontal radiation patterns of the base-station antennas match the sector plan
of the cell. We can have an omnidirectional 360-degree pattern, a three-sector 120-
degree pattern, or a six-sector 60-degree pattern. For conventional reuse [frequency di-
vision multiple access (FDMA) and time division multiple access (TDMA)] the three-
and six-sector plans make sense because the six important interferers are evenly
spaced around the serving cell. In CDMA, however, the important interferers are in the

2If the antenna is used for receiving rather than transmitting, then the term reception pattern
might be more appropriate, but we still call it the radiation pattern of the antenna. See Sec. 3.1.2
for a detailed explanation.
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same cell, so it is possible to design other sector plans to optimize capacity, as discussed
in Sec. 31.1.%

Due to the reciprocity of antenna transmission and reception patterns, the entire set
of transmitting and receiving antennas is generally tweaked as a unit. The vertical ra-
diation pattern of the base-station antennas determines the coverage range of the base
station. We can extend the cell’s radius by using high-gain antennas, which have nar-
row vertical range. The user terminals near and under the base-station antenna are
out of the high-gain zone, but they are very close to the base station, so they still get
more than adequate radio coverage.

The vertical radiation pattern can be used to shrink the coverage range as well. If we
tilt a sector’s antennas downward, then their maximum gain is closer to the base sta-
tion. As a user terminal moves past the antenna gain peak, its radio path gets weaker
both from increased distance and from reduced antenna gain. In this way we can use a
high-gain, vertically thin-beam antenna to attenuate the signal path beyond a certain
distance. It is not terribly hard to tilt antennas downward. This means that a large-
radius coverage cell can be converted into a smaller-radius cell in a growth environ-
ment by reaiming the antennas already there, which is a lot easier and cheaper than
replacing them.

The wireless telephony engineer can use the base-station antennas to do spot engi-
neering. If a particular tunnel needs coverage, then the appropriate antenna can be se-
lected and installed to reach subscribers there. Or service can be improved by aiming
a base-station antenna down into a valley. If the spot engineering problem is too much
for an antenna to fix, then we can employ microcells and repeaters (discussed in
Sec. 4.6).

4.1.1 Smart antennas and phased arrays

Often radiation patterns are created by using multiple antennas in a phased array. By
broadcasting the same signal with the appropriate radio wave phase angle delays from
several closely spaced antennas, a signal beam can be created with a very specific ra-
diation pattern. The same can be done by using time-delay filters on the receiver.
Smart antenna technology electronically manipulates the phased array so that it can
even be used on a call-by-call basis to focus each radio beam very narrowly.

Consider the array of six antennas shown in Fig. 4.2. If we want to send a radio wave
toward the right side of the page, as is shown in the figure, then we can transmit the
radio wave with a 0-degree phase shift at the left two antennas, a 45-degree phase shift
at the middle two antennas, and a 90-degree phase shift at the right two antennas. The
combination of these six radio sources coherently adds all six antenna outputs in a nar-
rowly focused radio beam to the right.

If we want to send a radio wave up and to the right, as is also shown in the figure,
then we can transmit the radio wave with a 0-degree phase shift at the lower left two
antennas, a 45-degree phase shift at the middle two antennas, and a 90-degree phase
shift at the two upper right antennas. These six sources coherently add up to a nar-
rowly focused radio beam to the upper right.

3The primary source of interference in CDMA is traffic in the same sector; but after that, traffic
in the other sectors in the same cell tend to contribute more interference than traffic in other cells.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



The Base Station

52 Key Radio Concepts

Signal I

v

v

Voltage

0° 45° 90°

Figure 4.2 Phased array or smart antenna.

A phased array can transmit narrow beams in any direction with the correct choice
of phase shifting. From the reciprocity of transmitting and receiving, we can deduce
that the same phase shifts can be used in the receiver to select a narrow angle. When
that narrow angle is dynamically adjusted by continuously optimizing the received sig-
nal, we call the configuration an adaptive phased array. Adaptive phased arrays are
particularly useful for receiving a signal from a source that is moving.

4.2 The Tower and Cable

The big question for any base-station deployment is how high to build the tower. High
towers have wider coverage, but they are more expensive, and they receive the most re-
sistance from neighbors. It is far easier to get zoning approval to put up low towers or
to colocate antennas on existing towers. Any kind of radio tower can be used for colo-
cation. There are also a variety of techniques for making towers less obtrusive, includ-
ing locating them on the tops of buildings and disguising them as trees or parking lot
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lighting poles. Antennas are placed on platforms at any height from the base to the top
of the tower so that if an antenna needs to be lowered later, the tower is not cut shorter.

The initial cell layout of a new system is usually a grid of large coverage cells. We call
them coverage cells because their mission is to create a seamless region of wireless tele-
phone service. These towers need to be high to reach as far as possible. Coverage cells
both meet initial customer needs and also provide a relatively low-cost method of meet-
ing the Federal Communication Commission (FCC) regulatory requirements that a cel-
lular provider must provide coverage to a certain percentage of the area and a certain
percentage of the population covered by the provider’s license.

Later on, when we have more customers, we add smaller growth cells and convert the
original cells into smaller growth cells as well. Having the antennas lower helps the
base station serve nearby subscribers in its own cell and not interfere with more dis-
tant subscribers in other cells. This means that the platforms on the original high tow-
ers may need to be lowered.

Each antenna has its own cable connecting the equipment on the ground to the an-
tenna high up on the tower. Each cable has to have low enough electrical impedance
not to have too much signal loss and has to be well enough shielded that it does not be-
come an antenna itself and defeat the carefully engineered radiation pattern of a sec-
torized cell. If the tower is 50 m high (165 ft), then this means 50 m of radio frequency
(RF) cable for each antenna. The transmit antenna cables have to be able to handle the
voltages and currents of the transmitter.

Any receiving cable tens of meters long has a few decibels of loss. When a CDMA base
station is serving a large-radius coverage cell, the tower is high, so the cable is long,
and the noise level of the receiver is a significant factor when compared with the weak
signals coming from distant user terminals. When this happens, we can put a low noise
amplifier (LNA) at the top of the tower and connect it directly to the antenna. This
boosts the received signal, creating a higher signal-to-noise (S/N) ratio at the receiver
at the bottom of the base-station tower.

4.3 The Power Amplifier

Power amplifiers take low-level modulated radio signal and amplify it to sufficient
power for an antenna to transmit it. There are many books on power amplifier design,
both for audio frequencies and for radio frequencies, and we are only going to touch on
the highlights that affect wireless telephony.

An amplifier has to deliver enough power over time. Consider the task of transmit-
ting eight continuous radio signals of 6 W each. Normal intuition tells us that the to-
tal power output would be 48 W, eight times 6 W, and this is usually the case. A radio
power amplifier called on to transmit these eight signals has to be able to deliver a con-
tinuous average power of 48 W without overheating. Sustained average power is a ba-
sic and important component of amplifier specification.

The amplifier also has to deliver the required amplitude, not just the average volt-
age, but also the peak voltage. Let’s consider a simple case of two uncorrelated 1-W
signals transmitted from the one antenna and powered by one amplifier. The total
average power is 2 W. Into a typical antenna load, a 1-W signal might have a peak of
10 V. Once in a while, the two 10-V peaks of the two signals line up so that the am-
plifier is called upon to deliver 20 V. This is shown in Fig. 4.3. While a 20-V amplifier
could handle a 4-W signal into the same antenna load, it takes a 20-V amplifier to
send two 1-W signals. In this case we say that the amplifier requires a peak power
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Figure 4.3 Peak versus average power.

of 4 W and an average power of 2 W. We also say that we have a peak-to-average ratio
of two.*

As the number of signals % increases, the average power requirement increases in
proportion to %, but the peak power requirement increases in proportion to %2. Ten 1-W
signals require an average power of 10 W and a peak power of 100 W.

Building a 100-W amplifier just to send 10 W seems like overkill. Another solution is
to build 10 smaller amplifiers and use a radio combiner to add the signals together.
There is significant loss in a combiner, about 6 dB, so three-quarters of the amplifier’s
output goes to heat the combiner. Still, ten 4-W amplifiers may be easier to come by
than one 100-W monster.

There is another argument in favor of the combiner solution. FM, BPSK, QPSK, and
m-ary modulation schemes maintain the same wave amplitude over time; we call these
constant-envelope modulations. Building a constant-envelope amplifier is far simpler
than building an amplifier that follows varying amplitude. To vary amplitude over
time, the amplifier has to provide a proportional or linear amplification of its input sig-
nal, whereas a constant-envelope amplifier simply can swing from its minimum to its
maximum voltage following the input phase instant by instant. Constant-envelope am-
plifiers are not only simpler; they also are more efficient electrically. Losing 6 dB in the
combiner mitigates some of this efficiency, but the design efficiency is still a compelling
argument in favor of using constant-envelope amplifiers with combiners instead of us-
ing linear amplifiers.

On the other hand, as linear amplifier technology has improved, we have moved away
from the combiner solution. The combiner works best when the signals are narrow bands

4Since these radio waves typically look like sine waves, there is an extra factor of 2 in the peak-
to-average ratio calculation. We are deliberately ignoring the sine wave factor of 2 to make the point
that combining signals creates its own peak-to-average ratio problems in power amplifier design.
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Figure 4.4 Minimal clipping causes minimal distortion.

of specified frequencies and does not work so well for broadband solutions such as
CDMA or even TDMA.

There is another way to deal with the peak-to-average power requirement as the
number of channels gets larger. The fraction of the time the instantaneous power is
much larger than the average power is very small. No matter how many simultaneous
channels we are trying to send, a peak-to-average value of 10:1 delivers a clean wave-
form 99.85 percent of the time.® Being willing to live with 0.15 percent clipping makes
the design and cost of linear amplifiers more reasonable. Figure 4.4 illustrates the dis-
tortion caused by clipping.

We talk of the average power but not the average voltage. In almost any radio or au-
dio system, the voltage swings high and low about equally, and the average voltage is
zero. However, even the average absolute value of the voltage is not a meaningful mea-
sure of anything useful. Because voltage changes as the square root of power, we want
the voltage that reflects the average power. This measure is the square root of its
average squared value, which we shorten to root mean square (RMS). We speak of peak
and average power, and we speak of peak and RMS voltage.®

5For the mathematically curious, we got this value by assuming that the sum of a large num-
ber of radio channels is a normal distribution in voltage and calculated that V10 standard devi-
ations are exceeded 0.078 percent of the time on the high side and undercut 0.078 percent of the
time on the low side.

5In the world of audio equipment, it is common to see a specification for amplifier power in RMS
watts, which is technical sounding but wrong. What they are measuring is the average power in
watts that could be derived from RMS voltage.
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4.4 The Radio Receiver

The radio receiver is typically a separate piece of equipment for each voice channel in
the cellular system. These are called voice radios or modems in digital radio. Often the
term modem includes the individual voice channel equipment that supports the radio
transmit function as well. These radio modems that modulate and demodulate the sig-
nal from the telephone link to the air interface should not be confused with the com-
puter modems we use at home to modulate digital signals onto the analog landlines of
the local loop of the PSTN.

FDMA and TDMA receivers have filters to find the specific frequency of their chan-
nels, and TDMA systems have demodulators and processing equipment to find their
time slots. As we will discuss in Sec. 8.2, CDMA receivers are more complicated because
each receiver demodulates the entire signal to find its own specific code.

In most cellular systems, the receiver equipment is connected to two antennas, and
switched diversity is used to combat Rayleigh fading. Even in wideband CDMA sys-
tems, where fading is a minor problem, having two receivers combats multipath delay
spread by using a rake filter to combine the two signals. We have more to say about
rake filters in Sec. 8.4.

4.5 The Power Supply and Environmental Controls

Each piece of equipment in a base station uses electrical power. It is important to add
up all the power consumption figures and build an ample power supply. If the current
demand of the base-station equipment exceeds the power-supply capability, the voltage
can drop, and the radio equipment can perform poorly or can fail altogether.

The base station must be protected from the weather by a small building or large cab-
inet, and it also may need climate control to operate in cold or warm conditions. Air con-
ditioning in a hot climate is important because the base station will cease to provide
service if it overheats.

The wireless subscribers expect their telephones to work, even when the power
mains do not work. Even in the United States there are areas with frequent power out-
ages. The wireless service provider has to decide how much backup power to build into
a base station. In the early AMPS days, we had racks of huge batteries that would run
a base station for many hours in the event of a power failure.

4.6 Microcells, Picocells, and Repeaters

We often expand coverage of a cell by using a higher base station tower, but sometimes
there is a particular region that is hard to reach. Other times there is a particular com-
munity of interest, a lot of wireless telephone demand in a small space. We can deal
with these issues locally using microcells, picocells, and repeaters.

A microcell is a cell smaller than 500 m in radius. This is a full base station connected
to the wireless telephone system just as any other cell. Because of its small coverage
area, a microcell can use smaller and simpler radio equipment. Microcells are sold to
wireless service providers as a package, a single piece of equipment, sometimes with a
built-in microwave link for its connection to the MSC.
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When the service area is very small, perhaps a single building, then we use even
smaller units called picocells.”

When the community of wireless subscribers is not large enough to justify a micro-
cell but hard to reach with the usual base-station towers, we use repeater technology
to extend coverage. The obvious examples are buildings, subways, and tunnels, but
even a deep valley can be a coverage problem.®

As the name suggests, a repeater receives the signal from a sector of a base station
and retransmits the signal into a hard-to-reach area such as a tunnel. Repeaters do re-
quire an external power source, and they have two sets of receiving and transmitting
antennas. However, they do not have any direct link to the MSC or PSTN, the way base
stations, microcells, and picocells do. They rely on their air interface to a base station
to carry the signal back to the PSTN. The repeater can be a major source of multipath
interference because it is another broadcast copy of the serving signal. In conventional
reuse systems (but not in CDMA), the repeater can shift the frequency so that it com-
municates with the base station on one set of frequencies but communicates with user
terminals on a different set. In CDMA systems, where the repeater is communicating
with the base station on the same frequency used for communication with user termi-
nals, the connection to the serving base station must be well isolated from the repeater
serving antenna.

4.7 The Base-Station Controller (BSC)

The brain of the base station is the base-station controller (BSC) that directs the oper-
ation of the entire base station. Each sector of the cell has its own antenna faces and
its own radio equipment, and they all come together at the BSC. As we will discuss in
Chap. 7 GSM systems can have a single BSC control several cells.

The BSC coordinates pages and mobile originations, sets up and tears down wireless
telephone calls, selects radio resources for each call, and manages the handoff process.
When a handoff stays within the domain of one BSC, the BSC can perform the switch-
ing for the handoff.

The BSC also connects the base stations to the MSC through pipes that carry the dig-
itally encoded voice and data from the subscriber calls.” The connection from BSC to
MSC is called backhaul, and the network of base stations served by a single MSC has
a backhaul network connecting the base stations to their MSC. We describe the back-
haul network design in Chap. 35.

“Somewhere along the way they skipped nanocells.

8Before repeater technology was in use, the original AMPS installation in Pittsburgh, Pennsyl-
vania, seamlessly covered a very hilly area and two difficult tunnels, Fort Pitt and Squirrel Hill.
This was a major feat of engineering that took a lot of work to accomplish. Repeaters could have
made this job a lot easier.

9In the old days, we had a set of dedicated trunks, described in Chap. 13. Today, the interfaces
aggregate calls and packetize data so that the term ¢runk, and its association with a single line
for a call, is no longer the right concept.
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4.8 Component Reliability

Reliable base stations are key to service availability and quality. In this section we will
look at both the mathematical modeling and the practical engineering and manage-
ment issues related to designing, installing, and maintaining reliable base stations.

4.8.1 A simple reliability model

Base-station equipment can fail. Power supplies can go out, controllers can stop work-
ing, and amplifiers can burn out. Any one of these three failures will take a significant
area out of service. Therefore, let us take a look at reliability as an issue of base-
station design.

Let us use a simple model of a base station as three separate components, power
supply, controller, and amplifier, components A, B, and C. The base station is working
only when components A, B, and C are all working. Like an electric circuit, we call this
a series system in reliability theory, as shown in Fig. 4.5. When the components them-
selves are reliable, we can simplify the mathematics and approximate the outage time
for the series system as the sum of the outage times for the components. If components
A, B, and C are each working 99 percent of the time, then we might say that com-
ponents A, B, and C are 99 percent reliable and that the entire system is 97 percent
reliable.

We can evaluate the reliability of each component by considering it to be in one of
two states, WORKING or FAILED, as shown in Fig. 4.6. (These states are similar to the
call states in Chap. 16.) We presume that the component has a failure rate \ and,
once broken, some rate of repair . These are average rates rather than a specified
schedule.

Consider a component that breaks down an average of once per month. Some months
might have no failures, whereas other months might have several failures, but the fail-
ures over time average one per month. We would say that \ is one failure per month or
about 0.032 failures per day. If the average time for repair is 1 day, then we would say
w is 1.0 repairs per day. Any given repair might take an hour or a week, but the aver-
age is 1 day.

In an equilibrium condition (over a long period of time), the probability flow from
WORKING to FAILED will equal the probability flow from FAILED to WORKING, and the prob-
abilities add up to 1. This gives us Eq. (4.1):

Mpo = Ap1
4.1
pPotpi=1 @

where py = probability of being in FAILED state
p1 = probability of being in WoRKING state

Figure 4.5 Three components in a series system.
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Breaks

Figure 4.6 Two-state component reliability diagram.

We can solve these equations and see that this component will spend w/(A + ) of its
time in the woRKING state and the other M/(\ + ) of its time in the FAILED state. Our
example component will average 96.8 percent of its time WORKING and 3.2 percent of its
time FAILED. If this is component A, then adding in the failure times for components B
and C can only make it worse.

If this were our equipment, then we probably would decide that 3.2 percent is an un-
acceptable out-of-service time for a base station. There are two direct ways to improve
the service level: Decrease N\ by making the equipment more reliable or increase p by
having faster repair service. This may be difficult because more reliable equipment
may be several times more expensive, and base stations are generally in remote loca-
tions that may be hard for a repair truck to reach quickly.

There is another approach. We can improve the reliability of a system by adding
spare equipment. Now we have two each of components A, B, and C. So long as at least
one component of each pair is working, the system is working. We call this a parallel
system. The use of parallel subsystems for improved base-station reliability, is shown
in Fig. 4.7.

We can model a two-element parallel system with three states, BOTH-WORKING, ONE-
WORKING, and BOTH-FAILED, as shown in Fig. 4.8. We assume that each of the two com-
ponents has the same A failure rate as before and the same p repair rate as before. The
reason we have 2\ instead of A as the rate from BOTH-WORKING to ONE-WORKING is that
there are two components, either one of which could fail. We also assume that the re-
pair in the FAILED state will fix both components. We can set up three equilibrium equa-
tions by insisting that the probability flows are equal in and out of the FAILED state and

Ay B, Gy

Figure 4.7 Six components in a series and parallel system.
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Figure 4.8 Three-state component reliability diagram.

the ONE-WORKING state and that the three probabilities add up to 1, as shown in Eq.
(4.2)1°:

MPo = Ap1
(N + w) p1 = (2N)p2 (4.2)
Potp1tpe=1

where po = probability of being in FAILED state
p1 = probability of being in ONE-WORKING state
P2 = probability of being in BOTH-WORKING state

The solution for the probability of being in the FAILED state is

__A 2\
ANt p 2Nt p

Po

This redundancy drops the outage time for our example component from 3.2 to 0.2 per-
cent, a major improvement in reliability for a factor of 2 in equipment cost.

This example has both components of the parallel system able to fail in the BoTH-
WORKING state. We call this a kot spare because both components are actually running.
An alternative design has a primary unit running and a secondary unit that stays off un-
til it is needed. When the primary unit fails, the secondary unit is powered up and goes
into service until the primary unit is repaired. We call this a cold spare because the sec-
ondary unit is not running. In the cold-spare scenario, we presume that the secondary
unit does not fail while turned off, the 2\ term in the reliability equation becomes just \,
and the outage time is about half that in the hot-spare case. This outage-time calculation
does not count the time it takes to turn on and to warm up the secondary unit.

4.8.2 Real-world reliability issues

The analysis in the preceding subsection is the tip of the reliability science iceberg.
The model makes a number of assumptions, some of which we will list here. In this key
concepts section we will not go into a detailed mathematical analysis of these issues.

10The three equations for the three states are redundant; that is, any two are sufficient to de-
fine the problem. Thus we picked the easiest two equations to use in solving the system.
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Rather, we will identify the most important real-world issues that the model did not
address.

The model assumes that we can detect the redundant component failure even when
there is no outage and that the repair in the ONE-WORKING case gets the same speed and
enthusiasm as the repair of both components in the FAILED case. This requires moni-
toring systems and standard operating procedures for repair.

The mathematical model we used assumed that failures were independent of one an-
other. However, when a single cause, such as a power surge or a flood, may disable mul-
tiple components, a different model is required.

Our models did not take all the components into account; for example, we did not ad-
dress antenna failure or tower collapse. For relatively stable components, it is often
best simply to engineer them well and to consider their failures as emergencies outside
routine reliability studies. However, in supporting a large network, it is important both
to reduce the likelihood of and to be ready for rare crises. We can reduce the likelihood
of rare failures by adhering to a well-designed maintenance schedule. In fact, proper
management and maintenance are crucial factors that generally do not fit into our neat
equations.™

4.9 Conclusion

In the last two chapters we have discussed the systems on the two sides of the air in-
terface: the user terminal and the base station that connects the cellular link to the
PSTN. In the next chapter we will discuss the basics of wireless telephony. That dis-
cussion will lay the groundwork for descriptions of AMPS, GSM, and CDMA.

"Maintenance and management may not sound like capacity issues until somebody sends the
bill to the wrong place, the electric company cuts off the service, and the batteries run out several
hours later.
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Basic Wireless Telephony

Interference used to be a bad thing in radio, a disease to be minimized rather than a
phenomenon to be managed. The fundamental idea of managing, rather than avoiding,
interference gave birth to the cellular phone networks that have sprouted up in the last
two decades, growing to about 130,000,000 cell phones in the United States and
1,000,000,000 worldwide in the year 2002.

A key component in managing radio interference is the cell, a small transmission
area where all mobile phones are served from one small radio tower. Having many
small cells allows for reuse of frequencies and results in greater call capacity than a
single radio service area with the same number of channels.

The model of a cellular transmission structure with managed interference is the ba-
sis of all cellular systems, including the original analog systems, Europe’s time division
multiple access (TDMA)-based Global System for Mobility (GSM) and the latest code
division multiple access (CDMA) technologies used for Personal Communication Ser-
vices (PCS) and universal mobile telephony system (UMTS).

5.1 The Wireless Signal Path

We follow the links in the chain of a wireless telephone call from the portable (or ve-
hicular) telephone through the radio path and the wireless telephone system to wher-
ever the call is connected. We will start with the full story from a user terminal to a
regular landline telephone.

Figure 5.1 shows us the chain from wireless to landline telephone through the radio
link, the base station, the base station to mobile switching center (MSC) pipe, the MSC,
another pipe, the public switched telephone network (PSTN), and the local loop. After
describing this chain in detail, we will consider the differences when the call is from
one wireless telephone to another.

5.1.1 Wireless to landline

The user terminal is a complete two-way radio, as described back in Chap. 3. The user
terminal can detect the presence of a wireless telephone environment through its pag-
ing and access channels. It synchronizes itself to the system and makes itself known to
the system by registering itself. This tells the system that there is a user terminal in a
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Figure 5.1 The wireless-to-landline telephone path.

specific area and provides its telephone number in case anybody is calling it. We will
have a lot more to say about the wireless telephone number and incoming calls in Sec.
12.5.5.

Call initiation in wireless telephone systems is done through preorigination dialing.
A subscriber enters the entire telephone number to be called and presses a special key
usually marked sEnD.! Preorigination dialing was conceived when the market for wire-
less was vehicular. The driver could enter two or three digits at a time with breaks
to look up and check traffic. When the entire telephone number had been entered, the
driver could press SEND to start the radio signaling that initiates a telephone call.

Once the telephone initiates or receives a call, it establishes a duplex radio channel
supporting two-way voice communications with signaling. Whether this uses a pair of
radio frequencies [frame division multiple access (FDMA), Advanced Mobile Phone Ser-
vice (AMPS)], time slots in a larger channel (TDMA, GSM), or spread-spectrum com-
ponents (CDMA) is not important here. The important thing is that the user terminal
and the system are in continuous two-way, full-duplex voice-link communication. As
each party talks, his or her voice is modulated, transmitted, received, demodulated,
and reproduced in sound at the other end. Both speakers can talk at the same time,
with both voices being reproduced at each other’s telephones just like a regular land-
line-to-landline call, and there is some mechanism built in to carry signaling informa-
tion. We call the duplex channel for voice plus the signaling for one call a connection.

The other end of the air interface from the user terminal is an antenna configuration
atop a base station. In the AMPS trial system in Chicago in 1982, even the mobile tele-
phones had two antennas for diversity. This was dropped in the commercial system
for three reasons: First, the mobile telephone was already expensive enough without
having an extra piece of wire. Second, most mobile customers were concerned with hav-
ing their landline contacts have good sound even if their own sound had static from
time to time. And third, a customer bringing an expensive car into a shop for cellular

We have seen the sEND and END keys marked vEs and No on some portable user terminals.
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telephone installation is annoyed enough at having one hole drilled in the roof without
the extra indignity of having a second hole.?

The base station receives and demodulates the call as described in Chap. 4. The call
is then routed onto a pipe connecting the base-station controller (BSC) to an MSC.?
These pipes are almost always digital links carried over wires, fiber optic cable, mi-
crowave link, or whatever medium the wireless telephone carrier wants to use.

The MSC routes calls and reroutes them during handoffs. The MSC is a telephone
switch that can direct calls instant by instant, although some BSCs can switch hand-
offs from sector to sector on the same cell.*

The MSC has yet more trunks going to the PSTN, where the call is routed through a
series of switches and transport to a local exchange office. The local exchange office
routes the calls onto the local loop to the called party’s telephone.® Depending on the
wireless switch architecture, there also may be trunks from the MSC directly to long-
distance carriers. If load requires, it is also possible to add trunks to other specific des-
tinations, including nearby MSCs, 911 emergency call centers, and possibly Internet
service providers.

5.1.2 Landline to wireless

A call to a user terminal follows the same chain as a call from user terminal to land-
line in reverse, but it has the extra burden of finding the user terminal. The user ter-
minal can be found because, whenever it is turned on, it registers with the local base
station. If the user terminal is somewhere other than its home system, then this infor-
mation is sent to the home system, a process called roaming discussed in Sec. 12.5.5. If
the user terminal is turned off or out of communication range, the system detects this
and, on PCS networks, routes the call to the customer’s system-based voice mail.

Once the system knows where the user terminal is located, at least to the nearest
cell, it sends a paging message to tell the user terminal that it has a call. The user ter-
minal then initiates communication with the system the same way it does when the
mobile subscriber is making the call.

There is another reason for the user terminal to detect and recognize the system.
Forming a CDMA radio link takes time for the receiver to become synchronized with
the transmitter. From a cold start with no prior timing information, the synchroniza-
tion process can take half a minute, but from a warm start where the receiver already
has some information about the CDMA timing sequence, the same synchronization
process only takes about 1 second. A user pressing the SEND key expects to wait a sec-
ond or two, but a 30-second wait to connect a phone call is out of the question. Instead,

2The early cellular telephone service was still a high-priced luxury item. Our AMPS trial cus-
tomers in Chicago drove mostly Cadillacs, Lincolns, BMWs, and Porches.

3The MSC was called a mobile telephone switching office (MTSO) in the early cellular days.

“We are sure that somewhere out there are base stations that also do telephone switching. For
our purposes, we would consider those to be both base station and MSC colocated. Also, in GSM
the BSC administers several base stations, and it can execute a handoff (called a handover in Eu-
rope) between two of its own cells.

5In the Bell System days, this was often referred to as plain old telephone service (POTS), and
the local switch was called a class 5 switch.
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we do the cold-start synchronization when the user terminal is first turned on so that
the individual call can do a warm start quickly.

5.1.3 Wireless to wireless

When a wireless customer calls a landline telephone, the call chain is from user termi-
nal to base station to MSC to the PSTN to the landline telephone. If one wireless cus-
tomer calls another wireless customer in another wireless network, then the call is
routed through the PSTN from one wireless system to the other, two MSCs, two base
stations, and two radio links. The chain is from user terminal to base station to MSC
to PSTN to another MSC to another base station to another user terminal.

When the call is within one wireless network, on the other hand, the system designer
may elect not to send it to the PSTN at all. Rather, it may be simpler to complete the
call within the MSC or within the network of MSCs to send it directly to the other base
station. The call then goes from user terminal to base station to MSCs to another base
station to another user terminal. The two base stations are usually different, but they
may be the same. Since BSCs have no call switching capability, the call is going to an
MSC even if both user terminals are in the same cell coverage area. In the original
AMPS systems, there were loopback trunks specifically designed to look like PSTN
trunks while not going anywhere, and these loopback trunks were used for mobile-to-
mobile calls.

Telephone network design is often about signaling, the communication among net-
work components about calls. Any system that bypasses the PSTN has to make sure
that these signaling issues are taken care of, both making the connection and billing
the users appropriately for the call.

There is a specific reason for avoiding routing through the PSTN on mobile-to-mobile
calls whenever possible. Wireless providers pay a lease fee to PSTN service providers
for use of the PSTN. Mobile-to-mobile calls that do not go over the PSTN cost less for
the wireless provider. Wireless providers can use this either to increase their net rev-
enue or to offer special rate plans to attract customers.

5.2 Radio Architecture

We have looked at the basic concepts of the design of the cellular system. Now we will
examine a cellular system from the vantage point of radio transmission and reception.

5.2.1 Cells and base stations

Cells are regions of radio coverage defined by having the same base station; base sta-
tions and cells go together in a one-to-one correspondence. Whatever antennas are on
top and radio resources are under the roof and however many sectors the cell may be
divided into, we think of the cell as a basic entity. There is a solid financial reason for
this: Base stations are also the economic units of wireless telephone systems. With the
added costs of building, tower, antennas, electrical power, telephone transport, and zon-
ing issues for a radio tower, adding a new base station is a very expensive way to in-
crease cellular capacity. If reengineering base stations can increase capacity without
new construction, the service provider saves a lot of money. In addition, many cus-
tomers want cellular service but do not want radio towers in their neighborhoods. A

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



Basic Wireless Telephony

Basic Wireless Telephony 67

zoning permit increases the cost of a base station and also delays its construction. Dur-
ing the delay, customers in that area are doubly irritated: As cellular customers, they
are experiencing poor service, and as residents, they are experiencing a vendor trying
to reduce the quality of their neighborhood. The same people who clamor for cellular
telephone service are not at all anxious for their neighborhoods to have a skyward spire
prickly with radio antennas at the top.

Having more capacity in one base station is more economical than having multiple
base stations because it aggregates transmission and reception for more users into one
building. In addition, a base station also aggregates telephone trunking from the base
station to the rest of the wireless system. This is a serious economy because getting any
kind of digital link from one place to another is usually a much bigger problem than
adding more capacity once a link is already in place. The paging and access channels
are also aggregated at the cell level. While radio frames, antennas, cables, and trunks
cost money, their costs are usually relatively small compared with the costs of the
building, tower, power supply, telephone access, and zoning issues required for each
base station.

5.2.2 Sectors and antenna faces

Cells are usually divided into sectors. As discussed in Sec. 4.1, omnidirectional, three-
sector, and six-sector cells are the sector plans that make sense for conventional reuse
systems (FDMA and TDMA). Other sector plans can make sense in CDMA systems,
where the primary sources of interference are other calls in the same cell.

The cell sector is formed by having an antenna face at the base stations. Three an-
tenna faces give some cellular towers their distinctive triangular platforms. The face
contains directional antennas, both transmitting and receiving, to define the exclusive
sector coverage. It is easy to use the terms sector and antenna face interchangeably, but
the sector is the geographic region of coverage and the face is the antenna configura-
tion defining the sector.

Each antenna face is connected to a collection of radio equipment. The configuration
and cost of this equipment can influence base station design. If the traffic engineering
algorithms described in Chap. 23 tell us that 17 radios serve the demand and if 16 ra-
dios fit on a radio frame, for example, then we might want to think about a small
quality-of-service decrease to save the cost of an entire radio frame.

5.2.3 Server groups and extra cell radii

When we discuss cellular growth principles in Sec. 27.7, we deal with varying reuse dis-
tances in one channel set, as shown in Fig. 27.18. This is done by defining more than
one cell radius, which we call a server group. When we draw the extra hexagonal lines
in Fig. 27.18, the cellular engineer defines large-cell and small-cell server groups and
then calculates the radio power level thresholds for handoffs between inner and outer
cells.

The extra, smaller cell radius is called an overlaid cell, a smaller cell colocated with
the larger cell. Each cell radius is a server group. When this is done to a sectorized cell,
the intersection of a face and a server group is called a logical face. The cell shown in
Fig. 5.2 has three faces, two server groups, and six logical faces.

By using server groups and logical faces, the cellular engineer can choose some radio
channels for small-cell reuse and leave others for large-cell reuse. Also, since each
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Figure 5.2 Overlaid cell with six logical faces.

radio can have its own independent radio threshold values, one radio frame can have
radio channels from multiple server groups.

Multiple server groups create multiple headaches for neighbor list generation. Sup-
pose that we have a cellular system laid out like Fig. 27.17. For each of the 33 cells in
this picture, imagine calculating all the reasonable cells for a handoff. Now imagine
taking the 57 logical faces in Fig. 27.18 and doing the same job. Remember that other
logical faces on the same cell are handoff candidates as well.

Now take these same two pictures and imagine all the cells are three-sector cells so
that most of these cells have 5 or 6 logical faces. A large cell may have two neighbors
completely covering one of its large-cell sector areas so that the total would be 5 instead
of 6 logical faces. Six-sector cells with two server groups can have 12 logical faces.

As you can see, the combination of faces, server groups, and logical faces can make
life very difficult for a cellular engineer. This is only a 33-cell system, whereas big sys-
tems have hundreds of cells, and we have not considered radio propagation irregulari-
ties. Sometimes a cell’s actual coverage has a pseudopod extending far enough so that
the handoff neighbor list has some odd-looking entries.
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The good news for the CDMA cellular planner is that CDMA has no need of multiple
cell radii, server groups, or logical faces.

5.2.4 Individual radio channels

Each sector is served by a collection of radios for individual subscriber voice and data
links. These radios may be separate units, individual transceivers in a row on a radio
frame, or separate logical entities in one physical box. (The distinction between physi-
cal and logical models is described in Sec. 14.4.) These radios are the system’s termi-
nation point for the air interface. In addition to the individual voice and data links for
subscriber service, there are radio links for signaling, including paging and access
channels.

5.3 Conclusion

Now that we have introduced the basics of the wireless signal path and the radio ar-
chitecture of base stations, cells, and sectors, we can look at AMPS (FDMA), GSM
(TDMA), and CDMA systems in greater depth in the following chapters.
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Although many people think that Advanced Mobile Phone Service (AMPS) was the first
mobile telephone system, it has a predecessor. Before AMPS, Improved Mobile Tele-
phone Service (IMTS) was available, but it wasn’t cellular. Each city was served by just
one radio tower. AMPS was the first cellular service in the United States and a revo-
lutionary technology in its day.

No matter how big and clumsy the old AMPS car phones look now, and no matter how
primitive the analog FM technology appears to today’s engineers, the fundamental
principles of AMPS are the same as those of the latest Global System for Mobility
(GSM) and code division multiple access (CDMA) technologies.

6.1 The Early Days of Cellular

In 1966, two members of the technical staff at Bell Telephone Laboratories, Richard
Frenkiel and Philip Porter, realized that service capacity could grow enormously by
reuse of voice radio channels.! A service area could be divided into cells, and interfer-
ence could be managed by making sure that same-channel users were sufficiently far
apart. The more aggressively we reuse channels, the more call capacity we get with the
same cells within available bandwidth. On the other hand, the more aggressively we
reuse channels, the more interference calls will experience. We must manage that in-
terference to optimize the number of calls while ensuring satisfactory call quality.

The potential of this new technology got the Federal Communications Commission
(FCC) of the U.S. government to authorize 60 MHz in the 900-MHz (upper UHF) band
for cellular telephones, with 20 MHz given to wireline companies (the Bell System tele-
phone companies in those days), 20 MHz assigned to nonwireline companies (other
than telephone companies), and 20 MHz held in reserve for future use.

Let us add a bit of history from the Bell System Technical Journal (January 1979): “The cellu-
lar concept and the realization that small cells with spectrum re-use could increase traffic capac-
ity substantially seem to have materialized from nowhere, although both were verbalized in 1947
by D. H. Ring of Bell Laboratories in unpublished work.” At Bell Telephone Laboratories, the
spark that lit the cellular fire was the 1966 memorandum by Frenkiel and Porter.
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In 1982, Bell Telephone Laboratories prepared a cellular business case for AT&T and
Western Electric. Cost and revenue projections were based on a forecast of a million cel-
lular telephones by the end of the century, the biggest believable number we could
think of at the time.

The cellular principle is capacity growth in fixed radio spectrum through frequency
reuse and managed interference. Regions of radio coverage, cells, can be made smaller
and smaller as needed to accommodate higher density of mobile telephone demand.

By the end of 1983, there was commercial cellular service in Japan, Scandinavia, and
the United States. As the capacity to serve mobile telephone customers increased, so
the market grew as well. The new cellular telephone technology grew quickly from a
novelty to a way of life; there were hundreds of millions of cellular telephones world-
wide by the late 1990s. This growth beyond all early forecasts has made capacity man-
agement a key issue in the growth and financial success of cellular service providers.

6.2 The Cellular Principle

Prior to the deployment of cellular technology, mobile telephones for an entire city were
served by a single tower with a single set of radio channels. The entire New York City
area was served by just 14 radio channels and could only support 14 simultaneous mo-
bile telephone calls. Adding one channel to the spectrum allocation added just one more
telephone call for the entire city. Cellular offered the opportunity for unlimited service,
as we saw it then, to as many as a million mobile telephones by the end of the twenti-
eth century.

Advanced Mobile Phone Service (AMPS) was prepared for this rate of growth. With
a hundred towers of 45 channels each, a large cellular system could handle thousands
of calls. Because we could split cells repeatedly, there was no obvious limit to growth.
We could double the number of base stations to double the system capacity and, if de-
mand warranted, double it all again. Using four-to-one cell splitting, 8-mile cells could
become 4-mile cells, 2-mile cells, and even 1-mile cells to build a network that would
satisfy the market demand for cellular telephones. A library of sophisticated computer
engineering tools would calculate channel assignments, handoff radio thresholds,
neighbor lists, and a host of other complex parameters.

The primary market for cellular telephony was going to be the mobile worker and the
business commuter because this was a vehicular telephone technology. There were
portable telephone prototypes about the size of a single-lens reflex camera, but they
were expensive and had a short battery life. Portable cellular telephones were a cute
novelty, and that was all. The future of cellular was a car phone future.

In just a few years we knew that the market was larger and more based on hand-
held phones than our wildest visions. However, even back in 1983, when cellular tele-
phone service was just starting, we knew that we had to use radio spectrum more effi-
ciently than AMPS, and we were working on a narrowband frequency division multiple
access (FDMA) digital channel, a 6-kHz channel for voice.2 Analog AMPS did give way
to digital systems, but these were time division multiple access (TDMA) and now
CDMA rather than narrowband FDMA. The European GSM standard brought us a dig-

2We also explored higher-order digital constellations for voice privacy and cellular modems
(data) within the AMPS channel.
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ital channel more efficient than AMPS, and in the United States, CDMA systems
brought a whole new approach to channel reuse with greater efficiency.

When a cellular telephone is activated, it is located within the system through radio
signal strength measurements and assigned a particular channel for call setup. If the
phone moves to another cell, the movement is detected by the change in relative signal
strength coming from the phone, and the phone is handed off to a different cell in the
middle of a call. The switching of calls while they are in progress was an innovation to
telephony engineering required by the cellular network.

The important interference to control was cochannel interference from another cell
other calls using the same frequency in other parts of the service area. Reuse patterns
put the other transmitter far enough away from the serving cell to keep the interfer-
ence level under control. Both AMPS (FDMA) and GSM (TDMA) use this method of
managing cochannel interference. CDMA brings a whole new approach to managing in-
terference and, with it, a very different set of issues and solutions.

The cellular environment today is portable telephones at traffic densities far beyond
our 1983 forecasts using digital radio technology far beyond what we had then. The cel-
lular environment tomorrow will add wireless local loop and high data rates. The cel-
lular reality of 2002 and our visions of the cellular world of 2012 are nevertheless faith-
ful to the cellular principles of 20 years ago.

6.3 Managed Interference

Since the dawn of radio technology, radio engineers have fought the signal-to-noise bat-
tle. More powerful transmitters, lower-noise receivers, and higher-gain antennas have
been the focus of broadcast radio and television as well as dispatch services.

The concept of managed interference was the big breakthrough of cellular. We still
have all the noise issues to contend with, but the history of cellular radio has been con-
tinuing refinement of the tradeoff between quality and quantity of calls. New technol-
ogy has pushed the quality-quantity frontier further and further, but the cellular engi-
neer’s job remains the management of that tradeoff.

This is not a sellout. Many of the products we used to know and love have become
more available and less expensive at the cost of lower quality. Things that used to be
made of high-quality sheet metal are now stamped out of cheap plastic. Less expensive
ingredients are substituted to bring a price-competitive product to market. That some
wireless vendors have taken the low road in their service offerings is not an indictment
of the cellular technology that made these choices possible.

The IMTS that cellular replaced was a terribly inadequate service. Only 14 simulta-
neous calls could be supported in the entire New York City area, the signal quality was
lousy, and everybody in the world could listen in. Not only could everybody listen to
your call, but also those who wanted to make a call did listen so that they could pounce
on the call button to get a channel before the other waiting subscribers.

The failure of IMTS was not a technical failure, but rather a technology overwhelmed
by demand for mobile telephone service. There is something amusing about seeing de-
mand overwhelm our cellular technology that has capacity thousands of times greater
than IMTS.

The cellular carrier has direct control of the cost-versus-quality tradeoff. Use a fre-
quency a little more often, and the call quality is a little lower—and the cost is also a
little lower. As we will discuss in Sec. 25.4, a radio channel used every seventh cell pro-
vides higher call quality than the same radio channel used every fourth cell. However,
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using the channel every fourth cell allows each cell to service seven-fourths (1.75) times
as many simultaneous calls.

The cellular engineer can exercise this tradeoff on a small scale as well as system-
wide. In a high-density region that needs a few extra channels, it may be worth a few
noisy calls to serve many more subscribers.

There is no high end of mobile telephone call quality. Optimization is more about
making more calls good than about making some calls great. Making a good call better
is an insignificant improvement, whereas making bad calls good is of major impor-
tance. An AMPS call at a 10-dB signal-to-interference (S/I) ratio is awful, 15 dB is okay,
20 dB is good, and 25 dB is great. Going from 25 to 40 dB S/I is an almost impercepti-
ble improvement. The important cellular engineering issues are at the low end of the
SI range.

6.4 The AMPS FM Channel

The AMPS channel is a 30-kHz FM radio channel. The full AMPS channel is a two-way
channel with 45 MHz between the two directions. The higher frequency, around 875
MHz, goes from the base station to the mobile telephone, the forward or downlink di-
rection. The lower frequency, around 830 MHz, goes the other way, the reverse or up-
link direction.

The audio bandwidth supported on the AMPS channel goes from 300 to 3300 Hz, the
standard analog telephone bandwidth. The voice signal on an FM channel modulates
the frequency up and down from the center of the band. The AMPS channel allows a
maximum frequency deviation of 12 kHz, and the level is set so that the nominal talker
averages 2 kHz from the center of the band.?

The voice transmission quality is improved by a two-to-one compandor system. The
voice signal is compressed by two to one (in decibels) before it is sent out over the ra-
dio airwaves. The receiver expands the voice signal by the same two to one to restore
the original voice signal. This effectively doubles the loud-to-soft dynamic range in the
conversation.

The Dolby systems used in compact cassette recording and playback are similar to
the AMPS compandor: They compress the high frequencies during record and expand
them again in playback to suppress audible hiss. The AMPS compandor is used across
the entire voice band rather than just high frequencies by compressing and expanding
the entire AMPS audio bandwidth. When the voice signal gets 10 dB louder, for exam-
ple, the compressed signal sent over the radio is only 5 dB higher. The receiver expands
the 5-dB increase back to 10 dB so that the listener hears the voice as it was spoken.
The effect of this compression and expansion is to reduce the perceived background
noise dramatically. Speech coding algorithms do the same kind of processing in digital
telephony.

The two FM carriers in the two directions form one full-duplex AMPS voice channel.
The channel is continuously on in both directions. While some portable telephones can
pause their transmission (sleep) for short time intervals to save battery life, the chan-
nel is not available for anybody else to use during the call.

An AMPS mobile telephone has two radios, one for transmitting and one for receiv-
ing. This means that during the call, there is no way for the mobile telephone to main-

3The average is the root mean square (RMS) described in Sec. 4.3.
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tain a link on the control channel. Rather than add a third radio, the AMPS designers
made this two-way link do the full job of maintaining a cellular telephone call. In ad-
dition to maintaining the audio voice, the channel handles link supervision, messages
for cellular overhead, and subscriber call-processing messages. Call setup is done on
separate paging and access channels, which are not used during a call.

6.4.1 Supervisory audio tone (SAT)

How does a telephone system make sure that it is still communicating? As telephone
users, we have the same issue: Silent periods longer than a few seconds make us ner-
vous. Both ends of the telephone call have to know when the call has ended. Also, the
FM channel has brief outages due to the Rayleigh fading described in Sec. 2.1.4. We do
not want to hear somebody else’s conversation during those brief outages.

Maintaining and confirming continuity on a link is called supervision. In AMPS, we
do this with a supervisory audio tone (SAT) that modulates the FM carrier along with
the voice. The SAT is set out of the telephone audio band, at 5970, 6000, or 6030 Hz.
This tone is sent by the base station and returned by the mobile telephone, as described
later in Sec. 25.1, and it is filtered out so that the customer never hears it.

Should the SAT tone be absent or the wrong frequency of SAT be detected, the re-
ceiver mutes the audio so that the listener does not hear radio static or, worse, another
telephone call.

6.4.2 Blank and burst

Once an AMPS call is on a voice link, the base station and mobile telephone communi-
cate through a series of blank and burst messages. These messages are 100 ms (one-
tenth of a second) of direct-binary frequency shift keying (FSK) data; a 1 is an increase
of 8 kHz in the carrier, and 0 is a decrease of 8 kHz. The initial sequence of a blank and
burst message is recognized by the audio receiver, and it mutes the audio so that the
subscriber does not hear a “bzzzt” sound when these messages are sent.

Blank and burst messages are used for cellular overhead signaling such as handoff
and power-control messages. The alert message to ring the mobile telephone is also a
blank and burst message as AMPS establishes a voice link before the telephone rings.

Subscriber call processing during a call typically starts with a flash for call waiting
or three-way calling. Three-way calling also sends its dialed digits via blank and burst.
The blank and burst messages are designed to be robust because typically they are
used in poor radio conditions, especially for handoffs. Some cellular systems use sub-
band digital signaling, frequencies below 300 Hz, for their own digital messages, but
this is not part of the AMPS standard.

6.4.3 Narrowband AMPS

Introduced by Motorola in 1991, narrowband AMPS (N-AMPS) replaces the 30-kHz FM
channel with three 10-kHz FM channels. Compared with AMPS, the sound quality is
diminished by the narrower channel.

However, N-AMPS has several advantages.

u Greater capacity. A three-for-one channel split actually increases capacity more than three
times because of traffic engineering issues discussed in Chap. 21.
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m Compatibility. N-AMPS can use the same control channels, and dual-mode mobile tele-
phones can be used to operate under both standards.

m mproved supervision. The SAT tone is replaced by a 200-bit-per-second signaling stream.

®m Improved call monitoring. Using a feature called mobile reported interference (MRI), the
base station can interrogate the mobile for the forward channel signal strength and the
bit error rate (BER) of the signaling stream.

m Short message service (SMS) and paging. Messages up to 14 characters long can be sent
on the forward channel in a messaging or paging mode.

m Voice-mail notification. The system has the ability to activate a message-waiting light on
the mobile telephone to tell a subscriber that voice mail is waiting.

6.5 AMPS Call Setup

AMPS calls are set up by the mobile telephone. The mobile subscriber may initiate a
call by pressing the SEND button, or the mobile telephone may detect a page for an in-
coming call. However, it is the mobile telephone that selects the cell based on its radio
measurements. As we will see in the next section, it is the cellular system that handles
handoffs.

A mobile telephone has to register with the system. It may be in its home area or it
may be roaming, but it must register and establish its identity before it can make or
receive calls. Once identified, the mobile telephone stays tuned to the paging stream in
case there is an incoming call.

In the case of an incoming call, the system makes two attempts to page the mobile
telephone. If those pages fail, then the call attempt fails.

A call starts when the subscriber presses the SEND key or a page comes in for an in-
coming call. The mobile telephone searches all 21 access channels to find the strongest
signal. If all the access channels are set to the same transmit power level, then this
should be the cell with the highest path gain (least path loss), but Rayleigh fading and
measurement error have a hand in the cell-selection process. Given that the mobile
telephone has been monitoring the paging channel successfully, it is highly unlikely not
to find a suitable access channel, but it could fail to find one at this point.

A mobile page response or call initiation is called a seizure message. The forward ac-
cess channel bit stream has a busy/idle bit to tell the mobile when it is safe to transmit
its seizure message. Two mobiles could see the same idle bit and transmit at the same
time, causing a message collision. When this happens, the mobile telephone is required
to wait a random amount of time before trying again. The mobile telephone makes 10
seizure attempts, and the call fails if it does not get through.

The cell may not be able to serve the call. The cell goes through all its logical faces
(Sec. 5.2.3) and selects the best one where the mobile has adequate path gain based on
signal strength measurement. The mobile telephone seizure message is sent with a
power level directed by the system limited by its own maximum power level.

If no logical faces are available, then the mobile telephone is directed to retry a list
of alternate cells. In the case of a smaller-growth cell where all the access threshold lev-
els are set high, there may be regions where the mobile telephone chooses the cell and
there is no adequate server. Such calls also are directed to retry alternative cells. There
are directed retry counters to make sure that the mobile does not get into an endless
directed retry loop.
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Once the seizure message reaches a suitable cell, the cell sends a message with voice
channel and initial mobile transmit power level.

If the mobile telephone does not acquire SAT within a few seconds, then the call is
lost. If the base station receiver does not receive the SAT returned from the mobile tele-
phone, then the call is lost.

Once the call has passed through all these stages, a two-way stable voice link is es-
tablished, and the subscriber is ready to be involved. In the case of a mobile origina-
tion, the microphone and speaker are turned on, and the subscriber hears ringing, a
busy signal, or whatever the telephone network sends. In the case of an incoming call,
the base station sends an alert message via blank and burst, and the cellular telephone
rings.

6.6 AMPS Call Maintenance

Once the call is set up with a voice link, the mobile telephone monitors SAT. So long as
the mobile receives SAT of the correct frequency, it sends the same SAT back to the
base station. Otherwise, the mobile telephone mutes the audio signal and waits. If too
much time goes by without SAT, the mobile telephone drops the call.

The base station monitors the returned SAT. As in the mobile telephone case, mo-
mentary loss of the correct SAT cause audio muting, and sustained absence causes a
lost call. During the call, the base station directs power levels and handoffs as needed.

6.6.1 AMPS power control

On call setup and every 5 seconds, the base station measures the signal strength of
each AMPS call. Based on the mobile telephone transmit power, the system can infer
the radio signal path gain of the call.

AMPS mobile telephones have eight power levels called voice mobile attenuation
codes (VMACs). These range from full power (VMAC set to 0) to minimum power
(VMAC set to 7), as shown in Table 6.1. Class 1 mobile telephones go up all the way to
VMAC = 0, class 2 mobile telephones go up to VMAC = 1, and class 3 mobile tele-
phones only go to VMAC = 2.

Once the base station determines the radio path, then it can set its own transmit
power and tell the mobile telephone what power level to use. This power level is sent
using a blank and burst message.

The technique of deducing the received power at the mobile telephone from the mo-
bile telephone transmit power and the received power at the base station may sound
trivial, but it was not obvious at the time. In fact, it was considered subtle enough for

TABLE 6.1 Voice Mobile Attenuation Codes

VMAC =0 3.0W 36 dBm
VMAC =1 16 W 32 dBm
VMAC = 2 630 mW 28 dBm
VMAC =3 250 mW 24 dBm
VMAC =4 100 mW 20 dBm
VMAC =5 40 mW 16 dBm
VMAC = 6 16 mW 12 dBm
VMAC =7 6 mW 8 dBm
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a U.S. patent to be issued for it. In Sec. 25.6 we discuss the strategy issues of power
control on the AMPS channel.

6.6.2 AMPS handoff

When the signal goes below some level, called the primary threshold in the AMPS lan-
guage, the base station decides to look for a handoff. There are three kinds of AMPS
handoffs: to another server group on the same face, to another face on the same cell,
and to another cell. Server groups are different cell sizes served by the same base sta-
tion, as described in Sec. 5.2.3.

Once the call has been below primary threshold for a few measurements, all the an-
tenna faces at the serving base station and some nearby neighbor base stations mea-
sure the signal strength of the reverse channel. If there is a logical face where the call
is above primary threshold, the base station tries to put the call onto the strongest face
(best radio path) and the innermost server group that can handle the call.

If the mobile telephone reverse signal is not above primary threshold on the primary
neighbor list, then there is a secondary threshold and a larger secondary neighbor list.
If the signal is below secondary threshold, then this wider survey of measurements is
taken, and a more intense search is done for a suitable handoff.

When other cells measure the signal strength of a call, they can be instructed only to
return a measurement when the signal at the requested frequency has the correct SAT.
We want to avoid doing a handoff based on measuring the wrong call.

This is the basic outline of handoff search we designed at AT&T. Different cellular
equipment vendors use different selection rules. And different cellular service pro-
viders set their system parameters differently.

Notice, please, that the mobile telephone has played no part in the handoff search
process. While some of this may be attributed to a “we know best” attitude on the part
of base station designers, there is also a more practical issue. The mobile telephone has
a two-way radio completely tied up with the duplex transmission of the full-time FM
signal. Maybe a third radio circuit could have been designed into the mobile telephone,
or maybe it could have been designed to break the audio link for one-tenth of a second
(the duration of a blank and burst message) to measure other channels. Whatever
could have been done, however, the AMPS system design has the community of base
stations making all the power-control and handoff decisions.

If there is nowhere to hand the call off and the call is below some yet-lower in-
terference protection threshold (as we called it at AT&T), then the call is dropped.
This threshold is not designed to protect subscribers against their own bad calls,
since we have SAT to do that. The idea of the interference-protection threshold is to
protect the rest of the system against a mobile telephone that has wandered so far
away from its serving cell that it presents an unacceptable interference hazard to
other cells.

After all the local measurements, the neighbor cell measurements, the determination
that a handoff is appropriate, and the selection of a new radio is made, the base station
finally directs the mobile telephone to change frequency. The new base station starts
transmitting, the current base station sends a handoff message, and the new base sta-
tion looks for SAT. The system tries its handoff message up to three times.

Handoffs can get lost in a variety of ways. The mobile telephone may change to a
channel and find no signal, SAT can be lost, or the signal level of the new connection
may be below the new cell’s interference-protection threshold.
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If the handoff does succeed, the base station starts making measurements and run-
ning its power control algorithm.

In this sequential paragraph form, the handoff process seems cut and dried. The
steps of the handoff process fit neatly into the mental picture of a car driving smoothly
out of one hexagon into a neighboring hexagon. The AMPS designers knew full well
that the handoff procedure had to be robust enough to handle some oddball cases.

Even so, there are cases of strange handoff behavior. The measurements and thresh-
old can do strange things. In the early Chicago days, we had a street corner in
Elmhurst, Illinois, where we would sit at the red light and watch the channel indica-
tor on our test unit cycle through three cells as A handed off to B, B handed off to C,
and C handed off back to A.

There is an important disparity in the AMPS system design. In hindsight, it is easy
to say somebody should have thought of this, but it certainly was not obvious at the
time. The initial call setup is done by the mobile telephone, and the handoffs are done
by the base station. This means there is a transfer of radio control from mobile tele-
phone to base station just as the call is getting underway. There is a higher frequency
of handoffs in the first 15 seconds of AMPS calls than after that.*

6.7 Conclusion

The AMPS system pioneered cellular technology in support of mobile telephony and de-
fined many of the engineering issues and solutions still in use today. As we shall see in
the next two chapters, many issues remained the same even as cellular engineering
made the huge leap from analog to digital.

“Maybe back in 1978 somebody did think of it and decided it was okay. When we noticed the ef-
fect in our 1985 simulation work, we were concerned about the effect on system capacity of so
many extra handoffs.
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Chapter

TDMA Wireless Telephony (GSM)

With effective cellular engineering already developed in Advanced Mobile Phone Ser-
vice (AMPS), the designers of the Global System for Mobility (GSM) could focus on the
next major step in the evolution of cellular. That step was the application of digital
technology to voice telephony. The technology they chose was time division multiple ac-
cess (TDMA), where each digitized voice signal is sent in a particular, periodic time slot
measured in milliseconds.

GSM was developed as a pan-European standard with the hope that it would become
a world standard. GSM is actually not a single standard but rather a set of standards
specifying many differing interfaces. This allows different manufacturers in different
nations to develop components of the GSM system. When the components are brought
together on a single network, they are likely to work well together, although, of course,
they should be tested thoroughly. The Europeans used an international standard to ful-
fill the same function that corporate consortiums often fulfill in the United States.

7.1 GSM Architecture

GSM is laid out somewhat differently from AMPS. Where AMPS has a controller in
each base station, GSM concentrates the cell controller function in a single base station
controller (BSC) for several cells. GSM refers to the controller-less base station as a
base transceiver station (BTS). The entire network of base stations for one BSC is called
a base station system (BSS). One mobile switching center (MSC) can control several
BSCs. We can think of the BSC as another level in the GSM hierarchy.

The BSC is an important level in GSM because it can do its own handovers. (AMPS
calls them handoffs, but GSM calls them handovers.) This means that the GSM BSC
has to have some switching powers independent of the MSC.

7.2 The TDMA Channel Concept

In analog frequency division multiple access (FDMA), the concept of the radio channel
is clear. A channel is a frequency range allocated to carrying a modulated signal from a
transmitter to a receiver. The continuous time of the voice signal is represented by con-
tinuous time in the modulated radio carrier. This is the same for broadcast FM radio
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and AMPS cellular, except that AMPS cellular adds the idea of a duplex channel—two
separate frequencies used for bidirectional conversation.

In GSM, the channel is more complicated than in AMPS in two important ways.
First, it is a digital channel, where the voice signal is coded into a sequence of binary
digits and the digits are sent over the radio link. Second, eight digital voice streams are
combined into a single radio carrier. Each voice channel gets one of eight time slots. In
TDMA, we maintain the distinction between the carrier; which includes the entire dig-
ital radio link, and the channel, which only includes one time slot of a carrier.!

Therefore, a voice channel, which in FDMA referred to a separate radio carrier with
its own frequency range, in TDMA refers to a time slot within a multichannel carrier
with a larger frequency range. The two directions are still two different frequencies,
but their time slots are staggered so that the user terminal never has to transmit and
receive at the same time.

The digital medium also changes the way control signals are managed in GSM. When
a call is not in progress, in both AMPS and GSM control signals are sent on their own
channel, a separate frequency in AMPS and a separate time slot in GSM. During an
AMPS call, signals are carried on the voice channel by in-band blank and burst inter-
ruptions that interrupt the voice channel briefly and by out-of-band supervisory audio
tones (SATs). During a GSM call, the signaling data are sent on the same digital chan-
nel as the digitally encoded voice bits, and the digital carrier has extra frames for sig-
naling data.

7.3 The GSM TDMA Channel

The GSM radio carrier is a 200-kHz digital channel that carries eight conversations
along with some signaling. This is a tougher channel than AMPS because it can
tolerate more co-channel interference than AMPS. This difference will be discussed in
Chap. 25.

The GSM radio carrier is a 200-kHz digital channel using gaussian minimum phase
shift keying (GMSK) modulation, a variant of quadraphase phase shift keying (QPSK).
This 200-kHz carrier is also called the traffic channel (TCH). The rate of the carrier is
270 kbps. The data stream is divided into 4.615-ms frames, and each frame is divided
into eight time slots of 148 bits each. Some of these frames are for signaling and syn-
chronization, so each of the eight voice channels has a raw data rate of 22.8 kbps.

The GSM voice channel uses error correction (as described in Sec. 17.2) to get higher
accuracy at a lower bit rate. The resulting bit stream available for speech coding (as de-
scribed in Chap. 18) is 13 kbps. The speech coder uses a mu-law coding and a speech-
compression method called regular pulse excitation—long-term prediction (RPE-LTP).

The original European version of GSM has 50 MHz of spectrum in the 900-MHz
band, just like AMPS. And the forward link was 45 MHz higher in frequency than the
reverse link, just like AMPS. This means that the classic GSM configuration supports
62 radio carriers, or 496 time-slotted channels for voice or signaling compared with
416 for AMPS. Other versions of GSM use the same channel architecture at higher

'Our usage here is technically correct, but it is not the industry standard. GSM engineers call
a particular frequency band a channel, whereas we are calling it a carrier. In GSM language, a
single radio channel is time-divided to carry multiple voice channels. We chose to use the term
carrier so that we would not have two different meanings for the term channel.
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frequencies where more spectrum is available, so these systems can have more GSM
carriers and channels, and there is more frequency separation between the forward
and reverse directions.

The GSM channel has 30 s between its time slots, which works out to 4.5 km for the
round trip at the speed of light. If a mobile telephone is further from the base station
than 4.5 km, then GSM allows for it to be resynchronized using a feature called dy-
namic time alignment up to 237 ws, about 40 km. Any range further than this requires
the call to use extended dynamic time alignment, which takes two time slots for the call
instead of just one. There is not much GSM traffic operating further than 40 km (25
miles) from the cell tower.

Pauses in speech can be matched by pauses in transmission using DTx. DTx is the
radio buzzword for discontinuous transmission. (Tx is the abbreviation for ¢ransmit.)
The speech coder uses voice-activity detection (VAD) to determine when to transmit
and when to keep quiet. The GSM receiver turns silent frames into comfort noise so
that the listener does not hear the clipped muting so common in less sophisticated
voice-activated systems such as those often found on inexpensive tape recorders.

Rayleigh fading is less severe in a 200-kHz GSM carrier than it is in a single 30-kHz
AMPS channel because Rayleigh fades are concentrated in a particular place at a par-
ticular frequency. Even with its broader carrier bandwidth, there is still some fading in
a GSM radio path. To combat this remaining Rayleigh fading, GSM can employ a form
of frequency diversity by using slow frequency hopping. The combination of frequency
hopping and bit interleaving spreads the errors over enough time slots and reduces the
number of consecutive bit errors. Strings of five or more errors in a row cause the GSM
error-correction facility to lose its ability to correct errors.

There is a half-rate GSM in which a voice link uses only 1 time slot out of 16 instead
of 1 in 8. Half-rate GSM may be twice as efficient, but it is not a commercial success.
It does not sound nearly as good as full-rate GSM, and the processing equipment for its
6500-bps speech coding is larger and more expensive than the 13-kbps coding used in
full-rate GSM.

In GSM, the transmit and receive time slots are deliberately staggered so that each
voice channel transmits on one time slot and receives on a different time slot. This al-
lows a tremendous cost saving in mobile telephone design, since the time separation of
transmit and receive modes means that only one radio circuit is needed. Not only can
a GSM phone use a single radio circuit for transmit and receive, the phone still has
six other time slots available to make measurements of other GSM channels in the
handover determination.?

7.4 GSM Signaling

Each GSM cell has two signaling channels. There is a broadcast-control channel
(BCCH) that the mobile telephone tunes to when it is not on a call. The cell broadcast-
control channel (CBCH) is another signaling stream that sends 80-character short
messages and shares the same time slot as the BCCH.

2The base station does not have extra slots available, since the BTS is serving multiple user ter-
minals simultaneously, so it has to be able to transmit and receive all eight time slots for each
eight-channel GSM carrier.
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The other cell-wide signaling channel is the paging and access-grant channel
(PAGCH). Its reverse link is the random-access channel (RACH), where the mobile tele-
phone requests access to the system.

There are two signaling modes on the traffic channel (TCH). The slow associated con-
trol channel (SACCH) uses parts of the TCH not associated with speech coding, and the
fast associated control channel (FACCH) uses parts of the TCH normally used for
speech. For this reason, the SACCH is called out-of-band signaling, and the FACCH is
called in-band. Both of them are part of the same digital stream, but the FACCH takes
bits from the voice channel stream and relies on the error-correction component of the
GSM speech coder to fix it.

GSM call setup

In GSM call setup, we think of the base station system (BSS), all the base stations
served by a single BSC, as a single entity. An important difference between AMPS and
GSM is that GSM has much more comprehensive specification of interfaces other than
the air interface. Any AMPS mobile telephone should work on any AMPS system, but
the interfaces between base stations and switches are often proprietary, requiring that
both components be made by the same manufacturer. In contrast, any GSM BSC
should work with any GSM BTS and any GSM MSC, at least in theory. (We would still
recommend testing equipment for compatibility before investing a lot of money based
on the GSM compatibility claim.)

When the mobile telephone initiates a call, it uses the RACH to get the BSS to as-
sign it a stand-alone dedicated control channel (SDCCH), which is sent over the access-
grant channel (AGCH). The SDCCH is used until a voice traffic channel is assigned.

Once the mobile telephone is set with the BSS, a service request message is sent to
the MSC, which informs its home location register (HLR) or its visitor location register
(VLR) that the mobile telephone is requesting service. Through the BSS, the MSC re-
quests and receives the international mobile equipment identity (IMEI), and it checks
the IMEI for validity.

Now the mobile telephone sends its setup request along with its dialed digits, and
the MSC uses the HLR or VLR parameters to handle the call. The BSS and mobile tele-
phone establish a voice channel, they both switch to that channel, and the BSS informs
the MSC of the change.

Finally, the public switched telephone network (PSTN) is involved in completing the
call. Unlike AMPS, the mobile telephone is specifically informed, via signaling mes-
sages, when the landline telephone is ringing (network alerting) and when the tele-
phone is picked up (connect).

When a call comes in from the PSTN, the MSC confirms the mobile telephone iden-
tity with the HLR and VLR and has the BSS page the mobile telephone on the paging
channel (PCH). The mobile telephone responds on the RACH, and the signaling se-
quence from here is similar to the mobile telephone—initiated call, although there are
some differences.

Once the voice link connection is made, the mobile telephone rings (alerts), sends a
network alerting message and then sends a connect message when the subscriber an-
swers the phone.

There is a similar exchange of messages when a call ends, all carefully prescribed in
the GSM specifications.

GSM allows for a mobile telephone to power off its nonessential circuitry, putting it
in sleep mode during periods where no paging messages will be sent. This feature, dis-
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continuous reception (DRx), is supported by having the paging channel divide pages up
into paging subchannel groups by the last digits of the mobile telephone number or the
international mobile service identity (IMSI).

7.4.2 GSM power control

GSM defines five power classes of user terminal. There are eight power classes in the
full specification, but only five seem to apply to mobile telephones. These are shown in
Table 7.1. These power levels are the burst power for the one active time slot so the av-
erage transmit power is one-eighth of these values.

GSM power control is managed by the base station, the same as in AMPS. There are
15 power levels separated by 2 dB for a total range of 28 dB, the same as in AMPS.
Each class of GSM mobile telephone can go down 15 steps from its own maximum
power, the full range of 28 dB. The 2-dB changes can come every 60 ms, every 13 bursts
at full rate. The GSM base station transmitters can bring their power all the way down
to 13 dBm, 20 mW.

7.4.3 GSM handover

GSM handovers occur when a call has poor signal quality or low signal path gain. They
also occur for mobile telephones that are too far away from their serving base stations
and for calls where the system determines that the call can be served somewhere else
at a lower power level.

After using one time slot to transmit and one to receive, the GSM mobile telephone
makes use of the other six time slots to make power measurements of other cells. This
information is sent on the SACCH to the serving BSC, where the handover determi-
nation is made. We call this a mobile assisted handover procedure.

There are four types of GSM handovers depending on how far up the chain the
handover has to go.

®u Type 1, intra-BTS handover. The call is changing from one face to another face in the same
cell. The call keeps the same MSC, BSC, and BTS.

u Type 2, intra-BSS, inter-BTS handover. The call is changing from one cell to another
cell covered by the same controller. The call keeps the same MSC and BSC but has a
new BTS.

TABLE 7.1 Eight GSM Power Classes

Power Mobile telephone Base transceiver
class maximum power, maximum power,

1 20.0 W 320 W

2 8.0W 160 W

3 50 W 80 W

4 2.0 W 40 W

5 0.8 W 20 W

6 Not applicable 10W

7 Not applicable 5W

8 Not applicable 25W
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® Type 3, intra-MSC, inter-BSS handover. The call is changing from one controller to an-
other within the same switch. The call keeps the same MSC but has a new BSC and BTS.

m Type 4, inter-MSC, inter-BSS handover. The call has a new MSC, BSC, and BTS.

When the mobile telephone is instructed to change to a new GSM carrier and time
slot, it tries to synchronize to the new cell. A presynchronized change is called a seam-
less handover. In a seamless handover, the mobile telephone sends time-aligned bursts
immediately, and there is no pause in the audio signal. This tends to happen when the
cell sizes differ by less than 1 km.

7.4.4 GSM short message service

A paging capability is built into the GSM standard for short message service (SMS),
which is described in Chap. 19. The messages can be up to 160 characters in length and
are sent and received by a GSM mobile telephone that is not on a normal voice tele-
phone call.

In the forward direction, the SMS messages are sent on the CBCH, the control chan-
nel, and they can be stored by the system if the mobile telephone is not receiving pages.
Just as in the case of a page for a telephone call, the mobile telephone with the correct
number picks up the message, and all the other mobile telephones ignore it. In the re-
verse direction, GSM SMS uses the SDCCH signaling channel.

On the GSM air interface, one can think of SMS as a call that stops at the very first
signaling message. At current demand levels, SMS traffic has not been a capacity prob-
lem for GSM.

On the terrestrial interface, SMS is carried on the Signaling System No. 7 (SS7) net-
work described in Chap. 14, where it competes with call signaling and can be a serious
capacity issue. The SMS community may find a way to transport its messages over
Transmission Control Protocol/Internet Protocol (TCP/IP) links, a cheaper and more
plentiful pathway.

7.5 Conclusion

The GSM set of standards has proven highly successful in Europe, as well as in other
nations around the world. The standardization of the entire system, rather than just
the air interface, can be seen as part of the larger process of the socioeconomic unifica-
tion of the European Union. However, GSM is roughly equivalent in the digital services
it provides and in capacity with the North American cdmaOne standard, which we will
turn to next. After that, we will explore the issue of the competition to support more
digital traffic and become a world standard that is now developing between the latest
version of GSM and the new cdma2000 and W-CDMA standards.
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Chapter

The CDMA Principle

With the basics of cellular worked out in Advanced Mobile Phone Service (AMPS) and
the basics of digital radio telephony developed in the Global System for Mobility (GSM),
cellular engineers turned to the task of using a new, complex technology that had po-
tential to provide even better performance than time division multiple access (TDMA).
That technology was code division multiple access (CDMA), an implementation of
spread spectrum. In CDMA, multiple signals are sent from the same tower on the same
frequency at the same time. Signals are distinguished not by time or frequency but by
a code attached to each signal. At the receiving end, the signal is distinguished from all
other signals by its code and is extracted from them.

This simple-sounding principle actually requires some very sophisticated mathemat-
ics, as well as sophisticated engineering, particularly in the realm of power control. In
this chapter we will explore these details of the CDMA principle and look at its imple-
mentation in the cdmaOne standard (formerly called IS-95 and developed by Qual-
comm) as it is deployed across North America and elsewhere.

8.1 Spread Spectrum

In contrast to conventional reuse, the spread-spectrum channel is no more efficient for
one serving antenna but is enormously more resistant to interference. The effect of this
is a more efficient system.

The origin of spread spectrum is military, where resistance to deliberate interference,
or jamming, was the major consideration, with radio spectrum efficiency a nice side
effect.

Picture a communication link in a hostile environment. If we send a signal with a
traditional analog or digital modulation scheme, then a hostile party can broadcast a
signal on the same carrier frequency, and our own receiver loses the message. Now sup-
pose that we hop from one frequency to another in a prearranged pattern. The actress
Heddy Lamar suggested this, and the patent for frequency hopping bears her name. So
long as the hostile party does not know the frequency pattern, it would take an enor-
mous amount of power over a broad band of frequencies to jam the signal.

More sophisticated spread-spectrum systems use a large frequency band continu-
ously and typically at low power levels. Not only does this make it hard to interfere
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with the signal, but it also makes it hard even to detect the signal. The safest way to
protect something is to have the hostile party not even know it exists. Ten watts of ra-
dio power in 10 kHz is easy prey, easily detected and easily jammed. The same 10 W
spread over 10 MHz is 1000 times less efficient in bandwidth usage but is a lot safer.
Assuming that the enemy detects such a spread-out signal, the spread-spectrum sys-
tem can be nearly 1000 times more resistant to interference.

The same technology that protects military users in battle against hostile interfer-
ence can protect civilian users in shopping malls against friendly interference. The
spread-spectrum system can protect its users against other users of the same channel,
thus making capacity gains over conventional modulation.

There are two major differences in capacity planning for conventional reuse [fre-
quency division multiple access (FDMA) and TDMA] and spread spectrum (CDMA).

First, the conventional reuse channel set is fixed and determined by the number of
radios installed at each base station. Call quality is determined by channel reuse in
other cells and not by how many calls are using the same-cell channels. In spread spec-
trum, capacity is determined not by allocation of channels but by radio conditions in
the carrier used by all the calls.

Second, the primary interferers to a conventional reuse call are in other cells using
the same radio carrier. In spread spectrum, the same-cell, same-carrier calls are the
primary interferers, with other-cell users being of secondary importance. Each call has
to have a certain share, a percentage, of the total power of the carrier at its receiver. If
the call has a sufficiently high percentage of the received power, then it will be able to
distinguish the signal from the other calls in the same frequency band.

This notion of a required fraction of the signal is an important and strange feature of
spread spectrum. Making the pizza pie bigger does not serve more people if every diner
insists on eating one-eighth of it. Similarly, if each call requires 3 percent of the total
signal, then the thirty-fourth caller is going to have a tough time of it. Under noisy con-
ditions, that same 3 percent limit may only support 15 or 20 calls, and the base station
has to know when to turn away more calls before all calls run out of signal quality.

8.2 Processing Gain

The basis of CDMA is its processing gain, sometimes called spreading gain. This is the
multiple-access part of CDMA. To see what processing gain is all about, consider a
2-bit digital channel with as much noise as signal. In our radio jargon, consider a
binary phase shift keying (BPSK) channel plus additive white gaussian noise (AWGN)
with a 0-dB signal-to-noise (S/N) ratio. The transmitter sends a +1.0 or —1.0 for each
bit, and the noise adds a random bell-shaped normal distribution with a standard de-
viation of 1.0, as shown in Fig. 8.1. The solid bell-shaped curve on the right side is the
distribution of received signal plus noise when the transmitter sends a +1 bit, and the
dotted bell-shaped curve on the left side is the distribution for a —1 bit. The receiver
considers any received signal on the right side of the center line to be a +1 and any re-
ceived signal on the left side to be a —1. The receiver receives a bit error when the solid
curve is on the left of the center line or when the dotted curve is on the right.

According to our college statistics course, a normal distribution is more than 1 stan-
dard deviation high 16 percent of the time, more than 1 standard deviation low 16 per-
cent of the time, and in the fat middle part of the curve the other 68 percent of the time.
This gives us a bit error rate (BER) of 16 percent.
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Figure 8.1

BPSK with a 0-dB S/N ratio.

If we do not want to live with a 16 percent BER, then we could boost the signal power
by 7 dB (a factor of 5) so that we have an S/N ratio of 7 dB. A factor of 5 in power is a
factor of V5 (2.236) in amplitude (voltage). This gives us the picture in Fig. 8.2, +V5
or —V/5 for each bit with the same noise contribution. The peak of each curve is now
further from the 0-V centerline. As before, we have a bit error when the solid curve is
on the left of the centerline or when the dotted curve is on the right. The same college
statistics course tells us that a normal distribution is more than 2.236 standard devia-
tions high 1.3 percent of the time, more than 2.236 standard deviations low 1.3 percent
of the time, and in the fat middle part of the curve the other 97.4 percent of the time.
This gives us a BER of 1.3 percent.

There is an alternative to using more power. We could send each bit five times instead
of only once and have the receiver add up all five signals. This gives us better BER per-
formance, and we use the term processing gain to describe the increase in performance

Probablility
Density

I Voltage

I .
4 3

-2 -1 +1 +2 +3 +4

Figure 8.2

BPSK with a 7-dB S/N rato.
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from repeated sending of the same bit. The magic of processing gain is that this five-
fold repeating gives us the same statistical advantage as a fivefold power increase.

In both cases we have increased the energy per bit five times while keeping the noise
constant. It is the ratio of bit energy to noise that is important here. We denote this ra-
tio by E3/Ny, and we will have more to say on E;/N, in Sec. 27.1. The important con-
cept for processing gain is that the E;/N, increase by increasing power and the E,/N,
increase by sending multiple samples of each bit yield the same BER improvement;
they are exactly the same, statistically speaking. In this example, the processing gain
is 7 dB, a factor of 5, enough to change the BER from 16 to 1.3 percent.

We call the sub-bit samples chips, and we refer to the chip transmission rate or the chip-
ping rate. The cdmaOne standard created by Qualcomm sends 1,228,800 chips per second
to deliver 19,200 bits per second, a processing gain of 64 (64 chips per bit), or 18 dB.

For discussions about digital radio, it is customary to refer to bits as +1 and —1
rather than 1 and 0. It makes it much easier to talk about multiplying bit values, as
shown in Eq. (8.1):

+1X +1=+1

+1X-1=-1 (8.1)

~1x +1=-1
~1x -1=+1

If a digital radio engineer, in casual conversation, refers to —1 bits as zeroes, then it
will not be the first time. There is a bit of schizophrenia about —1 and 0 depending on
which notation makes the most sense in context. This arithmetic is being done with
high-speed transistor gates that have two voltages for the two bit values and that have
no idea what formulas we wrote on paper to describe them.

Simply sending the same bit over and over again improves the robustness of a digi-
tal channel, but if all we wanted was a more robust digital channel for a single user,
forward error correction would do a better job. Instead, we take the sequence of redun-
dant chips and multiply them by a sequence of random-looking +1 and —1 values. We
call this multiplying sequence a pseudorandom sequence or a pseudonoise (PN) code in
the next section.

Suppose that we have a digital signal with few enough bits and a radio channel with
wide enough bandwidth that we can maintain acceptable E;/N, with more interference
than signal, perhaps a lot more interference than signal.

We can take a data stream of x bits per second and send it on a digital radio channel
at x bits per second, or we can spread it £ times with a PN code and send each bit with
k chips on a digital radio channel at k2x chips per second. Assuming that the transmit
power is the same in both cases, the processing-gain principle tells us that the x-bit-kx-
chip-per-second modulation will have the same E,/N, as the plain old, ordinary x-bit-
per-second modulation.

Why would we want to do this?

Because we can now send another call on the same channel, a call with a different
PN code with no particular relationship to the first PN code. These two calls look like
noise to each other. The spread kx-chip channel allows other calls with other PN codes
to form noiselike interference, whereas the ordinary x-bit-per-second channel does not.
This spread-spectrum technology is called direct sequence spread spectrum (DSSS).

This is the core of CDMA. Multiple calls can occupy the same channel at the same
time divided not by frequency, not by time, but by their PN codes.
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8.3 Pseudonoise (PN) Codes

Let us take a closer look at the PN-code concept in CDMA. Each bit a is transmitted in
n chips ¢, through c,,. We derive each chip value by multiplying bit a by the PN code p,,

so that the transmitted chip sequence is ¢, = apy, for k = 1 ... n. The receiver adds
up the n chips with the same PN code p, as multipliers in Eq. (8.2) to get the received
bit @ ec.
Arec = Z Pr Cr (82)
E=1

We can substitute ¢, = ap;, into Eq. (8.2) to get Eq. (8.3):

Qrec = Z (pk)2 a (83)
k=1

Whether p;, is +1 or —1, the value (p;)? is always +1. In the absence of noise or inter-
ference, this gives an exact answer a,.. = na, which will be positive when «a is positive
and negative when a is negative.

At the same time a is being spread with py, the transmitter! is processing b with g,
so that the total chip value is ¢, = ap;, + bq;. The receiver for a uses Eq. (8.2) to get the
received bit a,.. in Eq. (8.4):

Qrec = Z PrCr

k=1
Qrec = Z Pk (apk + bqk)

- i (8.4)
Arec = Z (pk)za + Z (pqu)b

k=1 k=1

n
Qrec = N + Z (kaIk)b
k=1

The receiver for b uses a similar calculation to get the received bit b,.. in Eq. (8.5):

s

brec = qrCr

k

1

brec = Z dr (apk + bqk)
L (8.5)

brec = Z (PkCIk)a + z (Pk)zb
k=1 k=1

brec =nb + Z (pqu)a
k=1

!This could be either the same transmitter or another transmitter adjusted so that both signals
reach the receiver at the same power level.
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The secret of CDMA is that p;, and q; agree and disagree about the same amount, so
the interfering cross term

kZ (Prqr) (8.6)
=1

is small compared to n.

The PN code of CDMA has to send the signal message with minimal interference
with other PN codes. This can be done by generating a sequence of digits that does
not repeat itself for a long time or by using codes tailored not to interfere with each
other.

Pseudorandom sequences

Truly random sequences (without the pseudo- prefix) have three desirable statistical
properties for CDMA over the long haul:

1. Half the bits are 0 and half are 1.

2. The numbers of same bits in a row, the run lengths, are just one in a row half the
time, two in a row one-quarter of the time, three in a row one-eighth of the time, n
in a row 1/2" of the time.

3. Two sequences have half their bits equal and half not equal.

Generated sequences that follow these three rules are pseudorandom sequences (or
codes). It is far easier to have the transmitter and receiver agree on a generating func-
tion than to have them agree beforehand on a truly random sequence long enough for
a telephone call.?

A maximal length linear shift register sequence satisfies these three properties and is
easy to generate. We generate a sequence of zero-one bits a,, from

-
Ay, = C1Qp_1 + A2y o + - + Cy,_, = Z ca; (8.7)
i=1

The c; are connections, and they are 1 when a,, is connected to a,,_; and 0 when there
is no connection.
Multiplication is done the usual way:

0xX0=0
0xXx1=0
(8.8)
1X0=0
1x1=1

2A 10-minute cdmaOne telephone call is 750,000,000 chips long.
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whereas addition is done modulo 2:

0+0=0
0+1=1
(8.9)
1+0=1
1+1=0

Mathematically speaking, these operations form an algebraic field with almost all the
nice properties of the real numbers we use in regular algebra.

An example of a linear shift register sequence of four stages is to connect each bit to its
four predecessors, a; = as = az = a4 = 1. This means thata,, =a, 1 + a, 2 + a,,_3 +
a,—4. Consider a starting seed of 0 0 0 1, and we get

0001100011000110001--- (8.10)

This linear shift register sequence repeats every 5 bits.

Another example of a linear shift register sequence of four stages is to connect each
bit to its first and fourth predecessors,c; =c4 = landcy =c3=0,s0a, =a, 1 + a, 4
without the middle two terms. With the same starting seed of 0 0 0 1, we get

0001111010110010001- -~ (8.11)

Note that this linear shift register sequence repeats every 15 bits. This is the maximal
sequence length for a four-stage sequence because there are 15 four-bit sequences
available. The sixteenth four-bit sequence, 0 0 0 0, produces its own very dull sequence
of all zeroes. This second example is therefore a maximal length linear four-stage shift
register sequence, and its length is 2* —1.

In general, a linear shift register sequence with r stages repeats every 2" —1 bits, and
a maximal length sequence repeats no more often than that. For every r, there is at
least one of maximum length, although it may be difficult to find.

A maximal length linear shift register sequence almost satisfies the three conditions
at the beginning of this section.

1. There are 2" ! ones and 2" ! —1 zeroes in the 2" —1 bit sequence. The fifty-fifty dis-
tribution of ones and zeroes is off by one part in 2". This is one part in a million for
r = 20, a tiny deviation.

2. Run lengths of ones up to r in a row and run lengths of zeroes up to (» — 1) in a row are
in correct proportion, and there are no same-digit sequences longer than r. Thus the run
lengths up to r are statistically overrepresented by one part in 2", again a tiny deviation.

3. Some mathematical algebra can be used to show that the difference between two off-
set sequences generated from the same r coefficients is another maximal length lin-
ear r-stage shift register sequence. Therefore, the difference between two offset se-
quences has half equal and half not equal within one part in 2".3

Using offset maximal length linear shift register sequences as PN codes in CDMA,
an interfering signal looks like a noise contribution attenuated by the processing gain.

3The difference is the same as the sum using the two-element algebraic field in Eq. (8.9).
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8.3.2 Orthogonal codes

Under the right circumstances, we can attenuate same-sector signals by more than the
processing gain. We do this by selecting bit sequences specifically designed to cancel
each other out. These are called orthogonal sequences or orthogonal codes.

Consider two signals A and B being sent on the same channel with two chips per bit.
Let a;, and b, be the A bits and B bits for time period k. If the two chips are ¢;,; = a;, +
b;, and ce = a; — by, then the receiver can compute the sum ¢, + ¢z for the A bits and
the difference c,; — czo for the B-bits.* In each of these calculations, the cancellation of
the other signal is not merely statistical; it is absolute. These two 2-bit codes agree ex-
actly half the time and disagree exactly half the time.

The theme matrix of Hadamard-Walsh orthogonal codes is Hy in Eq. (8.12):

+1 +1
H, - (8.12)
+1 -1

Note that if we take any two rows of Hy and add their pairwise products, then we get
zero.’
The sum of pairwise products

g . g = Z akbk
£E=0
is called the inner product of vectors a and b. The inner product is also called the dot
product. When two nonzero vectors @ and b have an inner product of zero, they are said
to be orthogonal.
We can take another step and build H4 from four copies of Hy in Eq. (8.13):

H, H
H,=| ~ 2 (8.13)
H, -H,

The four copies of Hy in Hy are the exact same structure as the four copies of +1 in Hj.
Filling in the +1 and —1 elements of Hy yields four orthogonal rows of Hy in Eq. (8.14):

+1 +1 +1 +1
+1 -1 +1 -1
H, = (8.14)
+1 +1 -1 -1
+1 -1 -1 +1

4This calculation gets 2a;, and 2b,. Since our receiver is using anything positive for +1 and any-
thing negative for —1, the extra factor of 2 does not matter.
5Not a lot of choice here, but bigger matrices have the same property.
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Any two of the four rows of Hy are orthogonal, so the entire Hy matrix is called an
orthogonal matrix.
The next step builds Hg from four copies of Hy in Eq. (8.15):

H, H
He=| * * (8.15)
H4 _H4

The resulting eight orthogonal codes of Hg (without the boxes) are shown in Eq. (8.16):

+1 +1 +1 +1 +1 +1 +1 +1
+1 -1 +1 -1 +1 -1 +1 -1

+1 +1 -1 -1 +1 +1 -1 -1
+1 -1 -1 +1 +1 -1 -1 +1
+1 +1 +1 +1 -1 -1 -1 -1 (8.16)
+1 -1 +1 -1 -1 +1 -1 +1
+1 +1 -1 -1 -1 -1 +1 +1
+1 -1 -1 +1 -1 +1 +1 -1

As in the previous two cases, Hg is an orthogonal matrix with any two of its eight rows
having exactly four matches and four mismatches. Changing the sign of any combina-
tion of rows does not affect their orthogonal property.

Consider a transmitter sending eight CDMA signals using these eight rows as PN
codes. Whatever the bits are, +1 or —1, the receiver sees no net contribution from any
of the other seven codes. There is no room for a ninth signal in this scheme, but eight
synchronized signals using Hg get a free ride with no interference among them.

We can mix orthogonal codes in powers of 2. We can use any row of Eq. (8.14) as an or-
thogonal spreading code at the expense of two rows of Eq. (8.16). For example, the first
row of Eq. (8.14) used with a processing gain of 4 takes the first and fifth rows of Eq. (8.16),
each of which otherwise could have been used with a spreading gain of 8. The first row of
Eq. (8.16) sends +1 + 1 or —1 —1, and the fifth row sends +1 — 1 or —1 + 1. This
technique is called orthogonal variable spreading factor (OVSF), and it is used in third-
generation (3G) CDMA to mix varying data rates in the same orthogonal PN-code space.

There is another use for the Hg codes. These eight codes are maximally different.
Consider 3 bits being sent on a noisy channel. The 3 bits can be used to select one of
these eight 8-bit codes, and the receiver can translate the code back into the 3 bits. This
is a processing gain of 8/3. The likelihood of selecting the wrong 3-bit combination is
minimized by choosing codes so far apart in their eight-dimensional space.

This eight-to-three scheme, this maximal distance in eight-dimensional space
scheme, is a noncoherent modulation scheme. To the demodulator, there is no differ-
ence between

+1 +1 -1 -1 -1 -1 +1 +1 and -1 -1 +1 +1 +1 +1 -1 -1

The eight-to-three processing gain strategy is less wonderful than eight noninterfer-
ing channels, but it does not require synchronized chips. The forward link is naturally
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synchronized with a common transmitter sending all the signals and can support eight
simultaneous orthogonal codes in Hg.® The reverse link is naturally unsynchronized,
and it would be very difficult to stagger the user terminal transmit times for simulta-
neous arrival of the chips at the base station receiver. Thus the eight-to-three strategy
may make more sense.

The logic described for Hg extends naturally to Hg4, where we have 64 orthogonal
codes. This gives is 64 noninterfering channels forward and 64-to-6 processing gain in
the reverse direction in cdmaOne systems.

8.4 Multipath and the Rake Filter

Life is simple when there is a single, direct path from transmitter to receiver. Every-
thing that is not signal is noise. Radio is more complicated when there are multiple
paths arriving at the receiver at multiple times, as shown in Fig. 8.3.

We can divide multipath into three rough categories, measured by the length of time
between the arrival of the first signal and the last signal, which we call the delay
spread. The delay spread can be roughly nanoseconds, microseconds, or milliseconds.
In digital radio, these three work out to fading, chip confusion, and echo. It is not the
actual delay that is the issue; rather, it is the difference in delay, which we call delay
spread, that concerns us. The term delay spread is used both for the distribution of de-
lay and for the time duration containing most of the distribution.

In the wireless telephone environment, echo is almost never a problem because ra-
dio paths rarely have such long delays. Echo is a major concern for communication
links of 1000 km (600 miles) or longer. We'll let the long-haul microwave and satellite
engineers worry about echo.

In Sec. 8.8 we point out that this synchronization makes it economical to send a strong pilot
signal that the receiver can use for coherent demodulation.

Figure 8.3 Multiple radio paths.
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Figure 8.4 Delay spread graph.

The nanosecond differences in path length are on the order of meters, a few wave-
lengths of microwave radio. The effect of multiple paths this close together is Rayleigh
fading, local dead spots about a wavelength in size. Thus there will be a bad call place,
about human hand size, usually right where you want to make a call. Spread spectrum
gives us significant protection against Rayleigh fading because the dead spots are dif-
ferent at different frequencies, and we are broadcasting our signal across a wide fre-
quency band. When delay spread is in nanoseconds, our signal is unaffected by chip
confusion. Even the highest chipping rates used in third-generation (3G) CDMA are no
faster than 5 Mchips per second, and a 5 Mchip per second rate is 200 ns per chip, or
60 m. The cdmaOne CDMA standard uses chips five times this long.

It is the chip-sized delay differences that concern us in CDMA. Except for the
Rayleigh fading, double images a microsecond apart are not a major issue in analog ra-
dio, but chip-sized delay spread in CDMA means that a receiver picks up two different
chips at the exact same time.

Consider the delay spread graph shown in Fig. 8.4.7 This is a plot of the radio power
received as a function of time delay after it is transmitted. If we sent a single, instan-
taneous pulse of energy, then this would be the energy over time at the receiver. In Fig.
8.5 we show the same delay spread in the timeline of CDMA chips. If our CDMA re-
ceiver locks onto the signal at the moment of maximum power, then there is significant
interference coming from the same signal at different times.

For a simplified example, suppose that the transmitter is sending a sequence of chips
A, B, C, D,....Consider three paths of equal strength, 2, 4, and 5 chip periods in
length, as shown in Fig. 8.6. For example, when the E chip is transmitted, it arrives
three separate times. The first time the E chip arrives at the same time as the second

"We would like to say, “Consider the typical delay spread graph,” but radio paths vary so much
that there really isn’t a typical radio environment.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



The CDMA Principle

98 Key Radio Concepts

Voltage

)

-1 0 1 2 3
Chips

Figure 8.5 Delay spread graph with chips shown.

Received

path of C and the third path of B, so each received chip is really the sum of three chips
sent at three different times, B + C + E. The second time the E chip arrives, the three-
chip total received is D + E + G. And the third time the E chip arrives, the three-chip
totalis £ + F + H.

A single receiver synchronizes with one of the three paths and sees two-thirds noise
no matter which of the three paths it chooses. Suppose that it picks the shortest path
and looks for B, C, and D from B + C + E,C + D + F, and D + E + G. The other two
paths are time-shifted so that the receiver treats them as uncorrelated noise; they may
as well be other CDMA telephone calls. This comes across as a factor of 3 loss of S/N or
E, /Ny, a 5-dB loss.

The best solution is to add the three received signals in reverse order of their delay.
We call this reverse-order summation a rake filter or, in more engineering-oriented dis-

F G H I J

A+B+D  B+C+E C+D+F D+E+G  E+F+H F+G+I

Time —mm—

Figure 8.6 Transmit and received signals with three radio paths.
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E+F+H F+G+I G+H+J H+I+K I+J+L J+K+M

Three Rake Fingers

B+C+E C+D+F D+E+G E+F+H F+G+1 G+H+J
+D+E+G  +E+F+H +F+G+I +G+H+] +H+I+K +I+J+L
+E+F+H +F+G+1 +G+H+J +H+I+K +I+J+L +J+K+M

9E+6x 9F+6x 9G+6x 9H+6x 9I+6x 9J+6x

Figure 8.7 Rake filter reconstructing the signal.

cussion, an adaptive matched filter. Each of the representations of the signal in
the rake filter is called a finger of the rake. It is a nice mathematical result that the
time reverse of the delay spread is, in fact, the optimal receiver for the multipath radio
channel.

In Fig. 8.7 we show a three-finger rake receiver recombining the three paths in
Fig. 8.6. Consider the E chip leaving the transmitter. The three E-chip arrivals at the
receiver are B + C + E, D + E + G, and E + F + H. The rake receiver combines
these three triple-chip sums to get (B + C + E) + (D + E +G) + (E + F + H), equal
weight for equal signal paths in this example. This works outto3E + B+ C + D + G +
F + H.

The sum of the three received chips generates the desired chip with triple amplitude
and six time sidelobe cross-terms. Triple amplitude is a ninefold power increase, so the
total result of multipath and rake filter is nine signal units and six time-shifted units.®
This is a 40 percent loss of S/N or E,/N,, a 2-dB loss. In this example, the rake filter re-
covers 3 dB of the damage caused by multipath.

In our example we knew that the delay was spread over three chips. How does an
adaptive matched filter figure out the delay spread so that it can time-reverse it? The
receiver measures the signal over many chips and does a mathematical maximization
of signal strength. In the forward direction, the adaptive matched filter of the user ter-
minal uses the known characteristics of the pilot signal. When the results from the
adaptive filter match the pilot signal as closely as possible, they are also matching the
data signal as closely as possible. In the reverse direction, however, there is no pilot.
There is, however, an expected PN code in the signal. The adaptive matched filter at
the base station receiver attempts to combine the signals from different time delays to
reassemble the PN code. The maximum signal level of the PN code is the optimal re-
ceiver for the entire signal.

This is an interesting tradeoff in CDMA design. The data rate in chips per second and
the frequency bandwidth in hertz are typically very close. For example, a 1.25-MHz

8Triple amplitude is nine times the power because power is proportional to the square of
amplitude.
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channel carries 1.2288 Mbps. If almost all the delay spread energy fits within one chip,
then the rake filter and its time sidelobes have no damage to make up. However, if the
delay spread energy is concentrated in a time that short, then the channel is narrow-
band in terms of its resistance to multipath Rayleigh fading. The result is that if delay
spread is in the nanoseconds range, the signal suffers from Rayleigh fading but not
from delay-spread interference. However, if the delay spread is in microsecond range,
then Rayleigh fading is not a problem, but delay-spread interference is.

We have heard CDMA advocates tell us that one great advantage of CDMA is that
“multipath is our friend.” The idea seems to be that the adaptive matched filter creates
a sort of processing gain of its own to discriminate between signal and interference. In
actuality, the best possible rake filters achieve results almost as good as not having
multipath at all.? As in the case of AMPS and GSM, more paths mean more power to
combat receiver noise, but the advantage ends here for FDMA, TDMA, and CDMA. We
see no particular advantage of having multipath present nor any particular advantage
CDMA has in dealing with it.

We call the forward direction a one-to-many broadcast environment. In the one-to-
many environment, the rake filter can reduce the damage of multipath, but each in-
terferer is amplified by the same coherent addition plus time sidelobes as the signal.

The reverse direction is the opposite, a many-to-one environment. This gives us an
advantage in the resolution of multipath because the interferers do not have the same
delay spread as the signal.

The example of three equal paths in the reverse direction gives the same results for
the signal path as in the forward direction. The receiver gets one triple-amplitude sig-
nal, nine power units, and six time sidelobes.

It is the interferers that have changed in this picture. In this example, the interferer
also has three equal paths from the transmitter to the receiver, but those paths have
spacing different from the signal paths. Thus, when the signal rake filter triples the
interferer, each of its three paths appears three times for a total of nine occurrences
of one power unit each. These nine power units of interference are a perfect match for
the nine power units of the triple-amplitude signal. The time sidelobes of the signal
are the only cost, just two-thirds of a single channel, no matter how many interferers
there are.

The reverse multipath many-to-one picture is brighter than the forward one-to-many
picture. With perfectly uncorrelated multipath and a perfect rake filter, the interfer-
ence cost of each interferer is no worse than it is in the single-path case. The only de-
structive effects of multipath are the time sidelobes of the signal.

8.5 CDMA Power Control

All the analysis up to here has been based on setting CDMA power levels to be equal
for each call, each PN code, with absolute certainty. Some calls are much closer to the
serving antenna than others and have much higher radio path gains. We call this the

9The absence or presence of radio multipath is not a system design parameter but an attribute
of nature to be dealt with. And once nature is unkind enough to create multipath, the rake filter
is the best way to deal with it. We are objecting to the mythology that CDMA somehow turns this
obstacle into a kind of virtue that makes the system better. The best we can hope for is to keep
multipath from making the system worse.
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near-far problem, that signal paths vary considerably, as much as 80 dB if one sub-
scriber is 100 times closer to the base station than another. We use power control in
CDMA to adjust transmitters so that the received power levels are balanced.

In AMPS and GSM, we are happy with power levels matching within a few decibels.
This is nowhere near good enough for CDMA. A CDMA channel running at 85 percent
of its full call capacity will overwhelm a call received at just 1 dB below optimal
power.'? Because CDMA requires each user to have a proscribed fraction of the signal
pie, safety margins are not going to solve problems of inaccurate power control. Adding
a 1.5-dB safety margin to the power-control algorithm only serves to reduce system ca-
pacity by 30 percent.!! CDMA relies heavily on the power-control algorithm doing an
effective job of managing power levels.

When the mobile telephone starts a call, it sets its transmit power based on mea-
surements it makes of the forward channels. This initial choice of transmit power is
done without base station participation, so we call it open-loop power control. Once the
call radio link is established, within the two-way data stream is a flow of power-control
messages going in both directions, power-up and power-down messages. This feedback-
driven process is called closed-loop power control.

Sitting here, godlike, with full knowledge, we can solve the CDMA equations in Sec.
26.1 and determine optimal power levels. The live system has to try power levels, make
measurements, and send corrections. This is a two-way street because the user termi-
nal has to make its own measurements and send its own power instructions. In AMPS,
the base station measures the received power of the mobile telephone, computes the ra-
dio path gain, and instructs its own radio and the mobile telephone what power levels
to use. This kind of inference is not good enough for CDMA.

In CDMA, we determine the need for power-level adjustment by looking at the sig-
nal quality, as measured by the error rate. How do we measure signal quality in
CDMA? The forward error-correction systems provide bit error rate (BER) estimates.
The error correction figures out which bits are wrong and corrects them. It also can tell
the power-control system how often it had to do this. If this number is higher than an
optimal level, then the power-control system tells the transmitter to turn up the power.
And conversely, when this is lower than the optimal level, it tells the transmitter to
turn down the power. The radio link is therefore in a constant state of small corrections
in its quest to maintain optimal power.

It may seem odd that we reduce power in order to increase the number of errors to
an ideal level. However, in CDMA, a low error rate is an indicator that this signal is
using more than its allotted percentage of the entire signal power. This call is clear, but
at a cost of greater interference for all the other calls on the cell. Reducing the power
on this one call will bring all the calls on the one cell closer to equal in received power.

Sometimes the raw bit stream has too many errors to resolve, but this happens when
the signal is really lousy. When it does happen, there is no dispute that a power-up mes-
sage is called for.

Another approach is to measure the E,/N, directly rather than using the BER. For
each bit, we take the total amplitude of all its chips—just add them all up. Then we do
the PN-code arithmetic and recompute the total amplitude of all the chips. The first

1%0ne decibel down is 80 percent.
115dBis 1.4 and —1.5 dB is 0.71, a 30 percent reduction.
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sum is the estimate of signal plus interference, and the second sum estimates signal af-
ter processing gain. If the second divided by the first is low, then we increase trans-
mitter power. When the ratio is high, we decrease power.

Both these techniques rely on statistical averaging for their success. Under normal
conditions, they point in the right direction just over half the time. It might take a hun-
dred measurements and messages to get power levels reliably within 1.0 dB of optimal.
Whereas AMPS sends power-control messages every 5 seconds, cdmaOne sends almost
1000 power-control messages each second. Even at this high rate, a moving user ter-
minal in a fading environment poses a power-control challenge.

Power control in CDMA uses all three methods. Open-loop power control is used to
set initial power in the reverse direction, and closed-loop power control is used to main-
tain optimal levels. Closed-loop power control has an inner loop that measures the
E/N, directly and sends power-change messages in 1-dB steps. There is an outer loop
that measures the frame error rate (FER) and adjusts the target E,/N, for the inner
loop.12

There is an interesting tradeoff in power control. The energy efficiency of power con-
trol has a significant effect on total signal capacity. The power-control messages have
to travel between the system and user terminal somehow, and this takes more power
and costs CDMA capacity. We can send nearly perfect power-control messages by de-
voting a lot of power to power control. Or we can economize on power-control power,
have a lot of power-control errors, and live with a system out of power balance. These
are not the measurement errors in the last paragraph but rather the message errors in
the power-control messages themselves. Again, large numbers average out the errors,
but the power-control process becomes slower when the error rate is high.

If the measurement part is perfect—that is, if the receiver always makes the right
power change determination—then a high rate of power-control messages is supposed
to be more energy efficient. We could send a small number of large-change messages
with enough energy per power-control bit to ensure a highly accurate power-control
process. Or we could send a large number of small-change messages with less energy
per bit. The power-control process would be less accurate bit by bit, but the larger num-
ber of attempts more than makes up the difference.

It is tempting to visualize a system with a thousand power-control messages per sec-
ond maintaining exact power level and tracking the small boosts and fades of a tele-
phone moving at 60 mi/h (100 km/h). The power control in CDMA does keep control of
power, but this kind of accuracy is not part of the picture. There are significant capac-
ity losses due to power-control errors in CDMA. If we found that power control were not
a problem, then we would reduce the power allotment for power control and increase
the capacity of the system in this way.

8.6 Varying Data Rates

The cdmaOne channel has voice activity detection (VAD) and can use lower data rates
when there is less activity. The speech coder uses a full 9600 bits per second when re-
quired but can back off to 4800, 2400, or even 1200 bits per second when there is less

12A1] the 3G CDMA systems use this dual-loop fast power-control structure in both forward and
reverse directions. cdmaOne uses it in the reverse direction and relies on its orthogonal codes and
a slower power-control scheme in the forward direction.
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voice activity. This is coordinated between the base station and the user terminal.
Lower data rates require less radio power, which reduces overall interference levels
and extends battery life.

In the forward direction, transmission of fewer bits per second is done by repeating the
same bits over and over again at lower power, essentially increasing the processing gain
by another factor of 2, 4, or 8. In the reverse direction, transmission of fewer bits per sec-
ond allows the user terminal transmit only a fraction of the time. The base station does
not expect transmission the other half, three-quarters, or seven-eighths of the time.

Why does cdmaOne user lower power in the forward direction and intermittent
transmission in the reverse direction? In the absence of any other issues, we would pre-
fer to have equal power over time with more spreading gain. The CDMA channel can
carry more traffic that way. This is the primary factor in the forward direction, so we
have the transmitter send repeating bits.

However, power control is more critical in the reverse direction because of the near-
far problem, and the base station can make better radio measurements when the user
is transmitting at a consistent power level rather than reducing its power level every
time the VAD unit notices that the speaker has paused. The base station receiver mea-
sures each frame and makes a power-control determination, up or down, and this de-
termination is much harder to calculate if the user terminal transmit power levels are
changing because of voice activity. The reverse power-control measurement issue over-
rides the preference for smooth power levels over time. As a result, in the reverse di-
rection, the best option is to have the user terminal either transmit at its full-bit-rate
power level or not transmit at all. In this way, overall transmit power is reduced from
the user terminal without interfering with power-control measurements.

8.7 Soft and Softer Handoff

CDMA uses a different kind of handoff, a soft handoff, where a user terminal is served
by two base station antennas at the same time. The need for extremely accurate power
control in CDMA requires a more sophisticated coordination among serving base sta-
tions than the break-and-make handoffs used in conventional reuse cellular systems.

As we will see in Sec. 26.1, it is important that a CDMA call be served by the right
cell sector, the one with the highest path gain. When CDMA calls are served by the
wrong cell sector, even momentarily, the overall capacity of the system is reduced dra-
matically. Radio signal paths vary enough from place to place that a mobile telephone
near a cell boundary might change its choice of the right cell dozens of times per
minute. Rather than execute dozens of handoffs (a ping-pong handoff situation) when
radio signal paths are close, CDMA shares the call with both cell sectors.

Unlike AMPS and GSM, cdmaOne CDMA systems let the mobile telephone deter-
mine when a handoff should occur. When the mobile telephone detects a pilot from a
new antenna face B, it informs its primary server A, and a link is established between
A and B. The new antenna face begins transmitting, so A and B are both sending the
same data. The base stations and mobile telephone coordinate their PN codes to make
this work.

Let us take a moment and examine how a two-to-one link can work. Consider two base
station antennas A and B serving a single mobile telephone. In the forward direction we
have two separate copies of the same message coming from A and B. The mobile
telephone resolves the two signals using the rake filter that it uses to resolve multiple
radio paths, as described above in Sec. 8.4. When the mobile telephone evaluates the
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signal quality for power control, it sends power-up and power-down messages that both
A and B obey.

In the reverse direction, we have two receivers picking up the same message and co-
ordinating their signals. When the two receivers are two sectors at the same base sta-
tion, the rake filter is used to combine them optimally. When the two receivers A and
B are at different base stations, one of them remains the primary base station, while
the others are called secondary base stations.

The signals from A and B are the same except, perhaps, for power control. When A
and B send conflicting power-control messages, this means that the signal is good
enough for one cell and not good enough for the other cell. The idea of soft handoff is to
maintain just enough signal strength to keep one base station happy, so the mobile tele-
phone powers down when it gets conflicting power-control messages.

When one of the two signals is no longer helping the call, that signal is dropped. If
the signal being dropped is the primary base station, then a secondary base station be-
comes the primary base station for the call.

This concept of a shared radio channel is possible because CDMA uses the same ra-
dio carrier in the same frequency range for all cell sectors.

When A and B are two separate base stations, we have a soft handoff until one of
them is dropped. When A and B are two sectors of the same cell, we have a softer hand-
off, as shown in Fig. 8.8.

\ Softer
| Handoff

Figure 8.8 Soft and softer handoff.
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The CDMA channel allows more than two signals in the soft and softer handoff
process. cdmaOne supports up to six simultaneous signals.'® Thus we have three-way
soft handoffs, four-way soft handoffs, and various kinds of soft-softer handoffs.

Not all CDMA handoffs are soft handoffs. Sometimes the pilots of the two cells are
too different for the mobile telephone to synchronize them. Some vendors permit soft
handoffs from one MSC to another, but the ANSI-41 handoff standards in Sec. 15.1 do
not require it. cdmaOne supports having multiple CDMA carrier frequencies to make
the best use of more than 1.25 MHz of radio bandwidth. Handoffs under any of these
conditions can be the old-fashioned AMPS-or-GSM-style handoffs that we call hard
handoffs in CDMA. Handoff support requires signal coordination within the cellular
network, as described in Sec. 11.4.

8.8 The Forward (Downlink) Direction

The forward link from base station to user terminal has one base station sending a
common radio signal to many user terminals, a one-to-many radio environment. This
offers the opportunity to share broadcast resources and to synchronize signals.

Having a one-to-many environment allows for a strong pilot signal for each receiver to
use for coherent modulation and rake filter alignment. Carrier phase and multipath
change rapidly for mobile and portable telephones and slowly for fixed wireless local loop.

The synchronization of all the signals allows orthogonal codes to be used to minimize
interference. So long as the delay spread is not much longer than the chip duration, the
same-sector interference can be reduced significantly.

On the negative side of the forward link, the common path for signal and interfer-
ence means that the rake filter does as good a job coherently amplifying interferers as
it does coherently amplifying the signal. The optimal receiver is matched to the delay
spread of the signal. If the delay spread of the interferer is the same as the signal, then
it is going to give each interferer the same advantage.

8.9 The Reverse (Uplink) Direction

The reverse direction of CDMA from user terminal to base station has many user ter-
minals sending signals to a single receiving antenna at the base station, a many-to-one
radio environment. While synchronization is nearly impossible, each receiver rake fil-
ter can take advantage of the different radio paths to distinguish its own signal from
the other calls.

A reverse pilot has no economy of scale, so cdmaOne does not use one at all, and it
uses a noncoherent modulation scheme. The lack of synchronization makes the virtual
cancellation of interference using orthogonal codes not practical. However, the same or-
thogonal codes can be used as a noncoherent maximal-distance spreader.

On the positive side, each path has its own multipath characteristics, its own delay-
spread graph. A rake receiver optimized for one path is not going to give interferers the
same advantage. This relative advantage is only enough to combat the negative effects
of multipath, but this is better than the forward direction.

13We wouldn’t want to sit down and do the analysis of the power-control and rake-filter compo-
nents for six simultaneous signals from four base stations.
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Figure 8.9 The advantage of nonsynchronized chips.

There is another advantage from the lack of synchronization in the reverse direction.
The statistical advantage of processing gain is that nonorthogonal interfering PN codes
look like noise. In the synchronized case, where the chips line up perfectly, the inter-
fering PN code contributes some virtual noise level. Consider the case where the inter-
ferer is offset exactly half a chip. When two consecutive interfering chips are the same,
the contribution is no less than the synchronized case, but when consecutive interfer-
ing chips are different, the contribution goes to zero. A perfectly staggered interferer
loses half its impact, 3 dB, from this statistical effect.

Let us assume that this effect is linear in the phase offset so that a quarter-chip off-
set gives us half the benefit of a half-chip offset. Then the average interference atten-
uation of chip offset is one-quarter of the interference, 1.2 dB, as shown in Fig. 8.9.

If there is a 1.2-dB opportunity with nonsynchronized chips, then why not do it in the
forward direction as well? Because the advantage of a common pilot and orthogonal
codes far outweighs this 1.2-dB advantage.

8.10 Conclusion

The CDMA technology applies extremely sophisticated mathematics to electronic
chipsets to obtain the advantages of spread-spectrum technologies. The engineers who
worked to develop the original AMPS reasonably could be astounded by the sophisti-
cated rake filters in CDMA user terminals, the encoding algorithms in Qualcomm
chipsets, the complexity and precision of closed-loop power control, and the cooperative
management of soft and softer handoffs.
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Today’s CDMA may seem to be the culmination of the integration of telephony, radio
engineering, and digital technology. In some ways it is. In other ways, all that has been
done merely lays the groundwork for what is to come. In the next two chapters we will
take a closer look at how cdmaOne is currently deployed. After that, we will look at the
new 3G/UMTS standards and their effort to increase vastly the data-carrying capacity
of cellular systems.
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Part

Standards for Cellular Systems

This short part of the book, “Standards for Cellular Systems,”
addresses the crucial topic of standards. In radio and telephony,
standards define interfaces, allowing different manufacturers to
produce equipment and components that will work together on a
single system.

In Chapter 9, “General Cellular Standards,” we provide a
background about the function and nature of standards and how
standards change technology. We also describe all the standards that
are specific to cellular telephony or have had a major effect on its
development.

Standards are not purely technical; they define customer features
as well as bit rates. We explore some of the deeper concepts
underlying the standards that define cellular telephony, including
the notions of vertical services and personal services. We conclude
Chapter 9 with a discussion of the first three generations of cellular
telephony, covering the evolution of the standards of today’s systems.

In Chapter 10, “Worldwide CDMA Standards,” we turn to today’s
worldwide code division multiple access (CDMA) standards for
second-generation (2G) and third-generation (3G) systems. 3G may be
exciting, but 2G is important. 2G systems still support about 900
million cellular users in 2002, so we provide in-depth technical details
of cdmaOne, previously called IS-95. Moving to 3G, we describe the
three CDMA systems that have been approved as 3G standards and
are beginning to be deployed. cdma2000 adds voice capacity and high-
speed user data support when overlaid on cdmaOne systems.
Wideband CDMA (W-CDMA) will be used to upgrade European Global
System for Mobility (GSM) time division multiple access (TDMA)
networks and will compete with cdma2000 worldwide. And the newest
member of the 3G CDMA family, time division synchronized CDMA
(TD-SCDMA), due to be deployed in China, incorporates the most
advanced develpments in several areas of cellular telephony and radio
to create flexible high-capacity systems. We provide in-depth technical
specifications for all these standards.

109
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Standards are powerful engineering tools created through a
process of human communication that is often politicized.
Understanding the strengths and weaknesses of the standards
underlying the systems we design and the equipment we install helps
us do a better job of creating solutions that design around the weak
spots and resolving problems on the systems we support.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



Source: CDMA CAPACITY AND QUALITY OPTIMIZATION

Chapter

General Cellular Standards

The whole notion of standards is rarely explained and can be quite confusing. This
chapter offers the what, why, and how of standards. It also explains why standards run
into trouble and sometimes fail to solve problems or even end up creating new prob-
lems. Engineers (those who write standards and those who work with them), execu-
tives, and customers all have different opinions about standards, sometimes very
strong ones. However, once we move past the opinions and understand standards prop-
erly, they can be a valuable tool for specifying and developing high-quality systems and
optimizing capacity. When we know the weak points and strong points of a standard,
we know where to pay the most attention in planning new systems, and we know where
to look when we need to solve problems.

9.1 The Role of Standards

Without standards, communication would be inherently unreliable. Prior to the stan-
dardization of English spelling, it was very difficult for a reader to be certain what word
an author meant. We have very few signatures belonging to William Shakespeare, but
we know he spelled his name three different ways. Worse, we are not sure what he
wanted Hamlet to say at certain key moments. Was Hamlet talking about “this too, too
solid flesh,” as most scholars think, or was it sullied flesh or perhaps sallied (attacked)
flesh? If Ben Johnson’s dictionary had come out before Hamlet, we might be certain.
But reading Shakespeare might be a lot less fun, too.

When we want to lay out instructions for how things should be done, we create a
standard. Standards are rules, and people have odd reactions to rules. People who want
to make sure that things work tend to like standards. People who like to have fun, do
things their own way, or do things the best way they can do not like standards. The
world of wireless engineers contains a lot of people with each of these attitudes.

In practice, however, standards are essential for radio and telephony. The reason for
this is that standards specify what the two components on either side of an interface
must do to communicate with one another. In defining what each component will send,
we define what each component must be able to receive. If we then define the states of
each component, the other relevant inputs, and the appropriate response of each com-
ponent, we have defined how each device operates to fulfill its role in the system.

111

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



General Cellular Standards

112 Standards for Cellular Systems

9.1.1 Types of standards

Standards are not laws. It is possible to develop systems without standards or with
purely proprietary standards and succeed in business. One of the world’s most ubiqui-
tous and successful cases of standardization, the system of red, yellow, and green traf-
fic lights, was never set as a standard. It was deployed, it worked, and it was accepted.
However, given the cost of developing new technology, certification of a standard—and
certification of a particular equipment model as meeting that standard—has a tremen-
dous amount of power in the marketplace.

For practical purposes, we can put standards into six different categories. Here they
are, with the most official ones first:

m [nternational standards are approved by an official body recognized by multiple govern-
ments and many companies. For the cellular industry, the most important international
standards organization is the International Telecommunications Union (ITU).

® National standards are approved by a quasi-governmental body such as the American Na-
tional Standards Institute (ANSI) in the United States. Adherence to these standards also
may be regulated by an official government body, such as the U.S. Federal Communica-
tions Commission (FCC).

® [ndustry standards are managed by industry groups, such as the Institute of Electrical
and Electronics Engineers (IEEE). These bodies often develop standards and propose
them to the more official standards organizations. Some industry groups are more tech-
nical, developing standards to solve problems, and others are more political or more
business-oriented, promoting particular technologies as they develop standards for them.

® Proprietary standards are developed and maintained by a company who may license use
of the standard to other companies so that they can develop compatible systems.

® Open standards arise when an organization makes its proprietary standard available for
general use at no charge. UNIX is an open standard.

® De facto standards are accepted ways of doing things that are prevalent in society. The
color of traffic lights that we discussed earlier is an example.

Of course, a single standard may operate at many of these levels and is likely to
change status over time. For code division multiple access (CDMA), many of the stan-
dards were proposed by Qualcomm, which holds patents on many chip designs that
implement CDMA standards. However, Qualcomm did not keep the CDMA standard
proprietary. Only the patents on the chips are proprietary. ANSI, with the assistance
of IEEE and other organizations, took the CDMA standard for cellular telephony
through multiple revisions as Interim Standard 95 (IS-95) and then approved the
standard for North American cdmaOne. The ITU defined the third generation (3G) of
mobile telephony standards and requested proposals for standards to meet its re-
quirements. The CDMA Development Group (CDG), an industry group more on the
political and promotional side of things than IEEE is, proposed cdma2000, a standard
based on cdmaOne but meeting the requirements of ITU’s 3G. There is much more
than this to the story of CDMA for 3G, and we will discuss it again later in this
chapter.

Even when we know what the official status of a standard is, there may be confusion
about what is being standardized. This is discussed in the next subsection.
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9.1.2 Standards and interfaces

Standards can be confusing. One of the best ways to get clear about them is to ask the
question, What interface is being standardized? We can think of an interface as the de-
fined communication between two systems. Expanding on this idea, we can picture an
interface as a gap between two systems that is being crossed and the standard as the
agreed-on way to get information across the gap. At a detail level, each single standard
specifies one interface. However, we often use the term standard to mean a set of stan-
dards. For example, we talk about the Global System for Mobility (GSM) standard. Ac-
tually, the set of standards in GSM defines many interfaces: the radio-air interface
from base station to cell phone; the interface between the base station and the mobile
switching center (MSC), the standards for power control, and others.

In contrast, the CDMA standards used in cellular telephony specify only the air in-
terface. They define how voice signals, user data, and control signals will operate be-
tween the base station and the user terminal. The backhaul network from base station
to MSC is managed by independent standards, such as ANSI-41.

For complicated systems, it is valuable to break a single interface standard down
even further in several ways.

The best way to subdivide a standard sometimes depends on the nature of the tech-
nology. For example, in CDMA, we have subcomponents, including voice coding, the for-
ward link, the reverse link, and power control, for each of the links. A section of any
given CDMA standard (cdmaOne, cdma2000, W-CDMA, or TD-SCDMA) will be devoted
to each of these subcomponents.

This makes standards flexible and easy to improve. For example, a change to the re-
verse link would not necessarily affect the forward link. As standards evolve, new ser-
vices can be supported through the standardizing of new components. In the 3G initia-
tive, the addition of standards that support high-speed data transmission is a major
area of growth and change.

Another way of dividing a standard is to divide it into layers. The most common
method of layering telecommunications and networking systems is the Open System
Interconnect (OSI) model. The OSI model is, in a sense, a standard for creating stan-
dards. It allows the possibility of having parts of an interface specification independent
from one another. For example, the Internet uses the Transmission Control Protocol
(TCP) over the Internet Protocol (IP). Voice over IP (VoIP) systems transmit voice over
the same Internet Protocol but do not use TCP.

9.1.3 The difference between standards and
specifications

A standard is not, and should not be, a complete specification. There are two important
differences between standards and specifications. First of all, a standard defines an in-
terface, whereas a specification defines a component (also called as a device). Second,
standards contain less detail than specifications.

Any component can be viewed as being surrounded by standards, each of which de-
fines its interface to one other system component. The entire set of standards for a com-
ponent’s interface defines all the interfaces it must support to function well within the
system. As a result, a component functions well within the system when it meets the
standards for every interface. In such a case, the interface standards for all interfaces
of a component define the functional standard for the entire component.
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The challenge design engineers face is to understand the standard, to ensure that
their understanding is correct, and then creatively to specify and to design equipment
that meets or exceeds the standard in the best way. Problems arise when different en-
gineers interpret standards differently. Then components created by different compa-
nies do not work together.

A full specification is far more detailed than a standard. Even for a given interface,
standards answer some questions and define the remaining ones. One view of this is
that a good standard defines what each component will do at an interface, but the ques-
tion of how the component will do it is left to the design specification.

In addition, some devices do not have all interfaces defined by standards. A cellular
telephone is a good example. The air interface is defined, but the human interface is
not. Each vendor is free to design keypads, screen visuals, voice recognition, and bells
and whistles for the user without following any particular standard.

As written here, it seems that there is a linear progression from standard to specifi-
cation to design to production to deployment. This picture is far from reality. Some-
times a system is in production and being sold long before the formal standard is es-
tablished, as was the case with IS-95, which later became cdmaOne. Even when the
standard comes first, the process is iterative rather than linear. Standards themselves
undergo revision. Specifications have both logical and physical levels, as discussed in
Sec. 14.4. Specifications are verified to standards and, when prototypes are developed,
they are tested for conformance to standards. The processes of testing by a manufac-
turer, standards organizations, and independent testing laboratories is too complex to
go into in this book. However, it is important to note simply that any device may fail to
pass a test and need rework.

Also, unfortunately, mistakes can be made at any step in this process, resulting in
equipment that does not work or that works with lower capacity and quality than the
standard seemed to imply it could.

9.1.4 The benefits of standards

When standards work well, components made by multiple vendors can be designed for
each side of the interface, and all will work together on the same system. This enhances
both competition and innovation. When a standard is made public, any company can
produce equipment and seek to have it certified by the standards institution. With
more companies trying to make similar equipment, prices are driven down. Also, if a
company conceives of and develops equipment with new features, it will work on the
system as long as it meets the standard at all interfaces. As a result, we have cellular
phone wrist watches. They work on the network by meeting the air interface standard,
and they work for the user who likes them because they are unique in an area of de-
sign that is not standardized, their shape.

Standards committees have been known to solve technical problems, particularly by
bringing together experts with different specialties to create innovative solutions. Also,
the job of specifying an entire system is huge. The work of standards committees, which
often takes years, can be a first step, paving the way for accelerated resolution of tech-
nical issues within each company and thus for accelerated deployment.

9.1.5 Standards and politics

Standards also have a political side, much of which is not often seen as beneficial. In ac-
tuality, even this political dimension has neutral, problematic, and beneficial aspects.
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A neutral aspect of the politics of standards important to our understanding of the
world of CDMA is the way in which standards typically develop differently in North
America and in Europe. In North America, standards are often proposed by one or more
companies and then developed by a cooperative effort of businesses. Standards often
first appear either in proposals from companies to relatively unbiased industry groups,
such as the IEEE, or from industry consortia with an unabashed agenda, such as the
CDG. From these organizations, standards often move up the hierarchy of officialdom
to quasi-governmental or international organizations such as ANSI and ITU.

In Europe, standards are developed to simplify industrial and economic development
throughout the European Union. Consortia have an international flavor. In fact, some
might argue that creating, arbitrating, and managing standards is the European
Union’s biggest job. In any case, the ITU is the body based in Europe that is most rel-
evant to cellular telephony. The ITU has two groups relevant to our work, the tele-
phony group (ITU-T) and the radio group (ITU-R). Both groups create and certify stan-
dards relevant to cellular networks. Because the ITU is worldwide rather than
European, standards often move from ANSI to ITU.

Another dimension of the neutral politics of standards for wireless telecommunica-
tions is the relationship between standards and government regulations. The largest
governmental issue related to wireless is the allocation of specific frequencies. Available
bandwidth is considered a limited natural resource and is managed by governments.
They allocate particular frequencies in particular geographic regions for particular pur-
poses, and the space fills up pretty quickly. This makes manufacturing of equipment for
international sales difficult because the equipment must work in different frequencies
for different countries. Fortunately, most countries follow either the U.S. pattern of
spectrum allocation or the European pattern of spectrum allocation. The choice of fre-
quencies of operation has been a major issue in the development of ITU’s 3G standard.
Initially it was hoped that governments might reallocate bandwidth or allocate unused
bandwidth, allowing a single set of frequencies to be used for all terrestrial wireless
communications worldwide. This did not happen, and the European and American
bandwidths for their 2G systems (GSM and PCS) got carried over into 3G. In addition,
Japan has allocated frequencies on its own unique program and needs to coordinate 3G
deployment with its existing 2G Personal Digital Cellular (PDC) system.

When the 3G standards committee of the ITU failed to bring the world into one har-
monious standard, it approved five different standards, saying that each of them met
the requirements for certification as 3G. Each standard, of course, was proposed and
developed by an industry group or consortium. Since I'TU’s decision, each of them has
been developing and promoting its own standard in competition with the others, with
billions of dollars at stake. This has led to significant clouding of technical issues as
each group sometimes attacks the others and sometimes obscures real issues in com-
plex verbiage to reduce its vulnerability to attack. We will discuss this unfortunate sit-
uation further in Sec. 9.2.3.

However, sometimes even the political side of standards clearly leads to good results.
If we may illustrate with an example from the personal computer (PC) industry, con-
sider the industry standard architecture (ISA) standard. When IBM developed the IBM
PC in the early 1980s, it broke ground by publicizing the standard instead of keeping
it proprietary and requiring expensive licenses. IBM did this because it was not sure
that PCs would succeed. IBM thought that making the standard open would encourage
innovation, and it did. Many small vendors invented PC hardware and software and
launched the PC revolution.
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However, this is not the end of the story. A few years later, IBM was upset about hav-
ing to share such a rich pie with companies such as Compagq. (Perhaps IBM did not re-
alize that when you open one side of a standard, you open the other side as well. IBM
expected adapter cards, but not clones.) IBM tried to close off the PC clone market by
coming out with a new, better PS/2 standard, which it kept proprietary.

The PC industry reacted first by getting together and declaring the original PC/AT
standard the ISA. They could now produce and test equipment for compatibility and
keep on selling even though IBM had left the fold it created. IBM went on to compete
with the PS/2 interface by creating the extended ISA (EISA) standard. IBM’s success
kept innovation going, and prices dropping, in the face of a monopolistic effort to re-
strict technology.

The final chapter of this story is relevant to the cellular industry. The EISA standard
outperformed the PS/2 standard, but it was less reliable. EISA told vendors what to
build but not how to build it, and some of them got it wrong. It was all too easy to buy
an EISA PC-compatible computer and an EISA card only to find that they did not work
together.

A competitor named Intel joined the fray. Intel introduced the peripheral component
interconnect (PCI) standard and provided computer chips for PCI controllers on the
motherboard and PCI adapter cards. Cards from different manufacturers talked to
motherboards from several other manufacturers, but at the actual interface, an Intel
chip was talking to another Intel chip. The result was a highly reliable standard that
still allowed for innovation. It was a bit more expensive, and you can guess where the
money went, but it was worth the price because of its reliability.

Why is this story relevant to a book on CDMA? Many of the patents on CDMA tech-
nology were developed by Qualcomm. Qualcomm proposed the first CDMA standard for
cellular telephony, which was accepted as Interim Standard 95 (IS-95) and then be-
came cdmaOne. Qualcomm takes an approach similar to Intel. Qualcomm produces
chips and licenses chip technologies that allow other vendors to create and sell reliable,
innovative equipment.

Qualcomm’s role in developing CDMA technology has been outstanding, but it has
created a strong polarization within the industry. Some companies may choose GSM
over CDMA even though CDMA is technologically superior because they do not want to
pay a license fee to Qualcomm.

Until September 24, 2001, every CDMA telephone call ever made went through a cel-
lular base station with a Qualcomm chipset or a chipset requiring a license from Qual-
comm for use of its CDMA chipset patents. On that date, an innovative piece of equip-
ment, a software-based radio base station developed by Advanced Communications
Technologies, Inc., established a call to a standard cdmaOne cellular phone. If this tech-
nology succeeds, then it could create software-based radio base stations that cost per-
haps 25 percent less than standard base station radio equipment and, very important,
can be upgraded by software releases instead of requiring chip replacements.

Even though Qualcomm holds and licenses the patents currently required to create
chipsets for CDMA, the international CDMA standard is independent of Qualcomm.
This is an example of how standards support innovation and increase competition.

9.1.6 The role of standards organizations

Standards organizations are subject to a great deal of political lobbying by businesses
with billions of dollars at stake. Some of the organizations, such as the ITU, ANSI, and
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IEEE, seek to be unbiased. Others seek to promote one technology aggressively, mount-
ing publicity campaigns and seeking to influence governments.

At the same time, standards committees are composed largely of engineers and tech-
nical experts from the industry. Even when there is no effort at pressuring the com-
mittee, each company’s level of interest in the committee and its decisions has a sig-
nificant effect on the quality of the committee. If a company feels that the problem the
committee is addressing is real and important, it is likely to send its best engineers to
solve the problem. If the solutions are sound, the company is likely to use and promote
the standard. Conversely, if the issues seem trivial or ill-defined or so politicized that
a good outcome is unlikely, then fewer expert engineers are sent, and the company’s
best experts stay at the office designing systems. This sometimes can lead to the un-
fortunate result that a company’s best engineers are designing systems to standards
developed by less talented people.

Standards organizations have a number of roles in relation to the development of
new technology. A highly successful technology, such as Qualcomm’s CDMA, can be de-
ployed before it is accepted as an official standard. CDMA was an interim standard for
many years even after it was supporting tens of millions of subscribers. In such cases,
the market will draw vendors to produce products that meet the standard before—per-
haps long before—the standard is final.

On the other hand, sometimes the work of standards committees can precede pro-
duction and deployment of equipment and systems. This can happen in two ways. In
one case, international, governmental, or independent industry standards committees,
while solving one problem, look ahead to define and solve another problem. This is
what happened in the evolution of 3G cellular standards. The ITU itself, having estab-
lished 2G standards, saw the need for a single 3G standard for cellular voice and data,
created a committee, and called for proposals. We’ll have more to say about what hap-
pened to the 3G committee later in this chapter.

The second way in which committees precede standards is the case where an inter-
est group representing a new industry or part of an existing industry is formed. These
not-for-profit groups promote the standard, but they are biased toward the standard,
and they expend effort marketing the ideas as well as defining them. This can lead to
difficulties, as we shall see when we discuss the evolution and definition of Personal
Communications Services (PCS).

9.1.7 The effects of standards on technology

In the case of a highly successful, rapidly accepted technology such as cdmaOne, suc-
cess comes first, and standards are almost an afterthought. However, they are a valu-
able afterthought. They can solve problems, reduce costs, increase reliability through
support of independent testing, and increase the life of a technology.

In the case of a good idea that does not get off the ground quickly, standards can el-
evate the idea to a long-term success. The imprimatur of a standards organization such
as ITU or ANSI can cause both manufacturers and major corporate customers to invest
in a technology when they have been hesitating, afraid that the technology might not
be adopted. This can create a positive cycle of investment and interest, driving the tech-
nology to success.

On the other hand, a poorly designed standard or a standard with technical flaws can
indemnify problems, creating long-term difficulties in the deployment of a technology.
This increases costs and can reduce capacity or reliability.
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The last major effect of standards is the case where two or more competing standards
are approved, and a long-term battle in the marketplace ensues. This is the case with
GSM (TDMA) and CDMA in the evolution toward 3G. The result is a mixed blessing.
Each technology is better off because it is standardized. The European cellular system
depends on the GSM standard, and the North American system depends on the
cdmaOne standard and ANSI-41. However, the existing standards, as well as the ex-
isting installed base of technology, create a basis for long-term competition and conflict.
The economic competition may not be a bad thing, but the conflict surrounding it often
creates problems. The standards process works well when everyone agrees on termi-
nology, concepts, and the definition of the issue being addressed. This is hard to achieve
when the stakes are so high that people begin to attack one another’s views and opin-
ions. It can be very hard to find unbiased, intelligent explanations, and there seem to
be even fewer unbiased, intelligent projections of what is likely to happen. When a
standards process becomes highly politicized, the results are often costly technical
problems and even costlier delays in deployment.

This is not to say that standards organizations should back away from politicized and
controversial issues. Just the opposite. At their best, standards organizations can bring
a rational process into defining a problem and developing solutions.

There are some smaller, but significant, effects of standards on technology in partic-
ular cases. Sometimes a small part of a standard becomes a significant driver in the
marketplace. The short message service (SMS) is a case in point. It was a small part of
the GSM system that allowed short text-paging-style user messages to travel over the
cellular signal channel. It has become a major industry in its own right and is now
spawning successors that can carry images and other attachments. Other times an ef-
fective standards committee quickly and quietly resolves a technical problem or a po-
litical conflict, allowing a technology to move forward more rapidly or more smoothly.

With all this said, let us take a look at some of the standards that have shaped the
cellular industry.

9.2 Generations of Cellular Standards

9.2.1

The original North American Advanced Mobile Service (AMPS) systems were the pro-
prietary AT&T and Motorola networks described in Chap. 6. From that point forward,
however, cellular technology developed through industry standards, and there has been
an effort to organize the standards into generations, where each generation has multi-
ple standards, but the standards provide roughly equivalent services.

It is important to note that the notion of generations postdates the actual imple-
mentations of the systems and standards. Also, this introduction to the standards will
be quite short because each one is described fully in other chapters.

First generation

The first generation (1G) label was applied retroactively to cellular networks with an
analog air interface, primarily AMPS and narrowband AMPS (N-AMPS), which were
described in Chap. 6. There was also a Nordic mobile telephone system developed by
Ericsson and Nokia and deployed in two versions in Nordic countries and one version
in France. Analog systems similar to or based on these technologies were deployed in
other nations, including Japan, England, and South Africa. All first-generation systems
used frequency division multiple access (FDMA) because other multiple access tech-
nologies require digital transmission.
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9.2.2 Second generation (2G)

Digital transmission technologies were called second generation (2G). Services grew
rapidly in the 1990s and also consolidated. Europe standardized on GSM using time di-
vision multiple access (TDMA), and many other nations adopted it as well. In North
America, 1900-MHz PCS services grew, and local calling plans became first regional
and then national. The North American services were a competitive mix of TDMA and
CDMA. GSM TDMA was described in Chap. 7. cdmaOne, the final version of 2G CDMA
in North America, is described in Sec. 10.1.

9.2.2.1 Worldwide usage profile. The current CDMA technologies for cellular tele-
phony got a later start than GSM. Throughout the 1990s, both services grew exponen-
tially, but CDMA had only about 15 percent of the market share. In 2002 we have seen
several industry reports and news articles suggesting that the European market for
cellular phones is nearing saturation; that is, just about everyone in Europe who wants
a cellular phone has one. Meanwhile, China has announced plans for rapid deployment
of a CDMA-based cellular technology, time division synchronized CDMA (TD-SCDMA),
in a market of 1,000,000,000 people.

As a result, market growth and market competition are likely to change. Rather than
competing to enter a new market in the first world, cellular providers are competing to re-
place one another in the first world and deploy or expand in the second and third worlds.

Nations that have adopted digital cellular networks typically follow either the North
American CDMA model or the European GSM model. Central and South America largely
adopted CDMA, although some nations, including Chile and Brazil, have both CDMA
and GSM. A few small countries with closer ties to Europe, such as the French West In-
dies, have only GSM. GSM is also the only 2G service throughout all of Europe, North
Africa, the Mediterranean, and the Middle East all the way to Pakistan. The only excep-
tions to this are Israel and the former Soviet Republic of Kazakhstan, which use CDMA.
GSM’s dominance extends all the way south in Africa, although some central and south-
ern African nations, including the Congo, Angola, Zambia, and South Africa, also have
CDMA. Russia has a mix of CDMA, American TDMA, and GSM, whereas China has
CDMA and GSM. India and Southeast Asia have a mix of both GSM and CDMA. The
island nations of Indonesia, Polynesia, Taiwan, and New Zealand have a polyglot of stan-
dards with CDMA, American TDMA, and GSM, whereas Papua New Guinea, Fiji, and
New Caledonia are solidly in the GSM camp. Australia has both GSM and CDMA. South
Korea and Japan both have CDMA, but Japan also has its own standard, PDC.

Second-generation cellular services have been very successful and have grown
rapidly. As of June 1999, there were 187 million GSM users worldwide, 42 million PDC
users, 34 million CDMA users, and 25 million users of non-GSM TDMA systems. By
summer 2001, GSM had 700 million users, cdmaOne had 100 million, and total world-
wide cellular use was estimated at an American billion (a British thousand million)
subscribers.

9.2.2.2 International intercompatibility. There was some effort to create compatible
systems internationally. The United States and Canada agreed to use the same plan
for telephony (both landline and wireless), creating a single North American telephony
system north of the Rio Grande. With the advent of PCS, the North American cellular
network included personal communications numbers (PCNs), allowing a person to
keep a mobile telephone number even when changing service provider or changing
equipment.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



General Cellular Standards

120 Standards for Cellular Systems

GSM took a different, and very clever, approach to personal number assignment and
made an effort to achieve truly worldwide interoperability. All the GSM user informa-
tion is on a smart card that you can plug into any GSM phone equipment, making it
your personal user terminal, even if you rent the equipment.

GSM services operate on five different frequency bands, GSM900, GSM1800,
GSM1900, and more recently, GSM850, and GSM450. Each model of phone may be sin-
gle band, dual band, or multiband. A phone that operates on both GSM900 (the primary
European carrier) and also on either GSM1800 or GSM1900 (the North American fre-
quencies) would offer seamless interoperability wherever there is coverage in Europe
and North America without changing phones.!

However, 2G did not offer seamless global service. In part, this was due to a lack of
demand. International travelers may be high-profile as well as high-profit customers,
but the bread-and-butter customers that grew the 2G client base were the increasingly
mobile citizens of each continent, not the globe-trotting executives.

This failure caused the ITU to propose an initiative for creating a single global stan-
dard. It was called the 3G initiative, and it began in the late 1990s. In addition to uni-
fying the world on one standard, the 3G initiative wanted to add high-speed data com-
munications support to cellular networks. This would allow subscribers to check
e-mail, browse the Web, log onto the corporate database, and generally be able to work
all the time until commercial services are added, and we can work and play online,
plugged in without wires wherever we are.

9.2.2.3 Additional data services (2.5G). It was reasonable to assume that it would
take several years to define 3G standards and deploy 3G networks. As a result, the
smaller goal of adding medium-speed services to existing 2G networks was defined. Stan-
dards that enhance 2G networks by adding data services were sometimes called 2.5G.

Each of the major 2G services had some enhancements. GSM was enhanced with
General Packet Radio Service (GPRS) and Enhanced Data Rate for GSM Evolution
(EDGE). GPRS adds data capacity to GSM via on-demand packet switching. Under op-
timal conditions, rates are as high as 115 kbps are achieved by assigning the user ter-
minal extra TDMA time slots for data when they are needed. EDGE is an enhancement
of GPRS that has a theoretical maximum speed of 384 kbps. It achieves these higher
rates through new algorithms that increase data per time slot.

When U.S. TDMA became an ANSI interim standard (IS-136A and B), it already sup-
ported data rates of up to 64 kbps and therefore could be classed as 2.5G. Its next evo-
lution will be the addition of TDMA-EDGE (IS-136 Outdoor), which will be fast enough
to be classified as 3G.

cdmaOne standards evolved from the 2G IS-95 standard and include data rates of
64 kbps, possibly up to 115 kbps. However, before these data services have come into
wide use, cdma20001xEV-DO has arrived, moving CDMA into 3G.

9.2.3 Third generation (3G)

The 3G initiative had two goals: to add the capacity to carry user data at high speeds
on cellular networks and to unify the world on a single standard. The ITU planned to

"However, we wouldn’t want to claim that you could go all the way from Krakow to San Fran-
cisco without losing the call. There aren’t enough cellular base stations in the Atlantic Ocean. And
even if there were, you’d have to go by boat because, as we all know, cell phones must be turned
off when an airplane is in flight.
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have 3G cellular networks operational worldwide by the year 2000, but this did not
happen. Significant large-scale deployment of 3G technology was just beginning in
2002. Let us look at the rate of deployment first and then turn to high-speed data ser-
vices and the effort to create a unified world standard.

9.2.3.1 Slow deployment. Some of the reasons for the delay had to do with general
market conditions:

®m Almost everyone already has a cellular telephone. The GSM market is reaching satura-
tion, according to GSM telephone manufacturers and service providers.

m Not that many people want to use data on their cell phones. Cell phones are for talking.
Wireless networking for personal digital assistants (PDAs) in public places is not that es-
sential. Most heavy mobile data users are satisfied with plugging in at a hotel, and within
an organization, wireless local area networks (LANs) make a lot more sense than cellular
systems.

m Since 2001, the slump in the economy has slowed both demand and supply.

m Initially, prices were way too high. New pricing plans, including flat-rate plans, are mak-
ing cost more reasonable as of summer 2002.

Among marketing people who promote technology, there is a general assumption
that people will be as excited by the next enhancement to technology as they were by
an earlier, truly revolutionary technology. This is unrealistic. Affordable portable cel-
lular telephones were a real breakthrough with obvious, immediate uses. They were a
genuine breakthrough for the cellular industry, just like the IBM PC with a spread-
sheet and a word processor was for the world of computers. However, once people have
a PC, they see that they do not necessarily need a better PC, at least not right away.
The same is true with cellular phones. The biggest competition for 3G might be 2G be-
cause people already have it and it works.

In addition, the conflict that prevented the creation of a unified standard took time.
The initial delays prevented deployment by 2000. The slow growth continued due to the
bursting of the dot-com bubble, which slowed the demand for high-speed mobile data
service and reduced available capital for major deployments in both information tech-
nology (IT) and communications. This was followed by the slowing of the general econ-
omy, which continues to limit the rate of growth of 3G system deployments.

Once the decision to accept multiple standards was made, each company or organi-
zation went on to develop standards and specifications for the technology it preferred.
Instead of building a single worldwide group of experts developing a single technology,
we now have five smaller groups competing against one another. It is impossible to
know the net effect of the decision to have multiple standards on the rate of deploy-
ment. On the one hand, the experts are divided into separate camps, reducing the size
of each brain trust. On the other, the competition to succeed first is pushing each group
to accelerate its efforts.

CDG, the group that proposed and is promoting cdma2000, has developed a migra-
tion path from cdmaOne to cdma2000 and gotten its phase 1 standard approved as
IMT-2000—compliant by the ITU. Both Verizon and Sprint PCS were upgrading their
networks to cdma2000 in the summer of 2000.

Meanwhile, wideband CDMA (W-CDMA), the successor to GSM, is having difficulty
implementing its standard. There are probably a number of reasons for this. One of
them may be a subtle point related to the upgrade of technology from 2G to 3G. There
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is a significant difference in migrating from cdmaOne to cdma2000 on a given
bandwidth versus migrating from TDMA (GSM or TIA-136) to W-CDMA on a given
bandwidth.

When migrating from cdmaOne to ecdma2000, both the old 2G technology and the
new 3G technology are CDMA spread-spectrum technologies that are inherently resis-
tant to mutual interference. The 3G carrier can be overlayed on the same frequency
and appears as manageable interference to the 2G carrier. The ability of cdmaOne to
manage interference from cdma2000 carriers is further enhanced by the use of codes
that are orthogonal on both systems.

However, when migrating from TDMA to W-CDMA, the 2G TDMA system has no
such protection from the interference generated by the W-CDMA carrier. As a result,
there are only two ways to deploy W-CDMA. The service provider must either deploy
the equipment in a separate frequency or drop TDMA and operate CDMA. Since the
providers are already serving 700 million subscribers, dropping TDMA is not a realis-
tic option. Instead, W-CDMA must either operate in a previously unused range of spec-
trum or slowly edge out TDMA in the existing spectrum.

By whatever methods, the cellular providers will continue to upgrade their networks
to 3G. This will increase voice capacity and provide high-speed data capacity. At some
point, some new use for high-speed data services will the catch corporate and public
eyes, and we will see wide use of 3G data technologies.

9.2.3.2 High-speed data. The initiative is succeeding at reaching its goal of sup-
porting enhanced data services. Standards for high-speed data have been defined and
are being implemented in 2002, only a year or two after they were originally scheduled.
The data rates are still on the low end of where 3G hopes to go, but they can move up.

In fact, for cdma2000, CDG has defined a migration path that we describe in Sec.
10.2.

9.2.3.3 Unification and harmonization. The effort to create a unified worldwide
standard largely failed. There also was talk of harmonizing existing standards, but the
competition between cdma2000 and W-CDMA can scarcely be called harmonious.

As the attempt to develop a truly global standard unfolded, the stakes were simply
too high. Companies are already entrenched in different national markets, have hun-
dreds of millions of customers, and have invested billions in the ability to manufacture
current technologies. Understandably, each company wanted to continue to benefit
from the manufacturing base it had developed. Long-standing rivalries and resentment
over having to pay license fees (particularly to Qualcomm) did not make the situation
any easier.

Even if all the companies had agreed on a technology, there was no way to sort out
the bandwidth problem. Some nations follow the U.S. FCC in allocating frequency use,
and other nations follow the European model. As a result, there is no single frequency
available for terrestrial cellular communications worldwide. The ITU simply did not
have enough influence with national governments around the world to sponsor a new,
standardized allocation system.

In addition, although CDMA has distinct technical advantages, it is only used by
about 15 percent of the world’s cellular telephone users. Even if CDMA wins out in the
long run, it will take a good deal of time.

Instead of insisting on a single world standard, the committee approved five differ-
ent standards, saying that they met the overall standard of 3G communications. The
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overall standard was IMT-2000, which stood for International Mobile Telecommunica-
tions by the year 2000, the goal of the group. The five individual standards are as
follows:

u JMT-DS (direct spread), also known as W-CDMA frequency division duplex (FDD)

8 IMT-TC (time code), also known as W-CDMA time division duplex (TDD), which includes
TD-SCDMA

8 IMT-MC (multicarrier), also known as cdma2000 multicarrier

8 IMT-SC (single carrier), also known as UWC-136 TDMA, the TDMA successor to GSM,
North American TDMA, and GPRS

u IMT-FT (frequency time), also known as digital enhanced cordless telecommunications
(DECT), which is for small cells with stationary or pedestrian users and which does not
serve mobile terminals moving at vehicular speeds

We provide full specifications for the CDMA standards (2G and 3G) in Chap. 10.
However, we organize the 3G CDMA standards a bit differently. Rather than grouping
them by the type of technology used, as the ITU did, we organize them according to the
systems as they actually will be deployed around the world. First, we discuss cdmaOne,
the original North American 2G standard in a section of its own. We follow that with a
discussion of the 3G CDMA standards: cdma2000, W-CDMA, and TD-SCDMA.

® ¢cdma2000 is the successor to cdmaOne, which is being deployed across North America as
this book is being written.

® European W-CDMA includes both IMT-DS and IMT-TC.

m TD-SCDMA is being covered in a separate section because it will be deployed in mainland
China.

TD-SCDMA was included with IMT-TC for three reasons: It arrived too late to be
given a spot of its own; it was designed to replace 2G GSM systems, and it uses a sim-
ilar combination of time division and code division as does the original IMT-TC. How-
ever, it is a standard that will be deployed independently in China and may compete in
the third-world market.

IMT-SC and IMT-FT are not included in this book because they are exclusively
TDMA technologies, and they make no use of CDMA.

9.3 Conclusion

Standards are essential, and yet they often also create problems. This is natural. Stan-
dards committees face many complex issues. Even if we leave out the more political and
irrational pressures, standards committees must try to define how untested technolo-
gies will be developed and will serve vaguely defined customer needs. The time spent
creating and testing standards is essential, and yet it draws away from each company’s
own development efforts.

The most basic purpose of standards—to make it easier to create working systems
faster—is usually achieved. Or, at least, not having a standard is worse than having
one. When an interface is left undefined, the results are usually costly. One of the au-
thors (Kemp) saw a particularly vivid example of this when he was a local area network
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(LAN) manager. IBM PC compatibles had almost every essential standard defined. As
a result, it was easy to swap out keyboards, adapter cards, modems, CD-ROMs, and
monitors. However, there was no standard specified for a security device. Third-party
products fit the niche. However, they required removing the cover from every PC and
drilling a hole in it in order to install a lock bolt that could then be attached to a secu-
rity cable. If the IBM PC had had a standard for physical security, installing a physi-
cal security system would have been a lot less time-consuming.

ITU, ANSI, and the other standards committees have a remarkable track record at
creating standards that enable communications systems. One essential fact should be
highlighted: Once a standard is defined, it is possible to create independent test proce-
dures that validate equipment models, each built to its own specification, as function-
ing according to the standard. If it functions according to the standard, it should be in-
teroperable with other equipment in the system. This increases reliability while
lowering the cost of manufacturing and helps products and services reach the market-
place at reasonable cost.

This technical face of standards is clear. The other face of standards, the more polit-
ical one, is considerably murkier. Now that five different 3G standards have been ap-
proved, there is an ongoing battle among them that often obscures issues rather than
resolving them.

Standards are a good tool for solving problems but not a good tool for comparing sys-
tems. And they are an even worse tool for predicting the future because the predictions
will be based on the fallacy that the best technology wins.> How long it will take to
move the existing 2G networks to 3G and to deploy 3G cellular and wireless local loop
(WLL) worldwide is much more dependent on economics and politics than it is on
the differences between CDMA and TDMA or the even smaller differences between
W-CDMA and cdma2000.*

Now that we have defined the general background of standards and the history of
cellular standards, let us turn our attention to the standards that define the topic of
this book: CDMA systems. In Part 4, “Key Data Concepts,” we will address information
technology (IT) standards and the challenge of convergence. Convergence, or bringing
together telephony, IT, and video standards, is a challenge because these three tech-
nologies have developed separately for decades. Each industry’s standards were devel-
oped to meet different needs, provide different services, and solve different technologi-
cal problems. As we shall see, convergence is definitely a work in progress.

2We did say at the beginning of this chapter that the lack of standards makes it easier to have
fun. Drilling holes in 20 computers was certainly an unusual experience.

3If the best technology always won, we would be listening to music on reel-to-reel tape recorders
and watching movies on Betamax tapes.

4As Ecclesiastes put it, “under the sun, the race is not to the swift . . . nor riches to the intelli-
gent . . . nor favor to men of skill . . . but time and chance happen to them all.”
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Worldwide CDMA Standards

cdmaOne, originally American National Standards Institute (ANSI) Interim Standard
95 (IS-95), was the only second-generation (2G) code division multiple access (CDMA)
standard for cellular telephony. With the advent of third generation (3G), CDMA has
come into its own. cdma2000 was designed as the successor to cdmaOne, adding high-
speed data capacity and improving a number of technical features. It is being deployed
in North America in 2002.

Wideband CDMA (W-CDMA) is the CDMA standard designed to be a successor to the
Global System for Mobility (GSM) for the European market and other countries where
GSM is already in place. There is also WCDMA without the hyphen, a general term for
any wideband CDMA standard with 3.75 MHz of bandwidth or higher per carrier, three
times the bandwidth of cdmaOne. With this terminology, both cdma2000 and W-CDMA
would be types of WCDMA.!

CDMA is constantly evolving. In fact, efforts to define a fourth-generation (4G) set of
standards are already underway, as described in Part 9. The latest fully developed
CDMA standard is, however, time division synchronized CDMA (TD-SCMA). The TD-
SCDMA standard was developed too late to be considered for the United States and
Europe, but the People’s Republic of China, now the world’s largest market for cellular
telephones, has chosen to deploy a TD-SCDMA system. The effort behind the TD-
SCDMA concept seems to be to create a successor to GSM that combines several
multiple-access methods to achieve optimal capacity and optimal bandwidth flexibility.

These standards are summarized in Table 10.1. Please note that some of the sum-
mary information is provided in more precise detail later in the chapter. For example,
when ¢dma2000 and W-CDMA shift from CDMA transmission to time division multi-
ple access (TDMA) transmission to support higher data rates, they use additional forms
of modulation, not only quadraphase phase shift keying (QPSK).

10.1 cdmaOne (IS-95)

Qualcomm developed the chipset and proposed the standard that became first ANSI
IS-95 and then cdmaOne. ANSI IS-95A was a circuit-switched technology, and it was

1The authors did not invent this terminology. We just have to live with it.

125

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



126

Standards for Cellular Systems

Worldwide CDMA Standards

TABLE 10.1 Comparison of CDMA Standards

cdmaOne cdma2000 W-CDMA TD-SCDMA

Assigned spectrum, MHz ~ 869-894 869-894 2110-2170 2110-2170

Rx 1930-1990 1930-1990

Tx 824-849 824-849 1920-1980 1920-1980

1850-1910 1850-1910

TDD not paired 1900-1920

TDD not paired 2010-2025
Voice users/carrier 15-50 15-100 196 (max.) 48
Speech rate 8/13 k 8/13 k up to 13 k 8k
Voice activity 4 levels 4 levels on/off on/off
Radio conditions No change No change 8 rate AMR 8 rate AMR
Data services 2G (few) 3G 3G 3G
Normal data rate 144k 307.2 k (1x) 936 k 384 k
Ideal conditions 114 k 2 M (1x) 4 M 2M
Typical mode FDD/CDMA FDD/CDMA FDD/CDMA  TDD/TDMA/CDMA
Typical carrier 1.25 MHz 1x 1.25 Mhz 5.0 MHz 1.6 MHz

3x 3.75 MHz
Chip rate (Mchip/s) 1.2288 1x 1.2288 3.84 1.28
3x 3.6864

Modulation QPSK QPSK/OQPSK  QPSK QPSK
Reverse pilot No Separate In channel Midamble
Forward power control Slow 800/s 1500/s Slow
Reverse power control 800/s 800/s 1500/s Slow
Smart antennas Maybe Maybe Maybe Yes
Joint detection No No No Yes
Cell identification Timing Timing PN code PN code

followed by IS-95B, which added support for high-speed packet data. This technology
was an innovation of the 1990s, bringing spread spectrum into civilian use for the
cellular network. Major North American networks such as Sprint PCS and Verizon
Wireless, as well as smaller regional companies and some third-world nations, have
deployed cdmaOne. There are about 100 million subscribers in North America in
2002.

10.1.1 cdmaOne services

The service of cdmaOne is primarily voice telephone calls, but there are three cate-
gories of data service in cdmaOne: short message service (SMS), asynchronous data
and facsimile (fax), and packet data services.

Voice service in cdmaOne has evolved beyond the original IS-95 standard of IS-96A
code excited linear prediction (CELP) speech coding using rate set 1 (RS1), 8.55 kbps.
In the next section we point out the enhanced variable-rate codec (EVRC) and a higher-
bit-rate codec using rate set 2 (RS2), 13 kbps.

SMS is the service described in Chap. 20 that allows subscribers to send messages
up to 160 bytes in length. Typically, recipients of short messages are other mobile sub-
scribers, but there are also SMS subscribers outside the wireless telephone network.
These short text messages have a function similar to text paging. SMS user messages
are data carried on the signal channel without requiring call setup and without using
a dedicated channel.
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Asynchronous data and facsimile are circuit-switched data services with a dedicated
data path for the duration of a call. Data rates of up to 14.4 kbps are supported by the
Radio Link Protocol (RLP) with automatic repeat request (ARQ), forward error correction
(FEC), and flow control. ARQ is an error-control protocol in data transmission. The ARQ
receiver automatically requests the transmitter to resend the packet when it detects an
error in the packet.? Efficient ARQ and error correction can bring the error rates down
from typical cellular channel bit error rate (BER) values of 102 to acceptable data trans-
mission values of 10~ 6.3 With IS-95B, up to eight RS1 or RS2 channels can be aggregated
into a single digital stream so that the subscriber can see data rates as high as 114 kbps.

Packet services provide direct digital links through a service called cellular digital
packet data (CDPD) from the subscriber to a public packet data network (PPDN) such as
the Internet. The wireless telephone system conserves its air-interface resources by
putting inactive packet users into dormant states where they temporarily cannot send or
receive packets. Voice or circuit-switched data can be sent while the packet service is dor-
mant. Simultaneous voice and data on the same traffic channel are supported for sub-
scribers with user terminals equipped for this capability. These services are supported
even when the user terminal is handed off to another mobile switching center (MSC).

10.1.2 cdmaOne speech coding

The speech coder used in cdmaOne is the code excited linear prediction (CELP) de-
scribed in Sec. 18.2.1. The standard IS-96A speech coding for cdmaOne is RS1, 8.55
kbps. Two enhanced modes are offered, the enhanced variable-rate codec (EVRC) using
RS1 and the 13-kbps speech codec developed by the CDMA Development Group (CDG)
using RS2. A codec is a speech coder and decoder the same way that a modem is a data
modulator and demodulator.*

EVRC is a more sophisticated version of CELP that reduces the number of bits re-
quired for its linear predictor coefficients and pitch synthesis, so it has higher voice
quality at the same 8.55 kbps as the original IS-96A coding, as shown in Table 18.2.

RS2 is a higher-quality, higher-bit-rate CELP speech coding system. While it sounds
even better than EVRC, its higher bit rate of 13 kbps reduces the capacity of a
cdmaOne system by 40 percent compared with IS-96A or EVRC.

All these speech coders have multiple rates depending on the subscriber’s speech pat-
terns. When the speech pattern is less complex, they go to rate one-half. IS-96A and

2This process is repeated until the packet is error-free or the error continues beyond a prede-
termined number of transmissions. ARQ is also sometimes used to guarantee data integrity with
GSM communications.

3Fax data are more error-tolerant than computer data. In computer data, flipping a single bit
can corrupt a program or render a data file unreadable. In fax data, flipping a single bit will turn
one dot from black to white, or vice versa, and the fax will still be readable. A low error rate im-
proves the appearance of the fax and also reduces the likelihood that crucial control characters
will be transmitted incorrectly.

4Codecs are used for music-quality audio and for video as well. The term codec refers to the com-
ponent that encodes and decodes the audio or video source into a digital signal. In cellular tele-
phones, the component is a hardware chip or chipset. On a computer, a codec may be implemented
in software, perhaps as a device driver. Codecs code and decode a signal according to one or more
standards. The standards often, but not always, perform compression. The term codec is also
sometimes used to refer to the standard rather than to the device.
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RS2 have a rate one-quarter mode for even simpler speech patterns. And they all have
a rate one-eighth mode that is used when the subscriber is not speaking.

10.1.3 cdmaOne radio bandwidth

cdmaOne operates using pairs of carriers for two-way communication, employing fre-
quency division duplex (FDD) with a 1.25-MHz carrier in the forward direction and an-
other 1.25-MHz carrier in the reverse direction. Each cdmaOne carrier uses a total of
2.5 MHz for bidirectional communication. Each pair of carriers theoretically could sup-
port 64 channels, each with its own Walsh code, but installed equipment usually sets a
maximum of about 30 channels, and practical limits created by interference
typically limit the number of calls per carrier to about 25. The cdmaOne system archi-
tecture supports multiple carriers in one system, 11 in the North American PCS band.

The multiple carriers of a large cdmaOne system are treated as a single resource in
channel assignment. The wireless telephone system selects an available carrier for
each channel at the start of a call, and the system can instruct the user terminal to
change to a different carrier during handoff, performing a carrier-to-carrier handoff.
For both voice and data service, one large single resource is more efficient for traffic en-
gineering than several small resources, as discussed in Chap. 21.

10.1.4 cdmaOne forward channel coding

The cdmaOne forward channel takes the RS1 voice signal, 0.8 to 8.55 kbps, and adds
frame, quality, and overhead information to bring it to 1.2, 2.4, 4.8, or 9.6 kbps. This is
doubled by convolutional forward error correction (FEC) to 2.4, 4.8, 9.6, or 19.2 kbps.
The lower bit rates are simply repeated to generate a speech-coded and forward-error-
corrected stream of 19.2 kbps.

RS2 uses a less aggressive forward error correction scheme, 4 to 3 instead of 2 to 1,
so its full 13-kbps rate still comes out to 19.2 kbps.

This stream goes through a block interleaver so that bursty errors in the channel do
not become adjacent errors in the bit stream. The bits are multiplied by a long pseudo-
noise (PN) code specific to the wireless call. Eight hundred power-control bits per sec-
ond are sent on a subchannel created by puncturing the 19.2-kbps data stream. Each
24-bit power-control group has 2 bits replaced with a power-control bit. The position of
the power-control bit in the 24 bits is one of the first 16 bits based on the last 4 bits of
the last power-control group.

Each voice channel is assigned one of 64 orthogonal Walsh codes so that the 19,200
bits per second are spread to 1.2288 Mbps. These bits are then spread once more by the
short PN code into in-phase and quadrature signals.

The pilot is sent at a high power level, transmitting all zeroes using Walsh code zero,
so its only coding is the short PN code. A synchronization channel of 1200 bits per sec-
ond is sent using Walsh code 32. The paging channel is sent on another Walsh code (be-
tween one and seven, inclusive) and has its own long PN code.

10.1.5 cdmaOne reverse channel coding

The reverse cdmaOne channel takes the RS1 voice signal, 0.8 to 8.55 kbps, and adds
frame, quality, and overhead information to bring it to 1.2, 2.4, 4.8, or 9.6 kbps. This is
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tripled by convolutional forward error correction to 28.8 kbps or less. When the speech
coder is running at lower rates, we use the data burst randomizer below rather than
repeating the bits at this stage. The reason why the forward direction repeats the bits
and the reverse direction sends them in bursts is discussed in Sec. 8.6.

As in the forward direction, RS2 uses a less aggressive forward error correction
scheme, 2 to 1 instead of 3 to 1, so its full 13-kbps rate still comes out to 28.8 kbps.

Each 6 bits is spread using the Walsh functions to 64 bits for a rate of 307.2 kbps.
These Walsh codes are not orthogonal in the reverse direction, but they do present a
good noncoherent spreading scheme with a ratio of 64 to 6. When the speech coder is
not operating at full rate, there is a data burst randomizer that sends rate one-half,
rate one-quarter, and rate one-eighth data at full rate one-half, one-quarter, or one-
eighth of the time. The bursts are not genuinely random, of course, since the receiver
has to know when to detect them, but they are well distributed over time.

The 307.2-kbps stream is spread by another factor of 4 using the long PN code to get
a 1.2288-Mbps data stream. This goes through an offset quadrature phase shift keying
(OQPSK) noncoherent modulator before going out over the air.

10.1.6 cdmaOne power control

Reverse power control is the three-step process described in Sec. 8.5. Power control be-
gins when the user terminal requests a channel for an incoming or outgoing call. The
user terminal sends a message called an access probe at the open-loop power level and
awaits a response. The entire process of sending access probes to set up a call is called
an access attempt. If the access probe is unsuccessful, then the user terminal waits a
random period of time and sends another access probe with 1 dB more power. If 16 ac-
cess probes fail, then the access attempt has failed. In this first step, power control is
handled based on the power level of the signal channel.

If the call channel is established, step two begins. The user terminal sets its initial
power level for the reverse channel using open-loop power control, measuring the pilot
signal power on the forward channel and adjusting its transmit power accordingly.
There are parameters telling the user terminal how much to add to its received power.
Since this power level is based on forward power statistics and the forward channel is
on a different frequency with different fading characteristics, this initial reverse power
level is just an estimate to be refined using the closed-loop power control.

Once a call is in progress, the third step begins, and the closed-loop power control
takes over. The closed-loop power-control system operates with feedback at two levels.
The inner loop is constantly measuring E;/N, 800 times per second and sending power-
control messages to optimize E,/N,. The outer loop is adjusting the target E,/N, for
each call by measuring frame error rate (FER).5

The outer loop is where the system pays for the higher-bit-rate speech coder, RS2.
While both speech coders, RS1 and RS2, send 28.8 kbps in the reverse direction with
forward error correction, the higher bit rate requires a higher E;/N, to maintain the
same BER after the error-correction stage at the receiver.

Increased vehicle speed also affects the target E,/N, required for a satisfactory BER.
The base station does not have to know if the user terminal is in a moving vehicle be-
cause the outer loop will increase E;/N, to compensate for declining BER performance.

5Please recall that in CDMA, an E;/N, or an FER that is too low indicates that this channel is
too powerful, generating excessive interference for other channels.
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Forward power control is more casual in cdmaOne because the orthogonal PN codes
remove most of the same-cell interference. The user terminal keeps a running total of
frame errors and reports any sequence of frames over the required FER using a power-
measurement report message (PMRM). The base station reduces its power if it receives
no PMRM over a period of time. When a PMRM message does arrive, the base station
changes its power according to the message. This is typically a power increase, but it
can be a decrease as well. If the user terminal reporting threshold is lower than the re-
quired FER, then the base station could receive a PMRM message telling it that FER
is higher than necessary. While RS1 timers can be as long as one full second, the RS2
forward power is monitored and adjusted every two 20-ms frames.

10.1.7 cdmaOne cell identification

The forward pilot channel is the reference for all user terminals in the demodulation
process. It is also how the user terminal selects and identifies the serving cell at the be-
ginning of a call. Pilots for all base stations are set 4 to 6 dB higher than traffic chan-
nels so that the user terminals can detect them.

The pilot channels have a PN code of 32,768 chips, a duration of 26.66 ms, and 75
repetitions per second. All antenna faces use the same pilot PN code, and each cell sec-
tor is identified by a unique time offset of its pilot PN code. The timing is coordinated
through global positioning system (GPS) radios at the base stations.® These offsets are
in increments of 64 chips, so there are 512 unique offsets. At the speed of light, about
300,000 km/s, these offsets work out to 15.6 km. Only the busiest systems have so
many cells that there is confusion among pilots at the user terminal. This confusion oc-
curs in regions where a user terminal detects so many pilots that it does not reliably
identify the best signal. We will have more to say about this in Sec. 30.1.

10.2 cdma2000

¢dma2000 standards development is being promoted by the CDG. CDG is attempting
to deliver a series of incremental standards that provide a smooth, quick migration
from cdmaOne to cdma2000. The first versions are referred to as cdma2000 1x. The Ix
describes the carrier bandwidth as a ratio to the 1.25-MHz bandwidth of cdmaOne.
cdma2000 systems now being deployed are all 1x, with 3x expected later. cdma2000
adds data services, starting at about 144 kbps, and also has the potential to double the
voice capacity of cdmaOne networks.

In deploying cdma2000 1x systems, vendors hope to achieve the following objectives:

m Increased voice capacity

®m Added or enhanced data capacity

m Installation of software-upgradeable cdma2000 equipment, which will reduce the cost of
upgrading to later cdma2000 standards

® Support for cdma2000 and cdmaOne user terminals on the same carrier frequency

5GPS systems, in addition to providing timed triangulation allowing a receiver to determine its
exact location, also provide a readily available synchronized clock service.
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The ¢cdma2000 standard will doubtless go through a number of modifications, as all
standards do. As of the time of publication, the International Telecommunications
Union (ITU) has approved cdma20001xEV-DO as a 3G standard. This is a current im-
plementation of cdma2000 with 1x (1.25 MHz) bandwidth using EVolution Data Only
(EV-DO) as a packet carrier.

As of this writing, we are aware of these cdma2000 detail standards”:

® 1x data services up to 144 kbps.

m 1x EV-DO, called 1X-EV phase one (also known as high-rate packet data air interface),
provides a completely separate carrier for data, increasing the data rate to 2.4 Mbps.

m 1x EV-DV, called 1X-EV phase two, is expected to support data rates ranging from 3 to 5
Mbps. Several proposals have been submitted to the standards committee.

® 3x is approved by the ITU as a 3G standard. It uses the space of three cdmaOne 1.25-MHz
bands plus outside guard bands for 3.75 MHz of bandwidth transmission in a 5-MHz space
for each direction or 10 MHz for full-duplex service. It can overlap its carrier on the same
frequencies with cdma2000 1x or cdmaOne carriers.

¢dma2000 is being deployed in North America by both Sprint PCS and Verizon Wire-
less in 2002 as this book is being written. Also, Cingular, the eighth largest cellular ser-
vice provider in the United States and one of three major U.S. GSM (TDMA) providers,
has announced its plans to convert to cdma2000 with rollout beginning in November
2002. cdma2000 networks are also being deployed in Korea.

10.2.1 cdma2000 services

c¢dma2000 claims to be backward-compatible with the current cdmaOne standards.
With 100 million cdmaOne subscribers out there and 100 million cdmaOne user termi-
nals in circulation, this should be an important criterion. Some existing cdmaOne
handsets, however, seem to have problems working with cdma2000.

While ¢cdma2000 has its own voice calls, the significant new service offering of
¢dma2000 is the 3G suite of voice and data services. These services, based on the 1x
and 3x standards described earlier, are expected to provide data rates of 144 kbps for
high-mobility traffic, 384 kbps for pedestrian traffic, and up to 2 Mbps for stationary
traffic in picocells where user terminals are near their base stations. These data ser-
vices can be circuit-switched or packet-based.

There is a wide range of circuit-switched data rates:

m 32- to 64-kbps computer connections analogous to dial-up modem connections

m Integrated Services Digital Network (ISDN) access up to 144 kbps

® 64- to 384-kbps connections for videoconferencing

Packet services are looking even brighter. Plans include multimedia and other data ser-
vices to a public packet data network (PPDN) such as the Internet with peak rates

ranging from 64 kbps to 2 Mbps. This includes Internet Protocol (IP) packet-based
videoconferencing. Traffic data services are carried in RLP.

“We wanted to call them substandards, but they may not be substandard.
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TABLE 10.2 cdma2000 Bandwidth

Bandwidth Suffix
1.25 MHz 1x
3.75 MHz 3x
7.5 MHz 6x

11.25 MHz 9x

15.0 MHz 12x

10.2.2 cdma2000 speech coding

The speech coding standards for cdma2000 are the two optional codecs from cdmaOne,
the 8.55-kbps EVRC codec using RS1 and the 13-kbps codec using RS2.

10.2.3 cdma2000 radio bandwidth

The radio spectrum of cdma2000 is based on the cdmaOne FDD 1.25-MHz channel as
its quantum level of radio spectrum. The cdma2000 standard offers five bandwidths in
each direction, as shown in Table 10.2 with their multiplier suffixes. Add an extra 1.25
MHz for guard bands in each direction, and double these bandwidth figures for a full
two-way FDD system, so a 3x system uses 10 MHz of radio spectrum.

There is more flexibility than just a selection of five bandwidth choices, however.
First, the wireless service provider may elect to use different bandwidths for forward
and reverse. For a community that surfs the World Wide Web, a 3x forward link and a
1x reverse link may be ideal. Second, the bands can be overlaid and combined.® There
is a multicarrier mode for cdma2000 3x that not only sends its data on three carriers
at 1.2288 Mchips per second but also coordinates its Walsh codes to be orthogonal to
the cdmaOne channels in use.

10.2.4 cdma2000 forward channel coding

The forward modulation scheme in cdma2000 has separate in-phase and quadrature
bit streams as opposed to cdmaOne, where they are combined in the final stage of pro-
cessing gain. This gives cdma2000 an automatic factor of 2 in bit rate capacity at the
expense of a factor of 2 in processing gain.

¢dma2000 supports two kinds of traffic channels, fundamental and supplemental.
The fundamental channel is used for voice calls and for low-bit-rate signaling during a
data call, the same 9600-bit-per-second RS1 and 14.4-kbps RS2 as cdmaOne.

Supplemental channels can be dedicated to a single user terminal or shared by mul-
tiple packet mode users. Every user of a supplemental channel must have an active
fundamental channel that may do nothing more than power control and low-bit-rate
signaling at one-eighth rate and one-eighth power. Forward supplemental channels are
controlled by the wireless service provider, so subscribers can share fixed supplemen-
tal channels in packet mode or can have their own supplemental channels, one or more

8Even if there were no specific provision for carrier coordination, the direct-sequence spread-
spectrum (DSSS) principle makes the carrier resistant to narrowband jamming, even if the nar-
rowband jamming is from another DSSS carrier.
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on the same forward link. In the forward direction, the base station does the packet
scheduling and tells the user terminals which time slots are assigned to them.

To support the wide range of channel data rates, the Walsh codes use the orthogonal
variable spreading factor (OVSF) described in Sec. 8.3.2, so different channels on the
same carrier can use different spreading gains. cdma2000 3x supports 256 Walsh codes
with spreading gains as high as 256 and as low as 4. With 2 to 1 turbo coding FER, 3x
can support data rates over 1 Mbps. The cdma2000 pilot, synchronization, and paging
channels are similar to cdmaOne.

Recent work has developed the potential of the cdma2000 1x carrier. The 1xXEV-DO
(1x EVolution Data Only) carrier is specifically designed for packet data. For user ter-
minals close to the base station (picocell service), 1IXEV-DO achieves a peak forward di-
rection rate of 2.45 Mbps in only 1.25 MHz of radio spectrum. In its highest data rate
configuration, 1xEV-DO abandons QPSK and CDMA and goes into TDMA with higher-
order constellations in its modulation, 8-ary and 16QAM as demand and radio condi-
tions allow. It also uses turbo forward error correction, described in Sec. 17.2.2, which
is designed for large data blocks. Small changes in data rate are accomplished by re-
peating sequences of bits to stretch them out or by adding a few extra bits into the
stream, not enough to break the forward error correction scheme. This technique is
called puncturing the bit stream.

Other recent work has developed even higher-order modulation schemes in the
c¢dma2000 1.25-MHz camp. 1Xtreme uses 64QAM, 6 bits per symbol, as the key to even
higher speeds, with claims of packet data rates of up to 5.2 Mbps and CDMA data
throughput of 1.2 Mbps.

10.2.5 cdma2000 reverse channel coding

In contrast to cdmaOne, the cdma2000 reverse link supports multiple channels for a
single user terminal. The reverse channel set includes a pilot that allows coherent de-
modulation at the base station and more accurate measurement for power control and
the rake filter.” The multiple reverse channels of a cdma2000 link are spread with or-
thogonal Walsh codes to keep them separate. The pilot uses a Walsh code of all zeroes,
the dedicated control channel uses an eight-chip Walsh code, the fundamental channel
uses a four-chip Walsh code, and the supplemental channels use 2-bit Walsh codes to
allow higher bit rates in favorable environments. Since the user terminal is sending
fewer channels than the base station, the reverse link can use shorter Walsh codes to
maintain orthogonality among its separate channels.

The fundamental channel is used for voice calls and for low-bit-rate signaling during
a data call, the same 9600-bit-per-second RS1 and 14.4-kbps RS2 as cdmaOne. Unlike
cdmaOne, the power-control bits are in the pilot channel rather than inserted into the
fundamental bit stream.

Supplemental channels can be dedicated or shared, the same as in the forward di-
rection. A single link can have only a fundamental channel, or it can have one or more
supplemental channels along with a low-bit-rate fundamental channel. When a single
reverse supplemental channel is shared among many user terminals, scheduling is

9The potential of higher data rates makes the extra capacity overhead of a pilot worthwhile. In
cdmaOne, the highest reverse data rate is 14.4 kbps, which is not worth the extra overhead and
design expense of a separate pilot.
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handled by a medium access control (MAC) protocol. User terminals send MAC mes-
sages across their own dedicated control channels and get confirmation before they use
a shared supplemental packet data channel.

The reverse cdma2000 link puts the pilot and control channels on its in-phase bits,
puts the fundamental and supplemental channels on its quadrature bits, and balances
them using a technique called complex spreading. cdma2000 uses orthogonal complex
QPSK (OCQPSK), a technique to reduce out-of-band radio emissions. Because
OCQPSK came out of international committees from the United States, European
Telecommunications Standards Institute (ETSI), Japan, and Korea, it is also called
harmonized PSK.

The 1xEV-DO reverse link is CDMA with quick connection and teardown to facilitate
sleep modes to save battery power and fast reconnect so that the subscriber sees little
delay in packet service.

10.2.6 cdma2000 power control

Power control in cdma2000 reflects a concern for the need for greater accuracy in user
data transmission than in user voice transmission. If a cdmaOne subscriber walks or
drives into a fade area and the system does not respond for 20 ms, then the gap in voice
performance is small and not likely to be noticed. The same 20 ms in a high-speed
download could lose hundreds of bytes of user data. As a result, cdma2000 supports
high-speed power control in both forward and reverse directions, 800 times per second.
The reverse pilot contains the 800-bit-per-second power-control stream.

The power-control architecture is the same as cdmaOne. The open-loop method is
used to set initial reverse power based on received forward pilot power. Once a call is
in progress, the closed-loop power control takes over. The inner loop is constantly mea-
suring E/N, 800 times per second and sending power-control messages. The outer loop
is adjusting the target E;/N, for each call by measuring FER.

All the channels in cdma2000 use a fixed chip rate that depends on the carrier band-
width: 1.2288 Mchips per second for 1x and 3.68 Mchips per second for 3x. However,
they differ greatly in their BER requirements. A fundamental channel using RS1 at
one-eighth rate is sending 1200 bits per second over the same carrier as a supplemen-
tal channel carrying a live video signal or downloading a large database. The low-bit-
rate channel has far more spreading gain built into it and can transmit at far lower
power than high-bit-rate services, creating far less interference. And even among high-
rate services, there are dramatically different requirements because lost bits in a video
signal are far less consequential than lost bits in an accounting spreadsheet or an exe-
cutable program. The outer loop controls the amount of radio resource, in the form of
interfering power, that each channel uses.

10.2.7 cdma2000 cell identification

The forward pilot channel is the reference for all user terminals in the demodulation
process, just as in cdmaOne. Also, the user terminal uses the forward pilot to select and
identify the serving cell at the beginning of a call. Pilots for all base stations are set 4
to 6 dB higher than traffic channels so that the user terminals can detect them. All pi-
lots share the same PN code staggered with different time delays coordinated with GPS
receivers in the base stations, the same as in cdmaOne.
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10.3 W-CDMA (UMTS)

Wideband CDMA (W-CDMA) was designed as a 3G upgrade path for GSM networks
and is being deployed in Europe and Japan. The Universal Mobile Telephony System
(UMTS) is the European catch phrase for systems using W-CDMA.'° In addition to
specifying the use of W-CDMA, UMTS also specifies a frequency band of 1885 to 2025
MHz for terrestrial cellular networks.

As a standard, though, W-CDMA does have a significant innovation. The incorpora-
tion of different classes of service, offering quality-of-service definitions appropriate to
different functions (live personal voice/video communications, interaction with com-
puter system, e-mail, and so forth) into the design standard of a cellular network is
likely to speed development of worthwhile products and services for subscribers. These
classes of service are described below along with other W-CDMA specifications.

10.3.1 W-CDMA services

On registration with the system, the W-CDMA user terminal tells the network its ra-
dio capabilities in one of six categories:

m 32 kbps for basic speech service and limited data rates up to 32 kbps

64 kbps for speech and data, with the possibility of simultaneous speech and data

144 kbps for videotelephony and other data services

384 kbps for more data services, including advanced packet data

768 kbps as an intermediate step between 384 kbps and 2 Mbps
m 2 Mbps is the state of the art and is defined for the forward direction only

We will discuss the four quality-of-service (QoS) classes in W-CDMA: conversational,
streaming, interactive, and background. Delay sensitivity is the main distinction
among these W-CDMA QoS levels.

10.3.1.1 Conversational class. Conversational class is mostly circuit-switched
voice, but voice over IP (VoIP) and videotelephony are expected to require this type of
service. This is meant for communication between live human beings.

The traffic is symmetric in character, and the end-to-end delay must remain low.
Human perceptions define the requirements of the W-CDMA conversational class of
service, and people seem to allow 400 ms of end-to-end delay before the channel starts
to annoy them. End-to-end delay is from the caller’s mouth to the called party’s ear, so
delays created during encoding and decoding in the user terminals must be included,
as well as propagation and circuit delays.

Circuit-switched voice is old-fashioned telephone service, with the same voice qual-
ity as 2G GSM when radio conditions permit. Unlike cdmaOne and cdma2000, the

0Note that although the United States has a reputation for arrogance, it is the European tele-
phony community that has declared its systems first global and now universal. GSM is operating on
several continents but is far from global. The authors’ research indicates that no cellular system is
likely to go beyond global, extending past earth’s biosphere to the larger universe, any time soon.
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W-CDMA speech codec responds to varying radio conditions, as we will describe in Sec.
10.3.2.

Video has delay requirements similar to speech, about 400 ms end to end. Com-
pressed video has a more stringent BER requirement than speech; that is, it requires
a lower error rate. W-CDMA has specified the use of ITU-T Recommendation H.324M
as the standard for videotelephony. ITU-T Recommendation H.324 is a standard for
multiplexing audio, video, user data applications, and system control onto a data
stream suitable for transport in the public switched telephone network (PSTN) or a
wireless circuit-switched network.

10.3.1.2 Streaming class. Streaming data are processed as a steady and continuous
stream. Typically, this approach is used for large multimedia files downloaded from the
Internet. Using this class of service, the receiving browser can start displaying the data
before the entire file is sent. The receiver has to collect data and send them to the ap-
plication in a steady stream.

Streaming applications are very asymmetric, with one direction sending almost all
the data. Picture a multimedia application where the subscriber watches an
audio/video presentation and clicks a mouse once or twice a minute to direct the trans-
mission. These applications tolerate more delay, and they can handle more jitter, that
is, more variation in delay (described in Sec. 17.1), than symmetric conversational
services.

Some of these services are designed and targeted for lower bit rates, 28.8 kbps,
whereas others are aimed at a high-end market, offering over 100 kbps.

10.3.1.3 Interactive class. Interactive class is designed for a person or a machine on-
line requesting information from remote equipment. This includes World Wide Web
browsing, database retrieval, and server access. The key quality element in this class
of service is the duration of the round-trip time from the subscriber stimulus to the
data response.

Location-based services fall into this category. Finding the nearest gas station or ho-
tel, or even a local map, depends on knowing the location of the user terminal. This can
be obtained through cell coverage-based positioning using radio propagation delays or
through network-assisted GPS methods.™

Computer games generally fall into the interactive class of service. However, if the
game is highly interactive, then it would be better to play it in the conversational class
with its even stricter delay requirements.

10.3.1.4 Background class. E-mail, SMS, and database downloads are less delay-
sensitive because the subscriber does not need to make an immediate response. A de-
lay of several seconds or even a few minutes may make little difference in these ser-
vices. Typically, these data have high accuracy requirements and must be delivered
error-free. If the forward error correction is insufficient, it may be supplemented by er-
ror detection and retransmission because the lack of delay sensitivity allows this.

HTn network-assisted GPS, the base station forwards GPS timing information to the user ter-
minal, but the user terminal does not have its own GPS. A third option would be to have a GPS in
the user terminal. In that case, the user terminal would identify its own location and inform the
base station.
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10.3.2 W-CDMA speech coding

W-CDMA uses adaptive multirate (AMR) speech coding with multiple rates that de-
pend on radio conditions. This is not the same as cdmaOne and ¢cdma2000 lowering
their bit rates during times of reduced voice activity. The change in coding is triggered
by changing radio conditions, not by changing speech patterns. The W-CDMA codec has
eight rates from 12.2 kbps down to 4.75 kbps. The 12.2-kbps AMR speech codec is the
same as GSM, 7.4 kbps is the same as the US-TDMA codec, and 6.7 kbps is the same
as the Japanese PDC codec. Every 20 ms the system evaluates the load on the air in-
terface and the radio link quality of the speech signal. Depending on the results of
these measurements, the system may change the speech coding rate. When the trans-
mit power is getting close to its maximum, the AMR bit rate is reduced.

The coding scheme is algebraic code excited linear prediction (ACELP), and the mul-
tirate version is referred to as MR-ACELP. The bits are arranged according to their
subjective importance into three classes, A, B, and C, where class A is the most sensi-
tive. The forward error correction is designed to provide the most protection for class A
bits.

AMR has voice activity detection (VAD) for discontinuous transmission (DTx) to ex-
tend battery life and to reduce CDMA interference. The AMR transmitter sends a si-
lence descriptor (SID) frame at regular intervals so that the receiver can present com-
fort noise during the silent intervals.

The bit rate is controlled by the wireless network, so lower bit rates can be used dur-
ing high system loads. The lower bit rates are also used during periods of poor radio
connection to extend cell coverage. The AMR system allows a smooth tradeoff between
system capacity and coverage on one side and speech quality on the other.

10.3.3 W-CDMA radio bandwidth

The carrier spacing of W-CDMA is 5 MHz.'? There is some debate about the need for
guard bands in W-CDMA. In the standard, the proposal is to use complex filters so that
guard bands are not needed, and 5-MHz bands can be 5 MHz apart, center to center.
However, the CDG (which promotes cdma2000) has doubts about the feasibility of this
approach. The CDG claims that it remains to be seen if a system can be specified and
developed that will meet power emission requirements of the U.S. FCC. The CDG also
says that in many nations there may be difficulty placing 5-MHz W-CDMA adjacent to
other wireless services without adding guard bands. The potential for unmanageable
problems is higher if the adjacent service is not CDMA because that service will not be
able to manage interference as well as a CDMA service would. To date, all wireless ser-
vices of different types have been separated by guard bands.

If operated in the FDD mode, probably the most common duplexing method, then
separate forward and reverse carriers add up to 10 MHz. In time division duplex (TDD)
mode, a single W-CDMA carrier serves both the forward and the reverse channels in
5 MHz of bandwidth.

2There are references to other W-CDMA bandwidths, 1.25, 10, and 20 MHz, but most of the lit-
erature we have seen on W-CDMA refers only to the 5-MHz carrier width. Later versions of the
W-CDMA standard include the multicarrier mode of cdma2000 described in Sec. 10.2.3 as part of
the W-CDMA standard.
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10.3.4 W-CDMA forward channel coding

The chip rate for W-CDMA, in either FDD or TDD mode, is 3.84 Mchips per second. All
channels in W-CDMA have pilot bits included at 1500 per second. By including pilot
bits in each channel, we avoid having to use a separate pilot channel the way cdmaOne
and cdma2000 do. In either case, the pilot is overhead—radio power dissipated into the
CDMA carrier spectrum to lock its receiver onto a known signal that does not carry any
subscriber data.

The W-CDMA carrier supports up to 512 forward channels using orthagonal variable
spreading factor (OVSF) to vary spreading gain. Voice channels use the longest codes,
512 bits, whereas higher-speed data channels use shorter codes down to 4 bits.

Speech and data can be multiplexed onto a single channel with 1500 time slots per
second. These are not TDMA time slots apportioned to separate channels but time slots
to allow a single radio channel to offer multiple services to one subscriber.'®

Packet mode uses a shared channel, with TDMA over the radio link to multiplex data
to different users. The base station can send data to a variety of users by assigning dif-
ferent time slots to different users.

Both dedicated circuit and packet modes use 3 to 1 convolutional coding for low rates
and 2 to 1 turbo coding for high rates. For any required data rate, the system uses a
spreading gain to expand the result to near 3.84 Mchips per second and then repeats
some bits or punctures the bit stream to get the desired data rate to within 100 bits per
second of the target rate.

The TDD mode has no continuous pilot because there is no continuous transmission.
Instead, each data burst has a set of bits for coherent demodulation. These bits are
called a midamble because they are placed in the middle of the burst. The data bursts
are 2560 chips at 1500 per second, just a little bit longer than a GSM time slot. The
TDD mode also does not support soft handoff. Instead, all handoffs are mobile-assisted
hard handoffs. Also, the spreading gains used are lower, ranging from a maximum of
16 to a minimum of 1 (QPSK with no spreading gain).

10.3.5 W-CDMA reverse channel coding

The reverse channel chip rate is 3.84 Mchips per second, the same as the forward di-
rection. All the W-CDMA channels have pilot bits included at 1500 per second, also the
same as the forward direction. This ensures coherent detection in both forward and re-
verse directions.

The reverse carrier uses OVSF to allow spreading gains from 256 for voice and low
data rates down to 4 for high data rates. Speech and data can be multiplexed onto a
single channel with 1500 time slots per second.

Packet mode uses a shared channel. Time slots are assigned using MAC mes-
sages sent on the same shared channel using a slotted ALOHA protocol.'* High-priority

13We say radio channel because engineers with a data-processing background would describe it
differently. We would see the time division supporting multiple voice and data channels through
a single device for a single user. This would allow, for example, two different applications on a per-
sonal digital assistant (PDA) to use time division duplexing to carry both a voice call and e-mail
over the wireless channel. We have a single radio channel, a single subscriber, and voice/data mul-
tiplexing over that channel.

This is different from cdma2000, where the MAC messages are sent on a separate control
channel.
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subscribers are allowed to use shorter random times for retrying their attempts to im-
prove their access to the shared channel.

W-CDMA reverse channels use 3 to 1 convolutional coding for low rates and 2 to 1
turbo coding for high rates. For any required data rate, the system uses a spreading
gain to expand the result to near 3.84 Mchips per second and then repeats some bits or
punctures the bit stream to get the desired data rate to within 100 bits per second, the
same as the forward direction.

The reverse TDD mode uses data bursts of 2560 chips, 1500 per second, with a
midamble, and the spreading gain can vary from 16 down to 1.

The reverse W-CDMA link balances its in-phase and quadrature components with
complex spreading using OCQPSK, also known as harmonized PSK, the same as
cdma2000.

10.3.6 W-CDMA power control

Open-loop power control is used to set initial reverse power levels. Closed-loop power
control in W-CDMA, both forward and reverse, is sent 1500 times per second in the
same cycle as the pilot. The inner loop adjusts the power to meet the E;/N, target,
while the outer loop adjusts the E,/N, target based on BER. As in other CDMA tech-
nologies, this dual loop is important because W-CDMA anticipates that some of its sub-
scribers will be stationary while others are moving and will require a higher E;/N, to
achieve the same BER performance.

In TDD mode, the power control is slower, from 100 to 750 times per second, using a
closed loop in the forward direction with the same inner and outer loops. The reverse
uses only open-loop power control. We can get away with this because TDD uses the
same frequency for both directions, so the fast-fading characteristics will be exactly the
same for forward and reverse radio paths. In FDD systems, the different frequencies
for forward and reverse carriers make the Rayleigh fading characteristics different
enough that separate power control is necessary.

10.3.7 W-CDMA cell identification

Cell sectors are differentiated by 512 distinct scrambling codes rather than through the
use of timing differences. The user terminal acquires the cell signal by a three-stage
search:

m Every sector has a primary synchronization channel (SCH) with the same 256-chip Golay
code transmitted 1500 times per second. (Golay codes are a set of PN codes with special
correlation properties.) The user terminal locks onto the strongest primary SCH.

® The user terminal looks to the secondary SCH, synchronized with the primary SCH, for
one of 16 groups of scrambling codes.

® Each of the 16 groups has 32 codes, and the user terminal tries these in sequence to find
a match.

This procedure is much faster than searching through 512 PN codes in sequence.
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Having distinct codes for each cell sector avoids any problem of timing errors due to
radio propagation delays at the speed of light.

10.4 TD-SCDMA

Time division synchronized CDMA (TD-SCDMA) is the newcomer among 3G CDMA
standards, and it has a different approach. cdma2000 was built from North American
cdmaOne, and W-CDMA was built from European GSM. As a result, they tended to re-
inforce, rather than resolve, the economic competition and rivalry between their 2G
predecessors. TD-SCDMA took a different approach. Although its network components
are optimized as a GSM upgrade path, its air-interface standard appears to be an ef-
fort to optimize capacity and flexibility using almost every available technology.

TD-SCDMA flexibly allocates air-interface resources using four different technolo-
gies for dividing the available capacity of the air interface: time division, code division,
frequency division, and space division.'® In addition, it is optimized for practical data
applications. In addition to supporting variable bandwidth in each direction, it has spe-
cial features to support a variable bandwidth ratio, a key support factor for Internet
browsing, graphical downloads, and other data functions.

In this section we will explain how multiple technologies were brought together
to optimize the potential for the air interface in the standard that the People’s Re-
public of China has chosen for its cellular deployment to the world’s largest subscriber
market.

10.4.1 TD-SCDMA services

TD-SCDMA offers the entire suite of 3G wireless voice and data services. Symmetric
voice and data service are supported, and they can migrate smoothly to asymmetric
data service where most of the flow is in one direction. Reverse data rates go up to 384
kbps, whereas forward data rates can go as high as 2 Mbps under the most favorable
radio conditions. All these data services are available in circuit or packet mode engi-
neered for efficient IP data service.

10.4.2 TD-SCDMA voice channel

The speech data rate for TD-SCDMA is 8 kbps. A single carrier can handle as many as
48 simultaneous voice calls with a spectrum efficiency three times greater than GSM.
The technology is designed for smooth migration from GSM while increasing spectral
efficiency by a factor of 3. Simulations show the 1.6-MHz TD-SCDMA carrier handling
28 calls per cell at 60 km/h, 24 calls per cell at 120 km/h in the city, and 22 calls per
cell at 120 km/h in a rural setting.

10.4.3 TD-SCDMA radio bandwidth

TD-SCDMA uses a TDD carrier of 1.6 MHz. There is no FDD mode because the TD-
SCDMA research is clearly oriented toward serving a voice and data market that can
be balanced in its forward and reverse usage and can be highly asymmetric with large

15But TDCDFDSDMA would be a bit of a mouthful.
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downloads of data. It is easier to find narrower radio spectrum allocations of 1.6 MHz
than the broadband 5-MHz carriers require, especially in their preferred FDD mode,
where they require 10 MHz.

The seven time slots of TD-SCDMA allow the system to vary its forward to reverse
ratio from 6-to-1 to 1-to-6 dynamically as demands change.

10.4.4 TD-SCDMA channel coding

The TD-SCDMA channel is both time division and code division multiple access and di-
vides its resources as required by its user community. With time slots of 10 ms, it has
100 opportunities per second to adapt to its service requirements. The TDMA mode is
the dominant mode because it can operate at full rate. The CDMA mode of TD-SCDMA
can handle spreading gains of up to 16.

Like the TDD mode of W-CDMA, TD-SCDMA uses a midamble in its data bursts for
coherent demodulation because a steady pilot is impractical without a steady carrier in
each direction. TD-SCDMA user terminals compensate for the distance from their serv-
ing base stations by advancing their timing. This eliminates collisions between adja-
cent time slots that would occur due to propagation delay at the speed of light. The tim-
ing advance allows the system to use very short time gaps between adjacent time slots
so that air-interface time is not wasted.

10.4.5 TD-SCDMA space division with smart antennas

A central design point of TD-SCDMA is the use of adaptive antenna arrays, also called
smart antennas. Since the radio frequency is the same in both forward and reverse di-
rections, we can rely on measurement of the reverse signal to determine the phase re-
lationships in the forward direction.

An array of eight antennas measures each channel 200 times per second and adapts
its phase and amplitude relations to achieve an improvement of 8 dB in signal to in-
terference (S/I) over omnidirectional antennas. This is referred to as space division
multiple access (SDMA) because it takes advantage of the distance in space among user
terminals to reduce interference.

10.4.6 TD-SCDMA dynamic channel allocation
While the time slots and code division control intracell interference, TD-SCDMA mini-
mizes its intercell interference using four multiple access technologies:
m TDMA is used by allocating traffic to the least-interfered time slots.

m FDMA is used by allocating traffic to the least-interfered radio carrier because multiple
1.6-MHz carriers can fit in a radio spectrum of several megahertz.

® Space division multiple access (SDMA) is enabled through the use of adaptive phased ar-
rays, that is, smart antennas.

m CDMA is used by allocating traffic to the least-interfered code, with 16 codes per time slot.

These allocations are done dynamically to optimize radio resources according to the in-
terference at the moment.
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10.4.7 TD-SCDMA joint detection and power control

Joint detection (JD), also known as multiuser detection (MUD), is a mathematically
complex technology that filters out same-sector CDMA interference more effectively
than the PN-code multiplication used in other current CDMA standards. JD uses a
training sequence within each time slot so that the receiver can estimate the parame-
ters of the radio channel. In TD-SCDMA, the emphasis on time division multiplexing
allows the CDMA component to operate at a lower spreading gain. Having only 16 pos-
sible codes allows the receiver to do the calculations. The high number of codes used in
other 3G CDMA systems would require huge computer processors to perform the cal-
culations necessary for optimal multiuser reception.

The claims are that JD offers significant gains in CDMA capacity and that it allevi-
ates the near-far problem by allowing differences as large as 20 dB in reverse channels
signals. The result of this is that TD-SCDMA does not require high-speed power-
control algorithms. Eliminating sophisticated and rapid power control reduces the
CDMA capacity overhead for power control. This allows the resource that otherwise
would be dedicated to power control to carry subscriber voice or data, increasing ca-
pacity. This change also makes the equipment simpler and cheaper.

10.5 Conclusion

We have now explored the standards that allow multiple vendors around the world to
produce interoperable equipment for CDMA systems. Standards are intended to sup-
port the rapid deployment of reliable, compatible, high-quality systems. Implementa-
tion in the real world always falls below the ideal of the standards to some degree. As
we move forward, we will first provide additional background information in data sys-
tems and telephony and then move on to discuss the real-world capacity and quality is-
sues, helping you to improve your real-world systems so that they approach the opti-
mal design implied in these standards.
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Part

Key Telephony Concepts

The primary purpose of the cellular system is to carry telephone
calls. However, readers with a radio engineering or data systems
background will not have an in-depth knowledge of the fascinating
history and deep concepts that underlie telephony. The public
switched telephone network (PSTN) is a worldwide technological
marvel, and much of its technology is adopted and adapted into the
wireless network.

Part 3, “Key Telephony Concepts,” provides knowledge of telephony
engineering and technology and its application to wireless networks.
In Chapter 11, “The PSTN and Telephone Switching,” we look at

the basic structure of the PSTN, including the local loop and local
access provisioning, PSTN trunks and switches, and private branch
exchanges (PBXs). We then take an in-depth look at telephone
switches and their functions. With this background, we can present
the switching functions that are key to cellular telephone networks,
including roaming, paging and registration, all the different types of
handoff, and the call statistics that allow us to trace problems and to
bill our customers. Chapter 11 provides the tools you need to design
and troubleshoot the switches at the mobile switching center (MSC),
the nerve center of our cellular network.

In Chapter 12, “Telephony Engineering Concepts,” we describe the
steps of a telephone call and define the issues that determine quality
of service. We also describe the architecture and engineering issues
significant to wireless telephone networks.

In Chapter 13, “Telephone Transport,” we introduce the technology
that carries telephone calls over distance. After a discussion of the
protocols of telephony, we take an in-depth look at wireless system
transport, which is the basis of the backhaul network that connects
base stations to the MSC.

In Chapter 14, “Signaling with SS7,” we turn our attention to the
system that provides signaling control for the entire worldwide
telephone network. We describe the underlying principles and features
of the Signaling System 7 (SS7) network and its operational functions.
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In Chapter 15, “ANSI-41,” we introduce and explore ANSI-41, the
standard that defines the signaling operations for all code division
multiple access (CDMA) networks, both second generation (2G) and
third generation (3G). ANSI-41 defines the communications that
must be used to support inter-MSC handoffs, roaming, and the short
message service (SMS). It also contains functions for operations,
administration, and maintenance (OA&M) and over-the air service
provisioning. ANSI-41 is crucial to 3G network design and
operations because it defines how CDMA networks will communicate
with the Internet and other data networks around the world.
Although ANSI-41 officially sets the standard only for
interoperability between networks, in reality, it functionally defines
the core aspects of every CDMA cellular system.

In Chapter 16, “Call States,” we introduce a practical design and
troubleshooting tool, the state diagram. As we introduce the tool, we
also provide models of landline and cellular call states for
traditional telephone calls, call waiting, and three-way calling. If
you are not already familiar with state diagrams, you will find that
they help engineers define problems clearly, speeding the way to a
solution.

The capacity of any system is limited by the capacity of its weakest
link, its bottleneck. While CDMA is the technology of the air interface
between our subscriber’s cellular telephones and our network, an
optimized CDMA radio link will not solve all our capacity or quality
problems. With a deep understanding of telephony, we can design
and implement optimal cellular networks not only at the base station
but also at the MSC and in the backhaul network that connects the
base stations to the MSC.
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Chapter

11

The PSTN and Telephone Switching

Telephone switches are the core of the public switched telephone network (PSTN). It is
hard to imagine a telephone system without switches, although there was one on Wall
Street about 100 years ago. In some very old movies you will see a businessman’s desk
with over a dozen phones. One rings, and the executive fumbles, picking up phone af-
ter phone until he knows who called. Each phone had only one wire leading to one des-
tination, with one phone at the other end. A person needed a separate telephone with
a direct line to each person he or she might ever want to call.

Switches eliminated that limitation, allowing any one telephone to reach any other
telephone. The earliest switches were manual patch-bays, where an operator would sit
in front of a board and make connections as subscribers requested them. These con-
nections may have started with people’s names, but the telephone company was soon
large enough that individual lines were referred to by number: “Operator, please con-
nect me to 7283.” These gave rise to another Hollywood image, that of the operator
plugging and unplugging cords, one after the other, throughout a busy day.

With the advent of automated switches, people were not part of the switch any more,
and Hollywood lost interest. But this is where our interest begins. In this chapter we will
explore the development and function of the automated telephone switch from the early
mechanical days to the latest electronic technology. This chapter’s final section will look
at the additional functionality added to switches to support mobile telephony services.

11.1 The Public Switched Telephone Network (PSTN)

The core of the PSTN is the network of switches that are used to carry a telephone call
from the switch that connects to the calling party to the switch that connects the called
party of a telephone call. The cabling and equipment that connect telephones to the
network of switches are often referred to as the local loop.

11.1.1 The local loop

The vast majority of residential subscribers access the network using analog devices
such as two-wire analog telephones, fax machines, and modems. The PSTN services
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these customers by providing a twisted pair of wires to connect the telephone to the lo-
cal exchange office.! A novel feature of the analog loop is that it uses a single twisted
pair for both the talk path and the listening path of the call, as well as the signaling of
digits, sensing of on- and off-hook, and ringing the telephone. Of particular interest to
us is the ability to carry both the talk and listening paths. This is accomplished by us-
ing a device called a hybrid circuit at both ends of the loop. The hybrid circuit essen-
tially channels the incoming signal to the earpiece while channeling the signal from the
microphone or mouthpiece out to the line without excessive energy going to the ear-
piece. Ideally, it also ensures that no energy is reflected back to the other end of the
line, a phenomenon called echo.

Modern local exchange offices may use specialized equipment located close to the
telephone to minimize the length of the twisted pair of wires. For the purpose of this
brief introduction, the scenario used will be that the twisted pairs extend all the way
back to the local exchange office. It is important to note that each telephone number is
assigned a physical presence—think of it as a pair of terminals—on the local exchange
office. A call to a telephone number will result in the switch sending the call to that
physical location on the switch. All telephones connected to the other end of the twisted
pair are assumed to have an assigned telephone number.

The actual procedures used between the telephone and the telephone switch to com-
municate the user’s desire to place a call or to alert the user that the telephone num-
ber is being called are the topic of Sec. 12.1.

A useful concept is that of a line, a transmission path that can be switched only at
one end. The twisted pair that connects the telephone to the switch is a line, since it is
static at the telephone end and only switched at the local exchange office end. If the
twisted pair were connecting a pair of switches such that the twisted pair could be
switched at both ends in order to complete a circuit, then the twisted pair would be
called a trunk, a transmission path that can be switched at both ends. If the trunk is
virtual, that is, digitally multiplexed with other trunks onto a digital facility, then it is
still referred to as a ¢runk. The physical facility on which the multiplexed digital sig-
nals are being carried is often referred to as a line, but the trunks that are being car-
ried remain trunks. A collection of several trunks between two switches is referred to
as a trunk group.

11.1.2 PSTN equipment

The term local exchange office is often used to describe the telephone switch used to
connect customer equipment to the PSTN (via the local loop). Two other common terms
for this switch are central office and class 5 office. The latter term has its origins in the
early architecture of the PSTN, which used a hierarchy of switches, class 1 through
class 5, to perform the function of routing calls across long distances.

Unless the calling and called parties are connected to the same local exchange office,
the call will be routed through additional switches to get from the calling to the called
party. The calls will be routed between the switches over trunks. The trunks may, in
rare instances, still be a pair of analog wires. A more common form of analog trunk uses

Twisting of the wires reduces the susceptibility of the wires to interference from magnetic
fields.
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a pair of wires in each direction so that the two voice paths remain separate. The vast
majority of trunks in use today are virtual in nature rather than physical trunks be-
cause they are digitized and multiplexed onto some form of digital facility capable of
handling multiple simultaneous trunks. (In telephony, we are using the term virtual
for these trunks because they are not separate wires but multiplexed into a larger fa-
cility. These trunks have a well-defined presence on the specified facility, with specific
bits reserved for them. In data communications, when we refer to a virtual circuit the
connection is defined only by its end points and not by any specific facility or route.)
The basic digital building block in North America is the DS-1, capable of supporting 24
trunks. These trunks may traverse many other types of equipment in order to get from
one switch to another, such as multiplexers capable of routing the trunk over both cop-
per and optical fiber, cross-connects, and equipment designed to cancel any echo from
the other end of the call.

The most common form of digital encoding used by these digital facilities is referred
to as pulse code modulation (PCM) and has been standardized to be a 64-kbps bit
stream consisting of 8-bit samples taken at 8000 samples per second. This data encod-
ing technique (described in Sec. 18.1) is assumed for the design of the various digital
transmission facilities and equipment used to interconnect telephone switches and as-
sumed in the design of the switches themselves.

The DS-1 facility, capable of carrying 24 simultaneous calls, is formed by concate-
nating 24 eight-bit samples into a frame and then adding a framing bit used for frame
synchronization. Therefore a DS-1 frame is 193 bits long, carrying 192 bits of informa-
tion. The repetition rate is 8000 frames per second, as required by the PCM coding
method, resulting in a bit rate of 1.544 Mbps, of which 1.536 Mbps is information, that
is, the 24 samples. The position of the sample within the frame is commonly referred
to as a time slot.

A DS-1 facility actually consists of two DS-1 framed transmission paths, one for the
forward direction and one for the reverse direction, so that the voice path is completed
in both directions. The 24 time-slot pairs that result when used to connect switching
systems are still referred to as trunks. A DS-1 facility can be used for purposes other
than carrying trunks, so a more general term for a time-slot pair is a channel.? Chap-
ter 13 describes in greater detail the hierarchy of digital transmission facilities.

There are two standards for interpreting the analog value of the voice signal and cre-
ating an 8-bit digital representation. These two standards are commonly referred to as
p-law and A-law. p-Law is used in North America and Japan, and A-law is used in Eu-
rope. Many switching systems are capable of handling both, as well as converting be-
tween them for international traffic. This subject is treated further in Sec. 18.1.2.

11.1.3 The private branch exchange (PBX)

The private branch exchange (PBX) was developed originally to be a small switch with
many of the functions of a local exchange office but located within the customer’s
offices and owned by the customer. Modern PBXs can be used in this manner for a few

2DS-1s can be set up without predefined channels. The subdivision of a DS-1 into 24 time slots
is commonly referred to as D4 channelization.
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telephones up to tens of thousands of telephones and can be equipped not only with
the features of a modern local exchange office but also with many advanced features
required for the business customer, such as call centers and computer-telephony
integration. Some PBXs such as those manufactured by Avaya, Inc., actually have been
used as small local exchange offices and for enhanced services.

Originally, businesses would purchase separate telephone numbers from the PSTN,
such as AT&T in the days of the Bell System, and the PSTN would run a separate pair
of wires to the business for each telephone number purchased. Over time, as business
services matured, a business service called Centrex emerged. With Centrex, users
within the customer’s community of telephones could use abbreviated dialing (less than
seven digits) to get to other telephones within the community. Special features were
added to attract business customers. The customer’s telephones were still connected by
dedicated wires to the local exchange office. If the customer purchased a telephone
number for each telephone, outside callers could reach the customer’s telephones di-
rectly, a service called direct inward dialing (DID). The customer also could purchase
a limited number of telephone numbers and use an operator or second dial tone to
reach individual telephones. Each telephone in this arrangement had an extension
number, a number not visible to the PSTN.

Some business customers chose to purchase only a few numbers from the PSTN and
to install a switchboard from which an operator would connect the numbers to tele-
phones within the business. This approach used the telephone lines more efficiently,
but a human operator was required to connect calls.

Jumping forward in time, business customers today still have the option of purchas-
ing Centrex services, but many choose to own their own switching equipment in the
form of a PBX. PBXs and Centrex remain in heated competition, but the PBX offers
as advantages the economies of being able to use fewer connections to the PSTN, the
ability to set up private networks, and advanced features not generally available from
Centrex.

The modern PBX connects to the local exchange office and sometimes directly to in-
terexchange carriers as well using groups of trunks. The actual number of trunks used
is selected as appropriate to the number and length of calls expected and the cus-
tomer’s tolerance for blocking, that is, getting a busy signal. The selection of the cor-
rect number of trunks involves a discipline known as ¢raffic engineering, discussed at
length in Chap. 23.

Most PBXs support DID, the ability for callers to use a PSTN telephone number to
dial the telephones directly behind the PBX rather than to call a main number and
then to give an extension number. DID requires that the business purchase from the
PSTN a range of telephone numbers, which the business then assigns to the telephones
behind the PBX. When a call comes to the local exchange office for a telephone in that
range of numbers, it will seize an idle trunk from the trunk group going to the PBX and
pass the call to the PBX, much as it would to another local exchange office. The PBX is
responsible for associating the telephone number with the line leading to the correct
telephone and completing the call.

A recent development in the PBX marketplace is the Internet Protocol (IP) PBX. In
its most basic form, it is a PBX that places calls through an IP network and internally
routes calls to the correct telephone, which itself is an IP telephone. Advanced IP PBXs
are capable of routing calls from IP or traditional telephones either via an IP network
or the PSTN.
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11.1.4 The organization of the PSTN

In 1985, the North American PSTN was organized as a clear hierarchy of levels from
the class 5 local exchange office to the most central class 1 tandem switches of the long-
distance network. Many of the concepts associated with telephony today draw their
heritage from the Bell System, which was broken up in the 1980s. The Bell System of
the early 1980s provides a comparatively straightforward example of the architecture
of a telephone network and for this reason will be used as a starting point for our ex-
ploration of the organization of the PSTN.

Prior to the breakup of the Bell System, all telephones were connected to the local
exchange office. The local exchange office was responsible for monitoring each line to
detect when a customer went off-hook, then to connect the appropriate resources to de-
tect any dialed digits, and then to signal the customer that dialing could commence by
providing dial tone. The digits collected would then be used to determine how to con-
nect the call. The local exchange office had the additional responsibility of monitoring
the length of the call and creating a record of the call start time, length, and called
number [called an automatic message accounting (AMA) record] for use in rendering a
bill for the call.

This local exchange office occupied level 5 in a hierarchy of switches in the network
and alternately was called a class 5 office. Each class 5 office was identifiable by a
three-digit number called the office code.? The lines within the office were identifiable
by a four-digit number. This combination of three and four digits was the seven-digit
telephone number that customers would dial (when within the area code) to reach an-
other telephone.

The three-digit office code was cleverly designed so that the digits 1 and 0 never ap-
peared in the second position of the code. When a class 5 office saw the three-digit code
with neither a 0 nor 1 in the second position, it knew to expect only 7 digits. Once the dig-
its had been collected, the switch would use its internal parameter database, called trans-
lations, to determine what to do with the call. If the office code belonged to this class 5
office, then it would terminate the call locally. If the office code did not belong to this class
5 office, then it would examine its translations to determine what trunk to route the call
out over. If the call were to another class 5 office to which it was connected directly, then
it would select an interconnecting trunk. If there was no direct connection available or
all direct connections were busy, then it would then route the call to a class 4 office.

If the first three digits dialed by the caller contained a 1 or a 0 in the middle-digit po-
sition, then the class 5 office knew to expect 10 digits and to treat the first three digits
as an area code. As a general rule, all calls with an area code were routed directly to
the class 4 office.*

The class 4 office would then use its translations to determine if the call should be
sent directly to a class 5 office, to another class 4 office, or up to a class 3 office.

Toll switches, classes 1 through 4, prior to the breakup of the Bell System had no re-
sponsibility other than routing calls and passing signaling information back and forth.
The AMA messages were created by the class 5 office where the call originated.

3A single office code supports up to 10,000 numbers. Therefore, larger offices would have more
than one office code. There also were instances where very small offices would share an office code.

4Other mechanisms are used today, although not consistently, to identify if the office is to ex-
pect 7 or 10 digits. Hence the restrictions on the use of 1 and 0 largely have been dropped in the
North American numbering plan.
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The breakup of the Bell System created major architectural changes and new re-
sponsibilities for the class 4 office. First, all class 5 offices were given to the local ex-
change carriers (LECs). AT&T, in its new role as an interexchange carrier (IXC), re-
tained the class 4 offices and above. Since there were many small IXCs, as well as many
class 5 offices, it was deemed unreasonable for each IXC to have to connect to every
class 5 office. Therefore, the concept of an access tandem office was created.® The ac-
cess tandem office was essentially a class 4 office owned by the LEC. Connection to an
access tandem would permit an IXC access to all the subtending class 5 offices. Some
carriers, most notably AT&T, would continue to connect directly to class 5 offices.
Whichever access arrangement was chosen, the access point itself was referred to as
the point of presence (POP).

The class 4 offices owned by the IXCs now had the responsibility of tracking for
billing purposes the calls that were routed to the IXC’s network. For a long time after
the AT&T breakup, this capability was not available, and carriers, particularly AT&T,
paid the LEC to render its bills.

Section 11.1.1 described how the telephone communicated the desired telephone num-
ber to the local exchange office. If the local exchange office needed to send the call to an-
other office, it also had to communicate the desired telephone number to that office. A
method still in use today to accomplish this is to signal directly over the trunk selected
for the purpose. A detailed description of the technique used will be left to Chap. 13. This
method does not provide, however, the rich feature set available in the network today
and largely has been replaced by an out-of-band signaling approach, commonly called
common channel interoffice signaling (CCIS). CCIS uses a data network to communicate
the desire to set up a call through the various switches in the call path. It is possible to
reserve all the trunks needed to complete the call before switching occurs.

This data network uses an internationally standardized protocol called Signaling
System 7, commonly abbreviated SS7.° This signaling system is essentially a datagram
service designed with redundancy for high reliability. When the Bell System was bro-
ken up, each operating company operated its own signaling system. Calls placed be-
tween LEC and IXC traversed the POP using an access protocol (called Feature Group D)
that was based on signaling over the interconnecting trunks. Today, SS7 is used com-
monly to communicate between LECs and IXCs for a more seamless and efficient
network.

The European PSTN is functionally and architecturally similar to the American
PSTN. It is a highly reliable network using SS7 switching. However, the digital facili-
ties for voice and signaling are E lines rather than DS lines, as described in Sec. 13.1.
The European network’s system of telephone numbers is quite different because of its
different history. The European system is developing through the increasing unifica-
tion of what were separate national phone systems, whereas the North American sys-
tem is developing largely through the continuing diversification of what was once a cor-
porate monopoly.

Other nations around the world have a variety of PSTN networks of greater or lesser
reliability. Most are based on either European or North American models. The same is
true with the allocation of frequency for wireless telephony: Most nations follow either
the European model or the North American model of radio bandwidth allocation.

5A tandem office is used to switch a call received over a trunk to another trunk.

6Sometimes SS7 is referred to as Common Channel Signaling 7 (CCS7).
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11.2 Telephone Switch Technology

Once switches were automated, the process of providing a number to the switch needed
to be automated as well. The pulse dialing method was adopted, and the telephone com-
pany developed the rotary dial that could send electrical pulses in the form of momen-
tary line disconnections.” The telephone central office switches detected these pulses and
completed calls using the dialed digits. These were step-by-step switches in which each
pulse would move a motor one step at a time and, later, crossbar switches in which com-
binations of dialed digits made connections. The crossbar was named for its relay-driven
rows and columns of connecting rods. These were magnificent machines offering
machine-operated telephone service in a time before computers, when few other things
were automated.

In 1947, Bell Telephone Laboratories helped open the age of digital electronics with
its invention of the transistor. Less than 20 years later, the digital computer brought a
new era to telephone switching with introduction of the electronic switching system
(ESS). Electronic switching systems use computer software to control the electronic sig-
nal pathways. In 1965, Western Electric, the technology and manufacturing arm of the
Bell Telephone System, came out with the 1ESS, which could handle 60,000 lines. In
1976, the 1AESS more than doubled the 1ESS capacity with its more advanced 1A
processor. By 1985, the 1AESS switch was able to handle 250,000 subscriber lines.

The 1AESS is an analog switch. While the 1A processor is a digital computer, the
telephone wires going in and out of the 1AESS are analog wires, and the connections
inside the 1AESS are mechanical switches. These reed switches are controlled by tiny
electromagnets that open and close circuits.®

The early Advanced Mobile Phone Service (AMPS) cellular systems used the 1AESS
as their mobile telephone switching offices (MTSOs), so AMPS was a fully analog sys-
tem, from the mobile telephone along the analog FM radio link, through analog base
station electronics, along analog facilities to the MTSO, through an analog telephone
switch, and out to the PSTN. Today’s AMPS calls go through digital facilities and digi-
tal equipment, but the air interface remains analog FM.

A digital switch not only has a digital computer but also has the ability to interface
directly to digital facilities, which we will discuss in Chap. 13. The Northern Telecom
DMS-10 switch was introduced into small local exchange offices in 1981, and the DMS-
100 was introduced for larger offices. AT&T’s Western Electric Division also introduced
a digital local exchange office switch, the 5ESS. Because of the popularity of digital
switches, implementations of analog switches quickly declined.

The 4ESS is a digital switch using the 1A processor originally used in the analog
1AESS. The 4ESS is a tandem switch designed to connect to trunks rather than lines.
Trunks are shared facilities that can be used by any call received by the switch rather
than dedicated, as in the case of lines. Therefore, trunks can be engineered for higher
utilization. The result is that the number of trunks terminated on a tandem switch is
a fraction of the number of lines terminated at a local exchange office.

“In many places one can still dial a call by pressing the switchhook rapidly up and down on a
regular telephone, even a Touch Tone telephone.

8Diehard fans of analog switches miss the sound of a telephone office. Other than for the
whirring of cooling fans, a telephone office with a digital switch is quiet. Step-by-step, crossbar,
and reed switches have their own distinctive audible character, and a telephone switching office
used to be a noisy place.
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11.3 Telephone Switch Functions

11.3.1

Telephone switches are specialized according to the functions they are to perform.
Some of this specialization is achieved by optimizing the architecture of the switch, and
for some functions, specialization is achieved by the activation of software features.

Connections

Local exchange offices are optimized for the functions that are needed to terminate in-
dividual lines (telephones). They are highly modular, capable of terminating a large
number of individual lines. Each line is physically associated with a telephone number.
The average utilization of a line is very low, so local exchange offices are designed to
terminate a large number of lines but typically have a somewhat limited ability to con-
nect those lines either to other lines or to other switches. Finding the right balance be-
tween the number of lines and the internal switching resources is another problem for
the art of traffic engineering.

It is impractical to bring every telephone number’s twisted pair all the way back to
the local exchange office, especially for very large offices. In practice, the connections
to the local exchange office are distributed by using remote switching modules and
subscriber-loop carrier systems, essentially a form of multiplexer.

The vast majority of lines will be installed and administered, provisioned in tele-
phony jargon, as two-wire analog lines. The LEC also may offer two- or four-wire digi-
tal service, called ISDN Basic Rate. This service provides two 64-kbps time slots and a
separate 16-kbps time slot used for signaling. ISDN Basic Rate is widely deployed in
Europe. It is not widely available, or used, in North America.

Local exchange offices are also used to provide service to PBXs, and this is accom-
plished with trunks. Trunks may be either analog or digital, as required by the customer
contract. Digital trunks typically are provisioned as DS-1s. The number of trunks will be
engineered for the traffic level and quality of service required by the customer.

The trunks provisioned on digital facilities may emulate the trunk signaling used
with analog trunks by embedding the signaling within the 8-kbps samples, a technique
referred to as robbed-bit signaling. The trunks also may be provisioned with out-of-
band signaling. This is accomplished by taking the twenty-fourth time slot of the DS-1
and dedicating it to a signaling channel for the remaining 23 time slots. DS-1 facili-
ties provisioned in this manner are referred to as ISDN primary rate interface (PRI)
facilities.

The DS-1 facility is primarily available in North America. Europe and much of the
rest of the world have standardized on a similar digital transmission technology, called
an E-1. E-1 has 30 channels as compared with DS-1’s 24, for a data rate of 2.048 Mbps.

The trunk side of local exchange offices is connected to other switches almost exclu-
sively by using digital facilities. The basic building block for these digital facilities is
the DS-1 (or E-1, where deployed). Since the actual number of trunks required in LEC
and IXC offices is large, the carrier facilities used typically operate at higher rates than
DS-1 or E-1. This is accomplished by multiplexing multiple DS-1s or E-1s onto a larger
facility.

A digital signal hierarchy has been established for these higher rates. For instance,
four DS-1s are multiplexed to form a DS-2, and seven DS-2s are multiplexed to form
a DS-3. The DS-2 is, in practice, an intermediate step in the hierarchy, and the
transmission facility actually used will carry a DS-3, consisting of 28 DS-1s. Optical
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facilities may be used to carry even higher rates. Internationally, E-1 facilities are also
multiplexed up to higher rates.

11.3.2 Switching

Modern digital switches are designed to switch individual calls in 8-bit samples at a
rate of 8000 sample per second. Analog signals, such as those common on two-wire
lines, are converted to four-wire signals using hybrids and digitized to the 64-kbps rate.
Digital channels derived from the time slots present on digital facilities are presented
directly to the switch.

Two channels, one for each direction of the call, must be switched to have a complete
call. Since the incoming and outgoing legs of the call may not be in synchronization
with the internals of the switch, buffers are used by the switch to store the 8-bit sam-
ples until the switch is ready to accept them for switching and also prior to placing the
sample in the outgoing time slot. The buffering capability of the switch is limited, re-
quiring timing of the incoming and outgoing DS-1 signals to come from a reliable
source. LECs and IXCs have strict synchronization plans to ensure that disruptions in
the signal path caused by timing errors are minimized.

11.3.3 Managing calls

The jobs we usually associate with a telephone switch are call processing and account-
ing. These tasks are easier in a wired system than in a wireless system because for land
telephones, the telephone numbers are related directly to physical presence on a spe-
cific switch, and all accounting is associated with that switch. Wireless switches need
to do more work to process calls and handle accounting functions because of the mobil-
ity of the wireless terminals.

11.3.3.1 Call processing. The local exchange office has the task of strobing each
line to detect an off-hook condition, applying the internal resources needed to collect
the dialed digits from the caller, and then interpreting the caller’s intent. The local ex-
change office also must locate and ring the called telephone and send tones that sound
like ringing to the calling party’s telephone. The local exchange office must detect if and
when the called party accepts the call. Once the called party accepts, the originating lo-
cal exchange office must be notified so that the originating office can remove the locally
generated ringing tone from the calling party’s line and cut through the voice path. At
this time, the local exchange office that connects the calling party initiates a billing
record for the calling party.

When either party hangs up, the on-hook condition must be sensed and communi-
cated to the other local exchange office participating in the call so that a disconnect can
be forced at that end and billing can be stopped.

The switch also deals with call states other than normal call completion, such as busy
signals, blocked trunks, and various telephone network failures. Failures of telephone
equipment are rare, but the telephone company does not throw its arms in the air and
give up just because a piece of equipment stops working. When a call needs a piece of
equipment that is not available, the switch has to know what to try next, a shift to al-
ternate equipment, a fast busy signal, or a recording. The software in the telephone
switch has this knowledge programmed into it. Most of the software in a telephone
switch is for situations that never or seldom occur.
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Call processing also includes the internal activity of trunk selection for each call. The
local loops at each end are determined by the calling party or called party, respectively,
but the intermediate links are selected and managed by telephone switches.

11.3.3.2 Accounting. The local office switch also has the billing function, not al-
ways as popular among customers as call processing. Calls have to be tracked and mon-
itored not only to be paid for but also for planning the growth and maintenance of the
telephone network. The switch generates the data for these business functions and
stores them as AMA records on magnetic tape or in a computer data file.

The other accounting function is account verification, which ensures that subscribers
who do not pay their bills are not allowed to make calls. This function requires that the
system read and evaluate the subscriber’s identification data from the system at the
beginning of the call. This is considerably more complicated than storage of data about
a call, which requires only writing data, not reading them.

11.4 Mobile Switch Functions

11.4.1

The two big differences between landline switching and mobile switching are the need
to switch calls while they are in progress and the need to support a radio link across
the air interface rather than a landline local loop. These are not cosmetic or adminis-
trative differences. A mobile switching center (MSC) spends much of its time managing
radio link assignment and handoff. An MSC also must convert the compressed voice
channel optimized for the radio link into a pulse code modulation (PCM) signal accept-
able to the PSTN. We will now look at several of the management functions specific to
mobile switches.

Registration

Each wireless user terminal registers with the system to announce its presence. The
system therefore has a complete picture of all the wireless telephones in its service
area. This picture is not perfect because wireless telephones can leave the service area
or lose power. In Sec. 12.5.2 we describe technologies designed to identify user termi-
nals that were registered but which are no longer accessible on the system. When a
user terminal recognizes a new system, it registers again.

Each MSC keeps a list of the user terminals that are active in its coverage area, and
it pages only those terminals for incoming calls.

11.4.2 Paging

When a call comes in for a registered user, the wireless system pages the telephone.
Only in the earliest days of AMPS were there few enough cellular telephones that we
could afford the luxury of paging the entire system for every incoming call. In the huge
wireless market of today, the relationship between registration and paging is an im-
portant capacity design issue.

While unanswered pages are wasteful of system resources, not paging a subscriber
expecting an incoming call is far worse. The system design has to be aggressive in
tracking and hunting down the intended recipient of any incoming call attempt. Many
subscribers are familiar with a typical result of a network’s failure to find a subscriber’s
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phone. The subscriber never hears the cellular telephone ring but then does receive no-
tification of voice mail from someone who called just minutes before. The network is de-
signed to prevent this kind of frustration whenever possible, but momentary failure of
the link across the air interface or unrecognized movement of the mobile terminal from
one serving area to another can create these failures to connect a call coming into a mo-
bile telephone.

In the Internet/ethernet world of today, the notion of a broadcast page to a specific
user does not seem strange. In the world of telephony, however, the concept of calling
a telephone that might be anywhere or might be nowhere was a new and strange
concept.

The switch also has to respond to calls initiated by subscribers. When the user ter-
minal starts a call, it sends a radio signal to the base station. This signal is similar to
the signal sent in response to a page.®

11.4.3 Roaming

Since subscribers can roam from system to system, the MSC finds itself part of a net-
work that keeps track of all its telephones all over the world. The home and visiting
systems have to communicate on several levels.

11.4.3.1 Defining home and roam. Even the terms home and roaming have differ-
ent meanings at different levels of the cellular system. In the ANSI-41 standard, a user
terminal is on its home system when it is being serviced by any base station served by
its home MSC, and it is roaming when it is registered at any other MSC.

There is an intermediate level of the network that is a system (containing one or
more MSCs and their base stations) all identified by one system identification (SID).
(See Chap. 15 for details.) For some purposes, roaming may refer to being on any sys-
tem with a SID other than the SID of the home system. Call management is particu-
larly difficult when the equipment on the system on which the user terminal is regis-
tered is different from the equipment on the home system. For example, hypothetically,
a subscriber might subscribe to voice-mail service but be unable to reach his or her
voice-mail messages if the voice-mail function is not supported on the system where the
user is currently registered. A user terminal’s ROAM indicator will go on when the SID
of the MSC where it is registered is different from the home system’s SID.

At the largest level, one could consider the entire continental network owned by one
service provider to be the home system and roaming to be the state where a user ter-
minal is being served by a different service provider. From the customer’s perspective,
this is the case for Sprint PCS customers in North America. All home rates apply when-
ever the user terminal is using the Sprint PCS North American Network. If a Sprint
PCS base station is not within range, the cellular telephone attempts to find first an
alternate digital provider and then an analog provider. If it succeeds, the subscriber is
notified of the digital roam or analog roam state and warned of roaming charges that
will apply, which may exceed 40 cents per minute.

“Here is an example of a potential glare condition (described in Sec. 12.3): The subscriber can
initiate a call while the user terminal is being paged for an incoming call. The MSC software has
to resolve this.
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In the following technical discussion we will be referring to the ANSI-41 definition of
roaming as what happens when the user terminal is registered at any MSC other than
the home MSC unless we specify otherwise.

11.4.3.2 Roaming registration (HLR and VLR). When a subscriber terminal regis-
ters with the system, it sends its mobile identification number (MIN) and its electronic
serial number (ESN) to the network. The MIN is a unique 10 decimal digits (40 bits).*°
The ESN is a 32-bit binary number encoded during the manufacturing process. The
serving MSC uses this information to retrieve the subscriber’s service profile record
stored in its home location register (HLR). If the subscriber is roaming, then the serv-
ing MSC is not the home MSC, and it sets up a record in the visitor location register
(VLR). The VLR record is temporary and only remains active while the user terminal
is registered at that particular serving MSC. The HLR is informed of the location of the
serving MSC and stores the current registered location and status of the user terminal
inside the subscriber’s record.

In addition to establishing identity and location, the system must verify the sub-
scriber’s right to use the system. Are this subscriber’s wireless telephone bills paid? If
the subscriber is cut off from service at home, then we want to cut off service every-
where else as well. The system must allow a roaming subscriber to use only services
that are in the subscriber’s contract and must track the usage of each service and bill
it at the appropriate rates.

Incoming calls may come to the home MSC and may then be routed to the MSC serv-
ing the user terminal.!! Even in landline telephony, it is not unusual to involve multi-
ple telephone switches in one call, but it is strange to have two telephone switches both
involved in the local-loop termination of a call. However, this is a normal situation for
incoming calls to roamers.

11.4.3.3 Roamdialing. A call from a roaming phone is an administrative task unlike
any faced by a landline central office switch. Since the days of AMPS, the rule has been
“When you roam, dial like home.” This has become harder in today’s international
roaming world, and the wireless telephone systems seem to be keeping up, at least
some of the time. In the Sprint PCS system, where the entire Sprint PCS North Amer-
ican Network is the home system from the perspective of the subscriber and for billing
and service purposes, the original dialing rule is not fully functional. As long as the sub-
scriber dials from his or her home area code, there is no problem. Dialing either a 10-
digit number or a 7-digit number will work for a local call. However, if the subscriber
leaves his or her home area code, then the subscriber must use 10-digit dialing for all
calls, including both calls to the home area code and calls to the area code where the
subscriber is currently registered as a visitor. A subscriber can work around this limi-
tation by using the cellular telephone’s capacity to use 10-digit dialing even in the home
area code. If all numbers are dialed with 10 digits, then the subscriber dials all num-
bers the same way anywhere on the North American network.

The MIN originally was designed to contain a North American directory number, the sub-
scriber’s mobile telephone number. In the worldwide wireless telephone environment, the MIN
and the mobile directory number (MDN) are separate entities that are often set to the same num-
ber.

HThe telephone world is moving toward more sophisticated signaling, and calls may be routed
directly to the serving MSC.
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11.4.3.4 Roaming support for PCS. The PCS standard intends to change the goal of
telephony from being point-to-point communications to being person-to-person com-
munications. PCS services, and the equivalent custom calling landline services, de-
mand new and different management functions in switching systems.?

Call forwarding requires the switch to store an alternate phone number entered by
the user and to provide that number as the destination number for incoming calls.
Three-way calling requires that the single radio link be connected simultaneously with
two other PSTN-to-caller connections and that the addition and departure of callers be
managed. Call waiting requires the handling of two simultaneous calls and the switch-
ing between those calls. Caller ID and last-number-dialed functions require the capture
and temporary storage of the phone numbers of calling parties. Call answering requires
storage and management of voice messages. All these functions require additional ca-
pacity in a variety of switch components, as discussed in Chap. 24.

Traditionally, switches had only a current state, plus data (stored, perhaps, on a
computer tape) recorded—but not retrieved—Dby the switch. The new requirements of
PCS not only demand complex software based on sophisticated call state models, they
also need storage and retrieval of transitory information by the switch in real time.
This requires the addition of memory or storage capacity to the switch, a significant
cost item, especially if voice messages are included. Signaling data, such as the num-
ber of the calling party, do not require a great deal of storage, but voice messages do.
Also, few signal data items are stored beyond the duration of the call, and when they
are, usually only one item is stored. In contrast, subscribers can store many long voice-
mail messages for a period of weeks.

11.4.4 Handoff

Handoffs are the biggest difference between landline and wireless switching. The tra-
ditional PSTN does not switch active calls and does not support any function equiva-
lent to handoff. Call forwarding does redirect a call from one number to another, but it
does this before the call is set up, not during the call. Some PBX systems do support
host call transfer, where a user requests an active call to be switched to a different ex-
tension. However, this is a call-switching action initiated by request from the sub-
scriber, not an automatic process that is invisible to the subscriber.

In the original AMPS cellular trial system, the switch did almost all the work for
handoffs; later designs have moved this function into the base stations, where radio
measurements and administration are easier to do. Also, moving the workload into the
base station relieves the computational load at the MSC. Today the base station con-
trollers are sophisticated enough to handle handoffs within their domain without any
participation from the MSC. This means that sector-to-sector handoffs (or handoffs
within a cell between server groups described in Sec. 5.2.3) are done completely in the
base station.

2Aside from custom calling, the landline support of local number portability (LNP) may require
similar kinds of switch-to-switch coordination as wireless roaming. LNP allows people to keep
their phone numbers even when they change address and therefore is part of the general trend
away from location-based and toward person-to-person telephony.
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Even with the base stations measuring call quality and determining handoffs, both
deciding when to look for handoff and where to go, the MSC is still busy with handoff
work. When a base station considers a call for handoff, the MSC is used as a base-
station-to-base-station message switch to request and receive radio measurements. As
a handoff is being considered from one MSC to another, there is communication
between the two base stations and between the serving and target MSCs.

When a handoff goes from one MSC to another, we have two telephone switches both
involved in the same local-loop end of the same call, an event unheard of in landline
telephony. The call goes from the anchor MSC to the serving MSC, as described in
Chap. 15. If the call is an incoming roaming call, then three MSCs can be involved
(home, anchor, and serving), all terminating the same call, and even more MSCs can
be involved if this call is handed off to yet another MSC.

In code division multiple access (CDMA), a soft handoff, with a transition process
from one serving site to another, is the normal form of handoff. Hard handoff was the
only kind of handoff available in the AMPS days, but in CDMA, hard handoff is used
only when soft handoff will not work. Therefore, we will discuss soft handoff first and
then hard handoff.

11.4.5 Soft handoff

Soft handoff (see Sec. 8.7) requires close coordination between or among cells whose
only connection is through the MSC or the MSC network.® The MSC receives multiple
copies of speech data from multiple base stations for the same call. For each speech
data frame coming from the user terminal, the MSC analyzes all the copies it receives
and selects the version with best speech quality.

Each base station receiving a signal from a particular user terminal sends power-
control signals to the user terminal and also forwards the frames it receives to the
MSC. This performs two important functions:

m It allows the user terminal to adjust to the lowest power level acceptable to any receiver,
reducing interference for all receivers.

m [t allows for higher call quality because the MSC can choose the best voice signal frame
by frame.

The soft handoff process allows the system to manage user terminals as both sources
of calls and as sources of interference.

Any time a call is being served by two or more base stations, it is in the soft handoff
state. Soft handoff is a state of a call rather than a transition from one state to another.
The serving base station receives radio signal information from the user terminal and
decides when a call should go into the soft handoff state. The call remains in soft hand-
off as long as the radio conditions warrant. When a base station’s signal for the call be-
comes too weak, that base station is dropped.

If a call should start being served by base station A and then be in the soft handoff
state, served by both base station A and base station B, and then move so that it is out

3Most soft handoffs are between two cells, but some are among three cells, a subtle point for the
English grammarians reading this book.
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of range of base station A and is served only by base station B, we can say, in casual
usage, that a soft handoff has occurred.

In soft handoff, there is no change of radio frequency; multiple base stations are serv-
ing the call on the same CDMA carrier throughout the process.

11.4.6 Softer handoff

Softer handoff is a handoff between faces of a single base station. It is managed entirely
at the base station, without the MSC participating at all. The antennas on the two
faces deliver their signals to the base station controller (BSC), which puts the two sig-
nals through a rake filter to create a combined signal. The rake filtering at the base
station does its calculations at the chip level, which is what makes softer handoff
different from soft handoff, where the MSC makes its selection frame by frame, not
chip by chip.'* Like soft handoff, softer handoff involves no change of CDMA carrier
frequency.

11.4.7 Hard handoff and semisoft handoff

In CDMA, hard handoff is used in three situations where soft handoff is impossible.
They are

® When a call leaves an area serviced by CDMA, and the call is switched to another service.

® When a call goes to a new cell, and the call’s carrier frequency is already busy on the new
serving base station.

® When the timing of the two base stations cannot be coordinated.

Some CDMA systems use a form of hard handoff called semisoft handoff.'® In hard
handoff, the second link to the MSC is set up after the second receiving base station es-
tablishes communication with the user terminal. This creates dead space in the middle
of the call. In semisoft handoff, the link between the MSC and the new serving base
station is established before the switchover of the radio link service to the new base sta-
tion. The switchover occurs when the user terminal receives and acts on an instruction
to change its frequency or timing. As soon as the user terminal switches over, the new
receiving base station picks up the signal. The new base-station-to-MSC link is already
established, and there is no interruption in the call. Semisoft handoff makes use of the
MSC’s ability to maintain two links for the same mobile telephone call to eliminate the
dead space of a hard handoff. However, semisoft handoff is a type of hard handoff in
that the user terminal must make a change (of transmission type, of frequency, or of
timing) to establish the new radio link and accomplish the handoff. The switchover oc-
curs at the moment the user terminal makes that change and the semisoft handoff
function has already put the new link across the landline portion of the wireless net-
work in place.

MAnother way to make the distinction between soft handoff and softer handoff would be to say
that soft handoff is a telephony switching function at the MSC, whereas softer handoff is a radio
filtering function at the base station.

5The authors also consider gelato, a semisoft ice cream, to be a type of hard ice cream.
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11.4.8 Call statistics

On the PSTN, as well as on wireless networks, call statistics are kept for the purposes
of traffic engineering and system troubleshooting, as well as to support customer
billing. The call-tracking issues are, of course, much more complicated in the wireless
world. Engineers need data to track call activity by time of day, by base station, and by
sector. Ineffective attempts and lost calls need to be tracked. And handoff activity is a
critical capacity issue that needs to be measured.

In addition, wireless billing is much more complicated than landline billing. On the
traditional PSTN, there was an operating assumption referred to as calling party pays.
A party receiving a call was never charged for the call or any services related to the call
unless he or she accepted a collect call. With the advent of wireless, all that changed.
Wireless subscribers pay for air time when they receive calls. They also may pay roam-
ing charges and other fees as well.

From the perspective of call statistics, the switch must record all relevant data in the
correct category, and all switches on the network must record the information in a con-
sistent fashion. If this is done, the service provider’s billing application can generate
accurate telephone bills from the records. The subscriber uses his or her mobile tele-
phone to make calls and receive calls just about anywhere, the switches record the
data, and the bills come out straight. This topic is covered in more detail in Sec. 16.4.
Billing errors not only frustrate the subscriber, they also increase customer service
costs for the provider and may cause a loss of customers or a loss of revenue.

11.4.9 Speech coding

The wireless MSC has to deal with speech coding of varying rates during a wireless
telephone call. The normal digital landline telephone switches in PBXs and the PSTN
have DS-0 or E-0 circuits coming into and going out of them, and each switch changes
the paths of data flow. In wireless telephone systems, the MSC must communicate with
the PSTN in some form of pulse code modulation (PCM) over standard DS or E con-
nections, but the MSC also communicates with the base stations of the cellular network
in more compressed speech-coded forms appropriate to the lower available bandwidth
on the air interface. As a result, the cellular provider must add a translation function
that translates the landline-to-wireless voice signal from PCM to the wireless data
compression and also translates the compressed voice signal from the wireless network
into PCM for delivery to the PSTN. This speech coding translation function sits be-
tween the MSC switch and the PSTN in a conceptual model and usually resides phys-
ically at the MSC.

The cdmaOne and cdma2000 systems use Qualcomm code excited linear prediction
(QCELP) speech coding, whereas Wideband CDMA (W-CDMA) uses regular pulse
excitation—long-term prediction (RPE-LTP) from the Global System for Mobility (GSM)
and lower bit rates when it can. Both these speech coding systems are aggressive in
conserving bits over the air interface. The backhaul communication link between the
base station and MSC enjoys that lower bit rate efficiency as well by using the low bit
rate of the speech coding.

Some systems use IP-based packet communications to send the speech coded data be-
tween base station and MSC. A packet carries a set of bits, a fragment of the entire
transmission. In this way, packets are similar to the frames transmitted over digital ra-
dio links or in the time slots of time division multiple access (TDMA) systems. How-
ever, packets are different from frames in an important way. Frames do not necessar-
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ily contain information that identifies the call of which they are a part. Frames are car-
ried in sequence over a particular fixed channel, and as a result, their location in the
system identifies the conversation of which they are a part and the frame’s place in the
sequence in the call. Packets contain a header with information defining the source lo-
cation, target location, position within the transmission, and other signal information
along with their user data. As a result, packets from a single conversation can travel
over different pathways or out of order and still be reassembled correctly at their des-
tination. This form of packet transmission is the basis of the Internet. In telephony,
however, most of the time, packets are carried over single direct link from point to
point. These links are called packet pipes.

Packet pipes are more flexible than the fixed pipes of traditional PSTN telephony
and are potentially more efficient, as discussed briefly in Sec. 13.2.1 and in more detail
in Chap. 35 and Sec. 44.1.

While packet switching using packet pipes of flexible size may be the future of land-
line telephony, the present world of landline telephony is steady-state circuit switching
using PCM links of fixed size. Current CDMA technology adds speech coding from MSC
to base station and from base station to user terminal over the air link, achieving
greater compression, but for the most part, it still uses fixed pipes. Packet transport is
a new concept in the telephony world, and it will require new equipment and new en-
gineering methods. The equipment is being developed and deployed, but it will be some
time before cellular systems move to the voice over IP (VoIP) packetized technology de-
scribed in Sec. 19.4 and realize the benefits of flexible pipes (and other benefits of VoIP
as well). This conversion will be accelerated where there is demand for greater data ca-
pacity and providers deploy 3G cellular solutions such as cdma2000 to meet that de-
mand. However, it will be a fair number of years before the legacy systems of the PSTN
are converted to VoIP.

11.5 Conclusion

Cellular networks make new demands of switching systems beyond the requirements
of the traditional PSTN. These come from specific technical requirements of mobile
technology, including the need to support roaming, the need to track many new system
performance parameters, and the need to bill customers for use of specific facilities.
Each of these functions makes demands for particular types of capacity within
switches. In this chapter we have discussed the functions and the switches. In the next
chapter we will take a closer look at the telephony engineering principles that describe
how the switches and other system components function to support and manage calls.
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Chapter

12

Telephony Engineering Concepts

This chapter provides an introduction to the basics of telephony for those who come
from a radio engineering or data systems background, as well as for those who wish to
review these fundamental concepts. The first four sections describe the key concepts of
landline telephony, whereas the latter two sections introduce ideas specific to the world
of cellular telephony.

12.1 Telephone Call Sequence

Before delving into the components and organization of a telephone network, it is worth
a few paragraphs to examine the sequence of a normal landline telephone call. A land-
line call starts when somebody picks up the receiver. We call this person the callING
party,t and we say the telephone goes off-hook. The telephone network detects the off-
hook condition and connects an internal resource to the line for the purpose of collect-
ing the digits dialed by the caller. The telephone network then sends a dial tone to tell
the callING party that the telephone network is waiting for instructions in the form of
dialed digits. We call them dialed digits even though they are often dual-tone multi-
frequency (DTMF) tones generated by the familiar buttons on the telephone keypad.?
Once the callING party completes dialing a telephone number, the telephone network
tries to establish a connection to the callED party through the network. If the attempt
is successful, the network will both ring the phone of the callED party and locally gen-
erate a ring tone that is heard by the callING party. If the callED party picks up the
phone, the network senses the off-hook, removes the ringing voltage at the callED
party’s end, and signals through the network for the office at the callING party’s end to
remove the artificial ring tone. We call the person at the other end the callED party.?

'We use the uppercase ING to differentiate between the callING party and the callED party,
and we emphasize the ING syllable when speaking about telephone calls.

2Telephone subscribers in rural areas are loathe to pay the monthly charge for Touch Tone ser-
vice. Rotary phones are alive and well.

3The uppercase ED is to avoid confusing the callING party and the callED party, and we pro-
nounce it in two syllables, “call-ED,” with the accent on the second to make the point.
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The call is then connected and is now said to be a stable call. The call stays in the
stable state until one party, either callING or callED, hangs up the receiver or, in tele-
phone talk, goes on-hook. Once this happens, the call is complete, and any trunks used
to complete the call go away.

We are using this traditional call sequence to illustrate the structure of a telephone
call. If setting up this call required that the call be routed between offices, then one or
more interoffice trunks would have been used. Traditionally, the trunk would have
been selected by examining the trunks in the appropriate trunk group until an idle
trunk was found, identified by the signaling bits (assuming a digital facility). If the call
had to be routed through to another trunk, then the process would be repeated at the
next switch in the call path. The method used today by many carriers is to negotiate
for available trunks over the entire transmission path using Signaling System 7 (SS7)
before actually switching the trunks. This is discussed in Chap. 14.

Every step of this process has alternative outcomes. The callING party may not com-
plete a full telephone number, the line may be busy, or the callED party may not pick
up the receiver. There are alternatives internal to the telephone network, but they hap-
pen far less often. There can be equipment failures, or all the circuits can be busy.

The addition of custom calling features, call waiting and three-way calling, adds a
number of other possibilities to the sequence of events during a call. However, it is im-
portant to remember, in all the complexity and sophistication of telephone network de-
sign, that the primary mission of the telephone network has been to complete voice
calls from one person to another.

12.2 Quality of Service

12.2.1

Telephone service can be evaluated in several ways, but there are three basic areas
where a call can go wrong. It can fail to complete, it can fail while stable, or it can sound
bad.

Ineffective attempts

Users make calls, and some of them do not get through. The simplest case is when the
callED party does not answer or the line is busy. These events, however, are not fail-
ures of the telephone system. If the call does not go through due to a failure of the tele-
phone system, it is called an ineffective attempt on the part of the telephone system.
And when the telephone system fails to complete a call because it has no more re-
sources to devote to calls, then we say the call is blocked. Blocked calls are discussed in
some detail in Chap. 23.

A wireless telephone system may have the resources to complete a call, but the radio
link is too poor to set up the call. The radio link can fail because its call setup signal-
ing fails or because the voice quality is below the minimum standard. Code division
multiple access (CDMA) technology designers face a tradeoff: The system can deny ser-
vice to a caller when the system is getting close to its maximum level, or it can serve
the caller at the risk that radio conditions may change and drive out one of the users
in the sector.

One of the frustrations of cellular engineering is that even something as simple as
blocking rate is hard to measure. It seems like the simplest thing in the world: Count
the number of calls that are blocked, divide by the total call attempts, and multiply by
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100 for a percentage. The problem is that people whose calls are blocked try again and
again rather than going away quietly. If the average caller tries three times before giv-
ing up, then the measured blocking rate could be three times the true blocking rate.

Measuring ineffective attempts in a wireless system is particularly difficult when
some of those are due to poor radio signal. If the original call attempt message is lost,
then the system does not even detect a call attempt. Also, a cellular telephone with a
defective radio or a broken antenna wire will perform poorly, but this is indistinguish-
able from a user being almost out of range. Thus it is difficult to distinguish failures of
user equipment from errors in wireless system planning or engineering.

12.2.2 Lost calls

Once a connection is formed, it stays until one party ends the call. In wireless net-
works, a changing radio environment or a moving radio telephone can cause signal
quality to drop and a wireless call to be lost.

As in the case of ineffective attempts, measurement is vague for lost calls. Long calls
are more likely to be dropped not only because of their greater time exposure but also
because their radio environment changes more. We would expect 8-minute calls to ex-
perience more user motion and more radio environment change and so to be lost more
than twice as often as 4-minute calls, but we have no data on this. And a wireless tele-
phone system has no obvious way of telling a true lost call from a user terminal shut-
ting down during a call, perhaps from a weak battery, or a user becoming frustrated
with lousy sound and ending a call prematurely.

12.2.3 Sound quality

Call sound quality may be measured subjectively, but most of us agree on what consti-
tutes a good-sounding call.*

® The sound should be pleasant, a faithful reproduction of the source without being strident
or muffled.

® Speech should be intelligible so that we know what the person is saying.
m The background should be quiet.
® The connection should be continuous, with dropouts kept short and infrequent.

m The call should have minimum delay so that the conversing parties do not get confused.

Unpleasant sound reproduction makes subscribers less anxious to use their tele-
phones and makes less money for telephone service providers. In the world of high-
fidelity audio reproduction, we measure frequency response to ensure that each fre-
quency in the musical audio band is played back in proportion to how it was recorded.
In telephones, we compromise this objective by emphasizing higher frequencies to
make speech clearer, but listeners will find severe frequency-response errors objection-
able. By emphasizing certain frequencies, we can improve the telephone’s ability to

“The first step in measuring quality is to define the multiple aspects of quality from the user’s
perspective. Once these elements are defined, engineers can find ways to capture the right data
and make appropriate measurements.
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communicate human speech. Research on the sound shapes (formants) of speech goes
back to the 1930s at Bell Telephone Laboratories, and telephones are designed with de-
liberate frequency-response deviations so that the sounds of speech, especially conso-
nants, are heard more clearly. Old radio broadcasts without this sound-shaping tech-
nology lost their high frequencies and were difficult to understand. Much of the
consonant sound spectrum is outside the 300- to 3300-Hz telephone bandwidth, and yet
we have no trouble understanding people in a clear and quiet telephone call setting.

In addition to having a pleasant frequency response, the reproduction should have
low enough distortion that the voice sounds clear enough. Distortion is the component
of the reproduction that does not sound like the signal source.’

Hearing something other than the telephone call is distracting and annoying. There
is one exception: A slight background hiss is actually a good thing because it reassures
the listener that the call is still in progress. Very quiet lines get an occasional “Hello?
Are you still there? Hello?” because one party or the other is concerned that the call
may be quiet because the line is dead. As the noise contour changes from a wide-
frequency hiss to a narrow band of frequencies, or as the noise gets louder, it becomes
annoying rather than reassuring.

Our senses respond to change. As a pulsing light seems far brighter than a steady
light, a changing noise level calls attention to itself. A hissing or rumbling sound that
comes and goes or changes its frequency content is much more of a problem than
steady, unchanging noise.® The worst case is when the noise mimics the rhythms of hu-
man speech; we call such interference syllabic. The most likely cause of syllabic inter-
ference on a telephone call is leakage from another call. Listeners feel that they can al-
most understand what is being said on the interfering conversation, even when it is
synthesized by a machine and has no human speech content other than its rhythm.

Short dropouts are not even noticed by human listeners. A gap of 100 ms (one-tenth
of a second) is seldom perceived, and 200-ms gaps are a problem only when they are
frequent. Advanced Mobile Phone Service (AMPS) handoffs are about 100 ms long, and
Rayleigh fades typically are much shorter. As we discuss in Sec. 27.1, most test listen-
ers reported that 2 percent signal outage was still good call quality.

Signal delay is the last quality issue. Very long distance calls from the Americas to
Asia often use two satellite links and take over 1 second for the round trip. Humans
are not accustomed to conversations with delay, and they get confused when what they
hear is 1 or 2 seconds behind what they are saying.

Radio conditions for good speech quality are the same for analog and digital radio:
strong signal, weak interference, high signal-to-interference (S/I) ratio, and high E;/N,
as described in Sec. 8.2. The nature of the interference is important, too.

Analog interference is best when it is smooth. FM with its constant radio envelope,
described in Sec. 4.3, eliminates the syllabic nature of AM interference. Digital inter-
ference causes bit errors, and these bit errors tend to be bursty, occurring in the same
time interval. Statistically speaking, the likelihood of a bit error is greater when other
bit errors occur at nearly the same time. Also, voice reproduction is more sensitive to

5While this definition of distortion is not rigorous enough to satisfy audiophiles or electrical en-
gineers, it does describe how a system can change a signal for the worse with only a small change
in its frequency response.

SNot only does the pulsing light seem brighter when the average power is the same, it even
seems brighter when the peak power is the same.
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some bits than others. Speech coding and forward error correction can work together to
produce the best voice reproduction in a noisy radio environment.

12.3 Reliability and Redundancy

Networks have to be smart enough to know what to do when something fails. One ap-
proach to network recovery is to have all the routing decisions made at one central
place by either a technician or a cleverly programmed computer. When a link fails, the
network operator or facilities program figures out how to route its traffic and executes
the change. This is a difficult environment to govern, and of course, one has to plan for
what will happen when it is the administration center itself that fails.

The other approach is to have individual network nodes take over their routing func-
tions, with each node programmed with the proper response to a link failure. These
self-healing networks are hard to design and often difficult to provision, but they have
no central processor that acts as a single point of failure for the entire network.

One of the difficult points of designing decentralized self-healing networks is that
each node working independently still has to contribute to a whole network working
well. Usually, the first response of a decentralized network to a link failure is fine: Each
end point does the right thing and reroutes its calls over the route the designers
planned for the failure. Later on, when some of the links are overloaded from the over-
flow and there is another failure, the system may not fail so gracefully. Figuring out all
the multiple states of a network in transition after a failure is a daunting task. As a re-
sult, when a second failure does occur, circumstances may arise that the designers did
not foresee at all. Switches, cross-connects, and wireless base stations all have software
systems that also can be overworked during a link or component failure.

One problem that can arise due to an error in network design is called a glare con-
dition. A glare condition occurs when two parts of a telephone system are both waiting
for the other component to do something, A simple example of a glare condition in a set-
ting familiar to many telephone users is a clash between call waiting and three-way
calling. A landline subscriber who has both features signals to add another call using
three-way calling. At the same time, a new incoming call arrives from someone and is
connected through call waiting. The subscriber is waiting for a dial tone, whereas the
new caller is waiting for a conversation. In this example, both the components in the
glare condition are people, but human beings are part of the telephone system, too, and
human beings also can get caught in glare conditions.

A common form of glare in the network occurs when two switches attempt to seize
the same trunk. The trunk looks idle at both ends, based on the signaling bits, and both
will attempt to seize. The signaling protocol is sufficiently clever that both switches are
able to detect the glare condition. One of the switches, however, will have been pro-
grammed to accept that the other end has seized the trunk successfully and to wait to
receive the dialed digits.

12.4 Wireless Telephone System Architecture

From the perspective of the public switched telephone network (PSTN), the wireless
system is an access technology. The role of the wireless network is clear: A mobile
switching center (MSC) looks like a private branch exchange (PBX) to the PSTN, and
the base stations and air interface are analogous to cross-connects and local loops. The
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wireless system looks like a large community of end users with a set of telephone num-
bers and a collection of trunks. When wireless systems communicate with the PSTN,
they must send signals according to the SS7 standard and calls packaged in pulse code
modulation (PCM).

12.5 Wireless Telephony Engineering Issues

There are some telephony issues specific to wireless telephone systems. The great big
difference is that wireless telephones are typically mobile telephones. They can initiate
calls from anywhere, they can receive calls anywhere, and they move around during
a call.

When they initiate calls, subscribers expect prompt service with their full feature
capabilities. And subscribers expect to receive calls wherever the wireless telephone
systems are compatible with their home service.

12.5.1 Tromboning

Most mobile users probably have a story similar to this one: Meeting a New York friend
in Krakow, one of us (Rosenberg) called a mutual acquaintance back in Long Island. We
dialed his local New York telephone number, and the wireless system in Krakow routed
the call to New York for handling. It turned out that the mutual acquaintance was in
Italy that day, so we need not have worried about calling too early and waking him up.
The New York system routed the call to Italy, and we enjoyed our conversation. The
call, however, was a bit excessive in its use of facilities because it had two superfluous
transoceanic links. This kind of routing, out to some far away place and almost back
again, is called tromboning because the route looks like a trombone. Tromboning is ex-
pensive, and newer switching and signaling technologies are being developed to mini-
mize it.

A landline number with call forwarding would have operated in the same way. This
is the case where the shift from location-based telephony to personal telephony has
much the same effect as the addition of mobility to the telephone system provided by
wireless networks. The difference is that in the case of wireless telephony, subscribers
are using their own telephone numbers at distant locations. Mobile telephone engi-
neers face the problem of tromboning frequently because mobile telephones encourage
their users to be mobile in their telephone usage.

12.5.2 User terminal registration

The establishment of location and identity of user terminals on wireless networks is a
continuing process that consumes radio and transport resources and which has no ana-
logue in the wireline network. The system has to broadcast its own identity clearly
enough for the user terminal to synchronize itself to the access channel, to identify the
system, and to respond in a narrow time window so that the system can detect the
response.

The user terminal registers with the wireless telephone network by sending a mes-
sage on the signaling channel. The registration message identifies the user terminal to
the serving system. The user terminal registers when it is powered on and recognizes
the wireless system paging channel. The user terminal registers again when it recog-
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nizes a new wireless telephone system. The user terminal may move to another cell and
detect another base station’s paging channel, but it only reregisters when it detects a
different system identification.

A user terminal also will reregister after a specific period of time. There is a timing
cycle dictated by the system and communicated on the paging channel. When the ap-
propriate time interval has passed, the user terminal registers again. We call this au-
tonomous registration. If we did not have some kind of autonomous registration, then
the wireless system would have to keep registrations current for a long time. A user ter-
minal might leave the service area or be powered off, and it has no way of knowing that
this will happen. As a result, the system cannot rely on the user terminal notifying the
system that it is no longer connected and available to receive calls. Autonomous regis-
tration allows the system to drop a phone’s registration if it fails to reregister at the
specified interval. In this way, the system’s record of registered phones is reasonably
close to the reality at any given moment.

The registration timeout cycle is a parameter that affects both the currency of the
paging list and the amount of signaling traffic. Having a short timeout for registration
keeps the paging list current but increases signaling channel traffic with more mobile
telephone registrations. Having a longer timeout, on the other hand, reduces signaling
channel congestion at the expense of paging more subscribers who are not there to re-
ceive their calls.

12.5.3 Call setup

The entire process of establishing a link to the subscriber’s phone on a call-by-call ba-
sis is a traffic issue specific to wireless. A landline telephone has a local loop, a link that
is always there, managed by the local exchange office, perhaps with the help of a PBX.
The local loop can always be there because the subscriber’s phone is always in one
place—it is not mobile.

A call attempt is made after the user terminal is registered via the paging and access
channels. As a result, the user terminal and the system have identified one another.
When the user terminal makes a call attempt, the system already knows who the sub-
scriber is and where the mobile telephone is. In response to the call attempt, again us-
ing paging and access capacity, the terminal and system send several messages back
and forth to establish the call itself and its radio environment.

12.5.4 Handoff

As an active wireless call moves from one cell sector to another, the call gives up its ra-
dio link with the old sector and is connected to the new sector. We call this process a
handoff (or handover in GSM terminology). CDMA allows a soft handoff where the call
is served simultaneously by two or more cell sectors.

Handoff was a new concept in telephony, and it still has few analogues in the land-
line network.” A landline call can be viewed as a point-to-point connection, but a wire-
less call is something more than its connection. The call is maintained while the con-
nection changes, following the mobile user terminal.

“Answering the telephone in the bedroom and running downstairs to the kitchen to talk there
is not quite the same thing.
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The connection not only can go from sector to sector and from cell to cell, it also can
go from one MSC to another. When this happens, we have one MSC setting up the call,
connected to the PSTN, and a connection to another MSC that actually serves the call.
We call the setup switch the anchor MSC to distinguish it from the serving MSC.

The call can even go from one wireless system to another so that the anchor and serv-
ing MSCs are in different systems. This requires close signaling coordination and a
connection between the two MSCs.

When a handoff to a new MSC is being considered, we call the not-yet-handed-off
switch a target MSC. The details of inter-MSC handoff are specified by the ANSI-41
standard, as described in Chap. 15.

12.5.5 Roaming

12.5.6 Small

Roaming is unique to cellular systems, although the recent service of local number
portability (LNP) is bringing similar issues to the landline network. The roaming sub-
scriber expects services similar to home and expects to receive calls dialed to the home
telephone number.

This is effected by close coordination in the signaling network and maintaining sub-
scriber records in the home system. We call the home system repository of subscriber
information the home location register (HLR). Anytime and anywhere a user terminal
changes status, its HLR record is updated. The HLR keeps track, minute by minute, of
the current location of the user terminal. It also knows whether the user terminal is
available for call delivery. This allows the home MSC to make the appropriate choice
in response to an incoming call: sending the call to the user terminal if it is registered
on the home network, sending it to an alternate MSC if it is available through roam-
ing, or directing the callING party to voice mail (or sending a busy signal) if the callED
party’s mobile telephone is not available.

A registration in a system other than the home system creates a record for the sub-
scriber in the new system’s visitor location register (VLR) and updates the location and
status information in its HLR record. At this time, the serving system receives verifi-
cation of the user terminal’s identity and the service capabilities the subscriber should
receive. Authorization can be denied to mobile identification numbers known to be
fraudulent and to subscribers not paying their cellular telephone bills.

numbers of calls

Much of the engineering design of the PSTN is oriented toward supporting many sub-
scribers and many calls through a relatively small number of local exchange offices and
other facilities. This model reduces cost by achieving economies of scale.

In contrast, wireless telephone systems are limited by the capacity of the air inter-
face, and they grow by adding base stations. Cellular networks grow by adding new lo-
cations and facilities rather than by expanding the capacity of existing facilities. Wire-
less network providers add mobile switching centers as well, but the primary element
of growth is new cells. Since a typical cell handles 10 to 100 simultaneous calls, the
base-station-to-MSC transport in a wireless telephone system never reaches the econ-
omy possible in systems where one transport pipe has hundreds of lines. In landline
telephony, small trunk groups usually grow into large trunk groups as systems expand
to serve more subscribers. In wireless telephony, small pipes grow into more small
pipes as more cells are added to meet increasing subscriber demand.
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The number of user terminals is dictated by the number of subscribers. After user
terminals, the most numerous and expensive part of a wireless telephone system is the
collection of base stations. At a typical busy-hour occupancy of 70 percent, this radio
equipment is idle three-tenths of the time. There are ways to design the equipment to
handle this inefficiency more economically, but this is the reality of small numbers, the
reality of wireless traffic engineering.

The financial planners are usually not telephony engineers. They have to understand
that they cannot divide the radio count by the length of busy-hour calls to get the busy-
hour capacity of their systems. There are a two major reasons for this.

First, in conventional cellular systems with mixed cell sizes, the frequency-allocation
pattern actually reduces the number of radios available on some faces. In CDMA, we
cannot count the number of calls by counting the number of radios, but increased use
in surrounding cells does add interference and reduce capacity at each cell.

Second, we cannot use all the voice links all the time and maintain an acceptable block-
ing rate. This adds a complex statistical element to our calculations. The mathematical
models for this are discussed in Chap. 23, but here are some of the essential issues:

® The moment-by-moment demand during the busy hour follows a statistical Poisson dis-
tribution that depends on the average call demand level. The number of calls at any given
instant can vary considerably from the average.

m Keeping the system available for subscriber calls is the same as maintaining a low block-
ing rate. Two percent blocking is excellent service, and 10 percent may still be acceptable.

® The number of available voice links required to maintain a low blocking rate can be sig-
nificantly more than the average demand. As a result, the links are occupied only some of
the time even during the busy hour.

® Lower engineered blocking rates require lower occupancy, which means less efficient use
of voice links.

® While smaller demands require smaller numbers of voice links, the occupancy required for
a given blocking rate goes down, so smaller quantities of call demand use voice links less
efficiently.

m At the 2 to 10 percent blocking levels typically desired in cellular systems and at the num-
bers of radios in cellular systems, the busy-hour occupancy ranges from 50 to 80 percent.
Offering reasonably low blocking rates, under the best of circumstances, requires at least
one-fifth of the voice links to be idle even during the peak-usage period.

Within a cellular service provider, there is a danger that financial planners working
on a cellular growth plan will set budgets based on an oversimplified model of demand
and capacity. It is essential that cellular engineers communicate the complexity of
these issues early and often and that they explain the results of their statistical mod-
eling in a way that the financial executives can understand. It is also essential that the
organization foster good communication and mutual respect between these groups so
that the financial plan is sufficient to support a realistic engineering growth plan.

12.5.7 Changing channel conditions

A single CDMA carrier varies in capacity over time. The notion of a carrier or set of car-
riers with varying capacity is a new concept to most telephone engineers. Even those
of us familiar with conventional reuse (FDMA and TDMA) are not used to a carrier set
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whose capacity changes over time. In CDMA, calls with poorer radio links (coming from
inside buildings, for example) use a larger slice of the CDMA pie than other calls, add
more interference to the other calls, and reduce the carrier’s total capacity. The num-
ber of calls that can be served by a single carrier depends on the local conditions where
the calls are calling from.

Cell capacity also depends on the quality of the user terminals. Different subscriber
equipment may have different levels of radio waveform distortion, adding different
amounts of noise to the CDMA channel. This variation is not only call by call but also
moment by moment. A subscriber walks into a building, and the CDMA channel goes
from barely good enough to not good enough for that call or perhaps for other calls on
the same carrier.

The wireless service provider has to make some decisions about service quality in an-
ticipation of changing radio channel conditions. Consider this example for planning ca-
pacity for a particular sector. If the average call duration is 2 minutes (120 seconds)
and the expected capacity is 24 calls, then the expected time until somebody hangs up
normally is 5 seconds. In this case, if worse than usual conditions do not allow high-
quality calls when the twenty-fifth call comes in, then the subscribers experience about
5 seconds of excessive interference before someone hangs up. This may be acceptable if
it happens occasionally, but if it happens too often, subscribers will be dissatisfied with
the service. If this network continues to allow a twenty-fifth caller onto the system,
then service may be unsatisfactory. The network can anticipate the increased error rate
and block calls, maintaining a maximum of 24 calls in the sector under these condi-
tions. The tradeoff between capacity and quality manifests itself in the decision
whether to hold the line at 24 calls of good quality or to allow 25 calls and to tolerate
the occasional 5 seconds of substandard voice quality.

12.5.8 Varying overflow characteristics

Overflow is the capacity of a network to provide alternate routing if demand exceeds
the capacity of the normal or primary route of a call. On the traditional PSTN, if the
connection from switch A to switch B is full, it might be possible to carry the overflow
from switch A to switch C and then from switch C to switch B. However, in the tradi-
tional PSTN, there is no alternate route to replace the local loop.

Overflow in a wireless network is far less straightforward than it is in landline tele-
phony, but the big difference is in the radio link. As far as transport is concerned, the
wireless telephone system is still basically a telephone transport network. The overflow
issues are a bit more complex due to handoffs and due to the mobility of call setup. We
must take them into account when planning capacity and overflow, but we do not need
to introduce any radically new ideas. We can use the same thinking we would use in
planning PSTN capacity.

In conventional reuse, a busy cell sector can direct extra traffic to other cell sectors,
providing traffic overflow for the air interface, equivalent to local-loop overflow on the
PSTN. Knowing traffic can overflow allows us to be more aggressive in our traffic en-
gineering, as discussed in Sec. 23.4 than we would be without overflow. We can block
more calls from each sector when they have a significant chance of having somewhere
else to be served.

In CDMA, however, sending extra traffic to another cell sector is generally not a good
idea. When we solve the CDMA equations in Sec. 28.1, we see that adding traffic to the
wrong sector is even more damaging to the right sector than simply overloading the
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right sector. Because all the CDMA sectors use the same frequency band, the interfer-
ence impact of a call is minimized by serving it on the cell sector with the best radio
path (highest path gain), where it can operate at what probably will be the lowest ac-
ceptable power level.

There is another, more subtle kind of overflow in CDMA. In conventional reuse and
landline telephony, we have some number of telephone lines, and we can keep serving
calls until they run out. This number remains fixed, regardless of activity on neigh-
boring cells. In conventional reuse, interference from neighboring cells reduces call
quality but not call capacity. In contrast, the CDMA channel capacity is variable and
depends on the call volumes in neighboring cell sectors, a kind of global capacity even
without call overflow. In Sec. 30.6 on CDMA soft blocking we discuss how we can use
this global capacity in CDMA engineering to mitigate some of the capacity loss from
other-cell and other-sector interference.

12.5.9 Nonlocal service quality

The last notion in traffic engineering we want to address, because it is new in wireless
engineering, is the concept that service quality in one area depends on what is hap-
pening somewhere else, sometimes moment by moment. We have changing conditions
in the landline network, and even some strange stories where conditions in one area
changed and another area had a service problem. However, these are considered
strange. In wireless, however, it is normal day-to-day reality that radio channels on one
side of town affect cellular performance and capacity on the other side. The ball game
lets out, and all other cells sharing the same channel set have more interference. This
is not a new or deep concept in radio, of course, but it is a little bit strange to those who
think in telephony terms.

12.6 Conclusion

This introduction to telephony engineering issues lays the groundwork for under-
standing the CDMA capacity and engineering issues we will discuss in Parts 5, 6,
and 7.
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Chapter

13

Telephone Transport

The methods used to transport telephone communications have evolved over time from
the use of uninsulated open-wire pairs strung on poles to fiber optic systems capable of
transporting over 100,000 simultaneous calls. The early open-wire systems gave way
to the use of insulated twisted pairs, often bundled together in cables. It is common to-
day for the cable drop to a residence to consist of six twisted pairs in a cable, and ca-
bles containing as may as 2700 pairs are in use.

Today there are many methods in use for transporting information through the net-
work. Some of the more common methods will be described in this section. We prefer to
use the term information because today’s public switched telephone network (PSTN)
transports not only voice but also various forms of data. It even carries portions of the
Internet itself. First, we will introduce several general concepts that will aid in the un-
derstanding of later sections of this chapter.

Traditional telephony has as its roots the concept of a circuit. A circuit can be thought
of as a dedicated pair of wires or a channel in a digital facility such as the DS-1 (de-
scribed in Chap. 11). Traditional telephony creates connections between telephones by
connecting circuits end to end until the entire transmission path is complete from caller
to called party. This approach is commonly referred to as circuit switching. The term
circuit applies most precisely to a two-way point-to-point link. However, the term is
also used to refer to a series of circuits connected through switches connecting two end
points.

Data communication uses a statistical approach instead. Communications between
many devices on a data network may pass over the same transmission path, each iden-
tified uniquely by address information imbedded in the communication. This sharing
of a transmission path is referred to as statistical multiplexing.

Many transmission technologies can transport far more bandwidth than is either re-
quired, desired, or affordable for a particular data communications application, even
the Internet. The result is that that data communications often share transmission fa-
cilities and therefore are assigned a circuit on that transmission facility. The circuits
provided by the various telephone transport methods can be applied to many purposes.
In Chap. 11 we saw the use of circuits as lines for connecting telephones to local ex-
change offices. We also saw the use of circuits as trunks to connect switching offices.
Circuits may be used to connect private branch exchanges (PBXs) to form a private net-
work. These circuits are sometimes referred to as leased lines. The use of the term lines
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in this context may appear confusing because the leased lines connect switches rather
than terminating at a fixed point. However, in the telephony context, they are not be-
ing switched by the PSTN. Finally, we saw the use of circuits, again called leased lines,
to connect data communications equipment.

Wireless networks depend heavily on a combination of digital trunks and leased lines
for connections between base stations and mobile switching centers (MSCs) and con-
nections to the PSTN.

Telephone Transport Protocols

Analog and digital facilities alike rely on protocols, whether it be for the separation of
channels through the use of frequency division techniques or the use of framing tech-
niques such as DS-1 framing and Asynchronous Transfer Mode (ATM). For those fa-
miliar with the Open Systems Interconnection (OSI) model, this raises the question of
how the apparent framing and addressing techniques used in transport relate to the
OSI model. It can be stated generally that all transport technologies, including ATM,
are considered to be OSI layer 1 protocols.!

Analog transport

The simplest protocol is that for the analog telephone call. It transports a human voice
from 300 to 3300 Hz, 3 kHz of analog bandwidth. This bandwidth is enforced by the
telephone receiver and by the local exchange office and is not a characteristic of the
analog line itself. That human voice can be replaced by any other analog signal that fits
between 300 and 3300 Hz, such as a modem or fax signal.

Analog trunks in the United States are bundled together in L-carrier. Each call has
3 kHz of bandwidth, and analog circuits modify the sound by shifting its frequencies
into the ultrasonic range for transport. Table 13.1 shows the L-carrier range as of
1972.2 As recently as 1990, the telephone network in the United States was mostly
analog L-carrier. Competition forced the rapid conversion of the PSTN to all-digital
trunks during the 1990s, and L-carrier is, for all intents and purposes, an obsolete
technology.

13.1.2 Protocols for digital transport

The basic building block for digital transport protocols, both in North America and in
Europe, is 64 kbps. This is referred to as the DS-0 in North America and the E-0 in Eu-
rope. This 64-kbps building block is transmitted in 8-bit blocks at a transmission rate
of 8000 blocks per second. When used for voice transmission, each 8-bit block contains
an 8-bit sample of the analog voice signal. The method used for taking the sample is
different in North America from that used in Europe. The procedure used in North

IThe reader will observe that framing, addressing, error detection, and the application (trans-
ported information) are attributes of most transport protocols, and the natural tendency is to as-
sign these attributes to upper layers of the OSI model.

2There was an L-2 system used briefly before World War II.
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TABLE 13.1 The North American Analog L-Carrier Transport Protocol

System Bandwidth Capacity
L-1 3 MHz 1800 voice circuits
L-3 8 MHz 9300 voice circuits
L-4 17 MHz 32,400 voice circuits
L-5 57 MHz 108,000 voice circuits

America is referred to as p-law, and the procedure used in Europe is referred to as
A-law. The p-law and A-law are described in Sec. 18.1.2.

The DS-0 channels are grouped together to form a DS-1 frame. The DS-1 frame con-
tains 24 DS-0s and one framing bit, for 193 bits. DS-1 frames are transmitted at a rate
of 8000 frames per second, as required to deliver the DS-0 samples at a rate of 8000
sample per second. The DS-1 frames are further grouped into groups of either 12
frames (a superframe) or 24 frames (an extended superframe). The sequence of 1s and
0s assumed by the framing bit identifies both whether a superframe or extended su-
perframe format is being used and where the first frame is in the transmission stream.
The equipment receiving a DS-1 will examine the bits in each of the 193 bit positions
until it detects the proper sequence of 1s and 0s. Once this is detected, the receiving
equipment knows where the framing bits are in the bit pattern and proceeds to count
off the frames in 193-bit chunks.

Signaling information can be transported within each DS-0 channel by using a
technique called robbed-bit signaling. This technique is accomplished by overwriting
the least significant bit in the DS-0 sample. It is not necessary to overwrite the least
significant bit in every sample. Since the DS-0 is being transported within a DS-1
and the DS-1 has grouped the DS-1 frames into groups of 12 or 24, it is sufficient
only to rob bits from a subset of the DS-0s. The practice used is to rob only the bits
in the DS-0s transported in the sixth and twelfth frames of a superframe or, in the
case of an extended superframe, the sixth, twelfth, eighteenth, and twenty-fourth
frames.

The approach used in Europe with E-0Os is similar to that used for DS-0s. E-Os are
grouped together to form an E-1. The data rate of the E-1 provides for thirty-two
64-kbps channels, but only 30 of them are used for the transport of E-0Os. The remain-
ing 2, occupying the sixteenth and thirty-second time-slot positions, are used for the
transport of signaling and for synchronization of the E-1 frame, respectively.

Both DS-1s and E-1s can be further multiplexed up to higher bit rates. The DS pro-
tocol hierarchy is shown in Table 13.2.2 The European E-0 links are similarly grouped
into their higher-rate packages, as shown in Table 13.3.% Alas, these are not compati-
ble with the North American standards.

3The DS-0 channel can be one voice channel, one 64-kbps data channel, or even a collection of
subrate channels.

“Both DS-2 and E-2 links exist in the world of telephony specifications, but like the L-2, neither
is used in practice. In all three cases, the leap is from 1 to 3.
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TABLE 13.2 North American Digital Service Transport Protocols

Signal Speed Channels
DS-0 64 kbps 1
DS-1 1.544 Mbps 24
DS-3 44.736 Mbps 672
DS-4 274.176 Mbps 4032

13.2 Wireless System Transport

13.2.1

Wireless systems have their own specific transport needs both within a single mobile
switching center (MSC) service area and between or among MSC regions. Now that we
have explained the fundamentals of telephone transport, let us look at the four kinds
of telephone transport in a wireless telephone system: from the base station to the
MSC, signaling using ANSI-41, MSC to MSC, and from the MSC to the PSTN.

Base station to MSC (backhaul)

Base-station-to-MSC transport is outside the realm of conventional telephony for sev-
eral reasons:

m The voice channels use low-bit-rate speech coding.

m The voice channels use nonstandard data rates.

m A single pipe carries voice and data connections with differing rates.
® This transport network has many thin pipes.

® The network grows by adding nodes and pipes to those nodes, not by thickening pipes.

The engineering of the base-station-to-MSC transport network will be addressed in de-
tail in Chap. 35 and Sec. 44.1, but we can start to look at the issues and challenges
here. Base-station-to-MSC transport is outside the ANSI-41 standard.

In traditional telephony traffic engineering, we look at a random distribution with an
average number of calls. A link might have a busy-hour average of 25 calls and a re-
quirement of no more than 1 percent blocking. It is the traffic engineer’s job to make
sure that there are enough lines to serve that traffic distribution so that 99 percent of
the calls get through. We discuss traffic engineering in Chap. 23. In this usual tele-
phony traffic engineering world, there is a clear-cut notion of one telephone call, one
unit of demand, and one unit of transport.

Wireless voice channels are designed to conserve radio spectrum rather than to make
telephone transport easier, but we can take advantage of the economy of wireless voice

TABLE 13.3 European Digital Transport Protocols

Signal Speed Channels
E-0 64 kbps 1
E-1 2.048 Mbps 30
E-3 34 Mbps 480
E-4 144 Mbps 30,720
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channel design in our transport networks. We can take the simple view that each base
station has a certain amount of radio capacity, some number of bits per second, and
that those bits have to get to and from the MSC through a transport network.? The low
bit rate of code division multiple access (CDMA) and the Global System for Mobility
(GSM) is maintained from the base station to the MSC.

As a result, each base-station-to-MSC link is a data link with varying numbers of
varying-bandwidth users over time. The total usage of the link is limited by the total
capacity of the air interface between the base station and the user terminal. So long as
this link has more bit capacity than the air interface, there should be no limitation of
service. As a result, planning capacity for a single-base-station-to-MSC link is a simple
matter of adding up the total capacity of the base station’s air interface and making
sure that the link is a little bigger. We can use traffic engineering principles to deter-
mine just how much bigger it should be. The challenge in this arena is not planning for
capacity to a single base station but rather planning the transport and estimating
transport costs for a network growing by the addition of new base stations. Normal
telephone networks grow by expanding capacity from point to point. Wireless base sta-
tions, on the other hand, do not gain capacity as a system grows. Radio spectrum ca-
pacity at a single base station is typically fixed, and we grow the total network capac-
ity by splitting cells and adding new base stations. We have more links with the same
demand distribution rather than the same links with growing demand.

Of course, changing technology, services, or facilities on the radio link or in the wire-
less network are likely to require changes to transport facilities. In planning transport
facilities, it would be appropriate to ask if conditions such as these are likely to arise:

® Acquisition of more radio spectrum will increase capacity at existing base stations, re-
quiring additional transport.

m If a cdmaOne wireless network is being upgraded to cdma2000, then it will be necessary
to evaluate base-station-to-MSC transport capacity and upgrade that capacity wherever
the new air-interface capacity exceeds the capacity of the existing pipe.

m [f a CDMA system is being modified to support wireless local loop (WLL), particularly at
high data rates or for large groups of subscribers, additional base-station-to-MSC trans-
port might be needed.

m If the base-station-to-MSC pipe might be converted to an Internet Protocol (IP) packet
pipe, then greater efficiency could reduce the size of the pipe needed after the conversion.

13.2.2 Signaling with ANSI-41

ANSI-41 is a signaling standard for wireless telephony that tells various parts of the
wireless world how to communicate with each other. These signaling links almost uni-
versally use Signaling System 7 (SS7) for telephone signaling. Chapters 14 and 15 de-
scribe the architecture and function of SS7 and ANSI-41. ANSI-41 links are signaling
links only; subscriber voice and data go on other facilities. There are two exceptions to
this, the short message service (SMS) and its successor, enhanced message service
(EMS), which send small packets of user data over ANSI-41, as described in Chap. 20.

5The reality of CDMA is that increasing traffic in one cell decreases the capacity of its neigh-
bors, so there is some notion of community capacity we are not addressing here.
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ANSI-41 allows the MSC to communicate with

® Other MSCs for inter-MSC handoff signal management.
® The home location register (HLR) for roamer registration.
m The visitor location register (VLR) for roamer calls.

® A message center for short message service (SMS).

m The over-the-air activation function (OTAF) for over-the-air service provisioning (OTASP).

This list doubtless will grow as wireless telephone systems add capabilities and fea-
tures to meet customer demand.

ANSI-41 operates on SS7 networks, which are designed so that each switch and each
link run at no more than 40 percent capacity, allowing for one of a pair of redundant
facilities to carry the load if one piece of equipment should fail. As a result, transport
facilities carrying ANSI-41 systems must be designed and expanded to maintain suffi-
cient excess capacity to meet the requirements of SS7.

13.2.3 MSC to MSC

Voice and data links are required between MSCs for inter-MSC handoffs. These facili-
ties are dedicated to handoff traffic. Other MSC-to-MSC communication is separate
from handoff communication.

Consider the handoff process at its most basic level: A call changes from one cell sec-
tor to another. If the two sectors are in the same cell, then the MSC may not even need
to know about it. If the two cells are served by the same MSC, then the one serving
MSC handles the circuit switching, and the handoff has no need for MSC-to-MSC com-
munication. When the call crosses an MSC boundary, however, one MSC needs to com-
municate with another. For this section we need only consider the capacity require-
ment of handoffs that cross MSC boundaries.

Let us consider a handoff in more detail. Several cells and the user terminal make
measurements and determine whether there should be a handoff and where it should
go, and not all of these cells are served by the same MSC. ANSI-41 specifies how MSCs
communicate with each other to make measurements for inter-MSC handoffs, how they
complete the handoffs, and how they maintain efficient paths through multiple inter-
MSC handoffs.

Once two MSCs use the signaling network to decide to do an inter-MSC handoff, they
use dedicated facilities between them to carry the subscriber’s voice and data traffic.
While these links may follow the same physical paths as the PSTN links used for roam-
ing or call forwarding, they are not the same logical paths because they perform a dif-
ferent function. Logical and physical models are discussed in Sec. 14.4.

Multiple-handoff path minimization is important in today’s wireless world. If we pic-
ture a user moving from system to system to system in a linear fashion, say, Boston to
Hartford to New York, then the notion of multiple inter-MSC handoffs may seem like a
rare event.® Increasing demand for wireless service has increased traffic density and

5Back in the early days of cellular, when we were working on abutting systems, we wanted to
claim that one could start a call in Boston and drive all the way to Denver without losing the call.
None of us could think of any reason why anybody would want to do that, however.
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made MSC regions smaller, so their boundaries are more numerous and more fre-
quent.” Also, there are triple points where three MSC regions come together, and traf-
fic in those areas easily may have many handoffs among all three systems. It is not un-
usual to have a user terminal hand off from A to B to A to C to A and then to B, and it
would be silly to transport that call over five inter-MSC voice links. We discussed this
out-and-back transport issue, called tromboning, in Sec. 12.5.1. Path minimization re-
duces tromboning.

There is another function of inter-MSC pipes. Some wireless carriers may wish to
support roamer terminations and mobile-to-mobile calls without having to use expen-
sive capacity leased from the PSTN. If the wireless carrier establishes additional voice
capacity among MSCs, then that carrier can serve roamer terminations and mobile-to-
mobile calls end-to-end on its own transport facilities, possibly at reduced cost.® If a
vendor is doing this, then the total capacity for the pipe between two MSCs should be
the sum of what is needed for handoffs and roaming plus what is needed for mobile-to-
mobile communications. Although the two functions may be supported on the same
physical channel, their logical functions are separate. In addition to the separation of
the two data links between two MSCs, the ANSI-41 channel capacity must be dedicated
to ANSI-41 and not used for other purposes.

13.2.4 MSC to PSTN

If you are an old-fashioned telephony engineer, then you can relax for a while as we dis-
cuss MSC-to-PSTN transport. The connection between MSC and PSTN, at least at the
time we are writing this book, is ordinary circuit-switched pulse code modulation
(PCM) on DS-0 trunks bundled 24 to a DS-1 or E-0 trunks bundled 30 to an E-1. To the
PSTN, the MSC looks like a local exchange office or a PBX.

The MSC-to-PSTN trunks do not carry handoff traffic because that is handled by
dedicated MSC-to-MSC links. Incoming calls to roamers come into the home MSC and
are forwarded to the serving MSC just like any other forwarded call. The signaling sys-
tem may be smart enough to redirect the call to the serving MSC without it having to
make a detour into the home MSC and back out again. As we will discuss in the next
chapter, signaling eliminates much inefficiency in telephone transport.

The MSC-to-PSTN trunk group is ordinary not only in its format but also in its size.
An MSC with 100 base stations with a capacity of 500 calls each, for example, will re-
quire tens of thousands of trunks, several DS-4 or E-4 links. Traffic engineering, de-
scribed in Chap. 23, allows us to use less than 50,000 trunks, perhaps a lot less, de-
pending on the subscriber demand usage patterns. These are the kinds of trunk groups
that traditional telephone transport engineers are used to working with.

"This is a legitimate mathematical concept. Whatever measure we want to use for coverage area
and boundary, the ratio of boundary to coverage increases as the service area decreases. If radio
signal path variation makes inter-MSC handoff likely over a 1-km-wide region around the MSC
service region, then there will be more calls in those 1-km regions as the regions themselves be-
come smaller in geographic area.

8A vendor will choose the amount of capacity to allocate for mobile-to-mobile calls based on a
complex optimization with routing through the PSTN as an alternate route.
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13.3 Conclusion

In this chapter we have introduced the principles and standards for telephony trans-
port. We have discussed the potential effect of a shift from traditional telephony to
voice over IP. We also have introduced a number of issues of cost management and ca-
pacity planning, with a focus on topics most relevant to wireless networks.
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Signaling with SS7

14.1 Introduction

Signaling System 7 (SS7) is both a network architecture and a signaling protocol that
has been adopted internationally as a method of signaling for calls in the public
switched telephone network (PSTN) and for providing advanced features such as 800
service. It is the most recent implementation of a concept called common channel in-
teroffice signaling (CCIS).

Previous chapters described how signaling for a call could be carried on the pair or
pairs of wires that transported the call. We also briefly touched on the concept of Inte-
grated Services Digital Network (ISDN), in which all signaling for a group of calls could
be carried in a separate channel on the same DS-1, a technique referred to as associ-
ated signaling. More generally, associated signaling refers to the use of a signaling path
that parallels the trunks between two switches and which signals for those trunks.

CCIS offers a more powerful approach. Rather than using signaling paths that par-
alleled the trunks, CCIS sets up a separate data network for signaling. The SS7 net-
work makes use of the 64-kbps DS-0 for the physical layer connections between net-
work elements. These connections are called signaling links. The SS7 network does not
replace the trunks that are used to carry voice and data traffic between switches. It is
a separate data network established for the purpose of signaling for those trunks. The
architecture of the SS7 network provides for high reliability through the use of redun-
dant signaling links and redundant nodes in the signaling network.

14.2 SS7 Network Architecture

The SS7 network is designed to be highly physically redundant for reliability. It is
maintained as a physical network separate from the facilities and switches that carry
voice and data traffic. The two networks touch only at the switches themselves, as re-
quired to communicate the signaling functions for which SS7 was designed from the
SS7 signaling network to the switches it controls.

The local exchange office at the telephone company is a service switching point
(SSP) for SS7. The SSP is a separate logical entity connected to the local telephone
switch, but the entire local exchange office is sometimes referred to as the SSP. The
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SSP converts voice-switch signaling into SS7 messages. Most of the SSP SS7 traffic is
related to voice circuits.

In addition to voice-circuit signaling, the SSP uses SS7 for database access. This
started with toll-free 1-800 number lookups and added 1-900 number lookups, but lo-
cal number portability is changing the SS7 traffic mix. Now that landline subscribers
can take their telephone numbers with them when they move to a new location, almost
every call will require checking the local number portability (LNP) database to deter-
mine which network provides services to the called number. Once the routing number
that identifies the call’s actual destination has been retrieved, then the SSP can begin
circuit connections for a call.

The entry point to the SS7 network is a signal transfer point (STP). Physically, the
STP can be attached to a voice switch, so tandem switches provide voice switching and
SS7 STP services using a colocated computer. Standalone STP equipment allows com-
panies to centralize their SS7 operations. STPs come in redundant pairs because all
SS7 network components must be implemented in redundant pairs.

The service control point (SCP) is the SS7 interface to telephone company databases.
These databases have routing numbers for toll-free, area code 900, and LNP, as well as
credit-card validation data, fraud protection, and Advanced Intelligent Network (AIN)
services used for creating subscriber services. The SCP itself may not store the data but
merely provides SS7 access to a computer database.

The basic flow of SS7 signaling messages from one SSP to another SSP is shown in
Fig. 14.1. There are six types of SS7 links (A through F):

Access links (A) connect the SSP to the STP. There are at least two for redundancy in
case one link or one STP fails. The maximum number of A links to one STP pair is 16
to each STP.

Bridge links (B) connect mated STPs to other mated STPs. Each STP-to-STP pair
connection requires four separate B links, often referred to as quad links. Some SS7
networks in Europe do not use all four B links as shown here. B links are used for STP

A STP STP A

SSP

STP B STP

Figure 14.1 SS7 flow diagram.
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connections at the same hierarchical level in the SS7 network, whereas D links (see be-
low) are used when the STPs being connected are at different levels.

Cross links (C) connect the redundant STPs to each other. Even C links come in pairs
to maintain redundancy in the SS7 network. These links are used for SS7 network
management messages only except when the network is so congested that the C links
are needed for SS7 traffic or when an equipment failure requires SS7 traffic to use the
C links.

Diagonal links (D) are used to connect STPs at different hierarchical levels in the SS7
network. SS7 networks are not required to have a hierarchy, but it can be useful when
there are centralized functions, such as SCP database access, or large numbers of central
offices that benefit from having concentrator STP nodes. D links come in quad arrange-
ments just like B links. The full SS7 picture with hierarchy is shown in Fig. 14.2.

Extended links (E) connect SSPs to remote STPs. This is normally used for traffic
overflow when the home STPs become congested. E links are also a diversity backup in
case of equipment failure.

Fully associated links (F) are direct CCIS links between two SSPs. F links typically
are used when there is a large amount of signaling traffic between two SSPs, enough
to justify a dedicated signaling link. They also can be used when a remote SSP cannot
be connected directly to an STP for some reason. The F links then allow the remote SSP
to access SS7 databases without direct A links to an STP.

SCP A . STP A SCP
D D
c
E
STP
D
B
SSP A A SSP
STP STP
& B
F C C
B
SSp A A SSP
STP STP

Figure 14.2 SS7 flow diagram with hierarchy.
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Other
End

Figure 14.3 How we usually visualize SS7 networks.

The transport used on these A through F links is entirely at the discretion of the net-
work designer; SS7 does not care how its packet messages get from source to destination.
In terms of the OSI model, we would say that SS7 specifies levels 4, 5, and 6 and leaves
the implementation of levels 1 through 3 open. The links do have to be dedicated, that
is, available for SS7 traffic at all times, and not used for anything else. When a link
fails, the other links in the same set have to take over the traffic load. If an STP (or
some other piece of SS7 equipment) should fail, then the remaining STP of the pair has
to do the work of both of them. SS7 links and equipment are designed to use no more
than 40 percent of their capacity so that the network will perform well in the event of
a single failure. Because the telephone engineers did their job so well, we usually can
think of SS7 as shown in Fig. 14.3.

14.3 SS7 Protocol

The SS7 protocol suite is an evolutionary product, and over time, many changes and
additions have been made to it. The purpose of this section is to give a brief overview
of its major features and functions.

The SS7 protocol suite predates the seven-layer OSI model, but this model is very
useful in describing the functions performed by SS7. Let us review the OSI reference
model outlined in Table 14.1.

The physical layer of the SS7 protocol is the 64-kbps links described in Sec. 14.2. Rid-
ing on this physical layer is the SS7 message transfer part (MTP), which can be looked
at as layers 2 and 3 of the OSI model. The functionality of the MTP that most closely
corresponds to layer 2 is referred to as MTP-2, and correspondingly, the layer 3 func-
tionality is called MTP-3.

TABLE 14.1 Seven-Layer OSI Reference Model

. Application layer

. Presentation layer
. Session layer

. Transport layer

. Network layer

. Data link layer

. Physical layer

HNWHRAIOLO 3
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14.3.1 Message transfer part (MTP), level 2

The layer 2 functionality of the MTP is to frame the message, to check the frame for er-
rors, and to provide sequence numbering, which can be used both to ensure that all
frames are received in sequence and to provide flow control to avoid congestion. Fram-
ing is accomplished by separating messages with a flag, which is an 8-bit pattern
01111110 that is never repeated within the message and therefore can be used reli-
ably to detect the start of a frame.

14.3.2 Message transfer part (MTP), level 3

The layer 3 functionality of the MTP includes carrying the network addresses of the
sending and receiving nodes and information useful for routing and congestion control.
The MTP can be loosely compared to the functionality of the IP in that it creates the
addressed envelope needed by upper layers of the protocol to get the message to the
destination. Once at the destination, it is the job of the upper layers to get the message
to the correct application. Standards efforts are presently under way to define how to
do the work of SS7 over the IP network.

Now that we have an envelope to get messages across the SS7 network, we can de-
fine how to get the information in the messages to the correct destination.

14.3.3 Signaling connection control part (SCCP)

The SCCP of the SS7 protocol suite provides a way to address the individual applica-
tions within a node of the SS7 network. Such an application might be the conversion of
1-800 numbers into PSTN numbers. It also provides the ability to provide both con-
nectionless and connection-oriented services to these applications.! SCCP can be
thought of as filling in the OSI layer 3 services that are missing from MTP-3 and
adding some layer 4 services.

14.3.4 ISDN user part (ISUP)

A peer of the SCCP is the ISDN user part (ISUP). ISUP is used to signal the voice and
data calls carried over the PSTN. ISUP does not use SCCP, so ISUP messages are ad-
dressed directly to the switch itself instead of to other applications. ISUP has functions
that straddle layers 4 through 7 of the OSI model.

14.3.5 Transaction capabilities application part (TCAP)

TCAP defines the messages and protocol used to communicate between applications. It
is necessary to get the TCAP messages out of the MTP envelope and to direct them to
the correct application. TCAP uses SCCP for this routing function. Among the services
supported by TCAP are database lookup services such as needed to provide 1-800 ser-
vice and calling-card service. TCAP can be thought of as providing a subset of OSI lay-
ers 5 and 6 services.

A connectionless service is a datagram service such as provided by User Datagram Protocol
(UDP) over IP and a connection-oriented service is a virtual circuit such as provided by the Trans-
mission Control Protocol (TCP) over IP.
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14.3.6 Mobile application part (MAP)

MAP provides services to mobile switching centers (MSCs). MAP messages are carried
within TCAP messages. MAP is used to communicate between the databases in a mo-
bile telephone network and facilitates the authentication of mobile subscribers and the
support of roaming. MAP can be thought of as an OSI layer 7 service. MAP is used to
support ANSI-41, which is the topic of Chap. 15.

14.3.7 Base station system application part (BSSAP)

BSSAP provides similar functionality to MAP, but for GSM systems. BSSAP and its
subprotocols are sometimes referred to as GSM-MAP. BSSAP does not use TCAP but
rather uses the services of SCCP directly.

14.4 Logical and Physical Models

When we delve into the world of communications systems and message protocols, we run
into the distinction between logical models and physical models.? Both the logical and
physical models of wireless system connectivity fall into the category of network reference
models that show the interfaces among the basic functional components of a network.

A logical model describes the components for how a system functions and the inter-
faces between relevant pairs of components, whereas a physical model shows how the
actual parts are put together. A simple example is the user terminal described in
Sec. 3.1.1, where we consider the radio transmitter and receiver as logically separate
items, even though they are physically designed as one transceiver unit.

Consider three MSCs, each connected to the other two. Each MSC has an associated
home location register (HLR) and visitor location register (VLR). We will explain what
HLRs and VLRs are in more detail in Chap. 15, but for now, let us look at the logical
network. Each MSC is connected to all three HLRs and to its own VLR. The logical
model of this network is shown in Fig. 14.4.

The physical layout may look nothing like Fig. 14.4, however. In real life, the MSC,
HLR, and VLR may all live in the same cabinet, as shown in Fig. 14.5. The logical links
connecting each MSC to its own HLR and VLR are software subroutines because they
share the same computer memory and disk drives. Between each pair of boxes is a DS-1
pipe with 2 DS-0s used for each MSC-to-HLR connection and the other 20 DS-0s used
for MSC-to-MSC data. If we were to walk in and ask to see the 9 MSC-to-HLR links
shown in Fig. 14.4, then we would be told that 6 of them are time slots inside the three
DS-1 links. Three of them do not physically exist as links at all. In fact, the left two
MSCs in Fig. 14.5 may be colocated with landline telephone local offices, and their
DS-1 link is actually one time slot on a DS-4.

The physical layout might just as well look like Fig. 14.6. In this case, one machine
performs the HLR and VLR functions for all three MSCs, as well as a digital cross-
connect function to manage the MSC-to-MSC links. In case one breaks down, this net-
work has two HLR/VLR machines for redundancy, and these machines share the load
when both are running. Each MSC is connected to both HLR/VLR machines with an

2This distinction is completely separate from the distinction of layers in the OSI reference
model. The OSI reference model, SS7, and ANSI-41 are all logical models with varying physical
models used in implementation.
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Figure 14.4 Logical diagram of three MSCs, HLRs, and VLRs.

VLR/MSC/HLR

VLR/MSC/HLR

VLR/MSC/HLR

Figure 14.5 A physical diagram of three MSCs, HLRs, and VLRs.
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Figure 14.6 Another physical diagram of three MSCs, HLRs, and VLRs.

E-1 link, with 2 E-0 links dedicated to HLR and VLR traffic and the other 30 E-Os used
for MSC-to-MSC data. The individual MSC-to-HLR and MSC-to-VLR links are four
packet streams on the 2 E-0 links. The two HLR/VLR machines have a dedicated E-1
link between them to keep their databases synchronized.

These are two very different physical models that implement the same logical model.?
The ANSI-41 standard provides a logical model of some functions of a wireless telephone
network that may be hard to recognize from the physical layout of the system.

14.5 Conclusion

SS7 is used by the PSTN to increase the speed and efficiency of the network by trans-
porting the network’s signaling needs over a separate data network. It is designed for high
reliability through redundancy. The use of a separate signaling network provides the op-
portunity to look at and manipulate the signaling information. This capability makes pos-
sible number translation services, such as 1-800 and 1-900 services, and support for LNP.

Users of the PSTN can subscribe to services that provide the ability to connect to the
SS7 network and to make local decisions as to where calls such as 1-800 numbers are
to be routed on a call-by-call basis. This service is particularly useful for balancing call
volumes across PBX-based call centers and, more generally, for redirecting calls to
where the party being called can be found.

30ne of the authors (Rosenberg) tends to think like an engineer from the bottom up. Rosenberg
would say that the two very different physical models are represented by the same logical model.
Kemp, thinking as a planner from the top down, would say that one logical model has two very
different physical implementations. The use of the distinction between logical and physical mod-
els can help team members who think very differently create networks (or books) as a team.
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ANSI-41

The second-generation (2G) wireless world is divided into two camps, the Global Sys-
tem for Mobility (GSM), which does not use ANSI-41, and everybody else, who does.
GSM has its own mobile application part (GSM MAP) for its signaling protocol. Other
companies proposed Interim Standard 41 (IS-41), which then became the American Na-
tional Standards Institute’s ANSI-41 standard in use today.

It may seem odd that an American standard is used globally. The development and
formal acceptance of standards run parallel to the deployment of equipment according to
those standards, but the two are not synchronized. When a standard is useful, it is often
deployed before it is formally approved. [This was certainly the case with Qualcomm’s
IS-95, which was used widely on code division multiple access (CDMA) systems before it
was accepted as cdmaOne.] ANSI-41 is a valuable and useful standard that allows the
mobile switching center (MSC) and other signaling-related equipment to interact on and
across cellular networks. As a result, it is being built and deployed worldwide, even
though, at the time of publication, it is officially only an American standard. The Ameri-
can National Standards Institute is a member of the International Telecommunications
Union (ITU), and it is quite likely that the ITU-T (the Telephony Division of the ITU) is
considering or will consider adopting ANSI-41 as a formal international standard.

ANSI-41 is a moving target as it evolves to meet increasing customer demand for fea-
tures and mobility management and increasing system operator demand for opera-
tions, administration, and maintenance (OA&M) support. The major third-generation
(3G) systems, cdma2000, wideband CDMA (W-CDMA), and UWC-136 (time division
multiple access, or TDMA) all use ANSI-41 signaling.

ANSI-41 can use one of two signaling environments, X.25 packet protocol or Signal-
ing System 7 (SS7). Today X.25-based systems are legacy systems because SS7 is the
signaling service of choice, particularly for large carriers that already have SS7 net-
works in place. Such ANSI-41 entities as MSCs, home location registers (HLRs), visi-
tor location registers (VLRs), and so on connect using SS7 A links to signal transfer
points (STPs).

Figure 15.1' shows the first version of the ANSI-41 logical network reference model.
We know most of the cast of characters already, but there are a couple of new faces.

1Reproduced under written permission of the Telecommunications Industry Association.
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AC — authentication center G

BS — base station

CSS — cellular subscriber station

EIR — equipment identity register

HLR — home location register

ISDN  — integrated services digital network VLR
MSC — mobile switching center

PSTN  — public switched telephone network

VLR — visitor location register

Figure 15.1 Original ANSI-41 network reference model.

The MSC is the mobile switching center, connected to a collection of base stations
(BS) by an A interface not specified in ANSI-41. The base stations are connected to cel-
lular subscriber stations (CSSs) by an air interface U,,, also not specified in ANSI-41.
The MSC is also connected to the public switched telephone network (PSTN) and the
Integrated Services Digital Network (ISDN) by A; and D, interfaces, also not specified
in ANSI-41. (A and D originally stood for analog and digital.) Thus a typical mobile
telephone call goes from cell phone to base station to MSC to PSTN to landline tele-
phone without using an ANSI-41 link. (ANSI-41 signaling is still used for subscriber
account verification and establishing call processing features, however.)

It would seem that the entire wireless telephone system is not specified by ANSI-
41—that its designers have ignored every essential part of the system. However, ANSI-
41 is not there to support the essential cellular concept; rather, ANSI-41 is there to
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enhance wireless telephony by allowing its users to roam freely supported by seamless
handoffs from one MSC to another. ANSI-41 is also there to support short message ser-
vice (SMS) and over-the-air service provisioning (OTASP) for the subscribers and to
support operations, administration, and maintenance (OA&M) for the wireless service
provider.

In ANSI-41, the notion of a wireless system is the MSC and its associated base sta-
tions. Elsewhere we have referred to a collection of MSCs and base stations as a single
system because it is owned by one vendor and it serves one subscriber community. For
the rest of this chapter, however, a system is an MSC, and intersystem activity is any-
thing going from one MSC to another, whether the two MSCs are operated by the same
provider or not.

The HLR is the home location register, a system that keeps track of the status of each
user terminal at its home base. Even the simple mobile telephone call described above
may involve some communication between MSC and the HLR, so ANSI-41 may yet be
involved in a typical call. The interface between MSC and HLR is the C interface de-
fined in ANSI-41. The VLR is the visitor location register. Its B interface to the MSC
and its D interface directly to the HLR are both defined in ANSI-41. VLRs are allowed
to communicate with each other using a G interface not defined in ANSI-41. HLRs can
communicate with authentication centers using an H interface not defined in ANSI-41.
MSCs communicate directly with other MSCs over ANSI-41-defined E interfaces.

The ANSI-41 network reference model has grown to look like Fig. 15.2.%2 The basic
picture in Fig. 15.1 has changed a little, but a lot has been added. The CSS has been
renamed the mobile station (MS), and the H interface between the HLR and the au-
thentication center (AC) is now part of ANSI-41. Thus we have a fully specified signal-
ing network within ANSI-41 connecting MSCs, HLRs, VLRs, and ACs to authenticate
mobile subscribers and to let them roam and hand off where they please.

The SMS message center (MC) is connected to the MSC by the  interface and to the
HLR by the N interface, both ANSI-41-specified. The M interface from the MC to the
short message entity (SME) is specified. Also specified in ANSI-41 are the MC-to-MC
M, interface and the SME-to-SME M3 interface. SMS is designed into ANSI-41 as an
integral part of today’s wireless service.

The Internet has been added in the form of the public packet data network (PPDN)
with an unspecified P; interface. The interworking function (IWF) provides protocol
conversions between packet-switched and circuit-switched entities. An example is con-
verting circuit-based voice data streams from subscriber calls to packet-based voice
over Internet Protocol (VoIP) to be sent over the Internet.?

Portable telephone numbers have been added in the unspecified Z interface to the
number portability database (NPDB), which is standardized in TIA/EIA/IS-756. This is
for telephone numbers formerly owned and administered by a wireless service provider
and now belonging to subscribers served by another wireless or a landline provider.

The OTASP function uses ANSI-41 SMS operations to transfer customer information
between the serving VLR and the HLR to support a new subscription. This allows cus-
tomers to buy a cellular telephone and have it automatically activated when it is first

2Reproduced under written permission of the Telecommunications Industry Association (TTA).

3There is a separate interworking function, discussed in Sec. 15.6, that translates between
ANSI-41 networks and GSM networks.
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Figure 15.2 The most recent ANSI-41E network reference model.
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turned on. This makes sales much easier because it makes it easy for untrained sales
staff at third-party vendors to sell the cellular telephone with service without having
to know how to set up the service. The OTASP function communicates with the MSC
over the unspecified N; interface, with the VLR over the unspecified D, interface, and
with a customer service center (CSC) over the unspecified X interface.

There are seven roles defined in ANSI-41 for the MSC during the call process. An
MSC will have one or more of these roles in relation to each call during each moment
of call setup, call operation, and call takedown:

® Home is the MSC with the subscriber’s HLR.
m Serving is the MSC with the base station and radio link.
® Anchor is the MSC that was serving at the beginning of the call.
m Tandem is an MSC, not the first or last, in the handoff chain.
m Target is the MSC where we want to hand off.
m Originating is where the subscriber’s telephone number is.
® Gateway is an originating MSC that is not the home.
The gateway MSC function occurs with mobile-originated calls if the call is made while
the cellular telephone is roaming.
Now we have all the circles and arrow in place for ANSI-41, but we have not talked
about what it does for us. ANSI-41 defines the processes that allow for handoffs, path

minimization, short message service (SMS), and operations, administration, and main-
tenance (OA&M). We will discuss each of these in turn.

15.1 Inter-MSC Handoffs

Intersystem handoff allows a wireless telephone call to hand off from one MSC to an-
other. There are five distinct functions in ANSI-41 handoff support:

® Handoff measurement

Handoff forward

Handoff back

® Path minimization

Call release

For any of this to work, the MSCs must have their cell identification scheme coordi-
nated so that each MSC knows where the neighbors are for its own cells. Intersystem
handoff requires dedicated transport facilities from MSC to MSC, as well as the ANSI-
41 E interface links. The length of the handoff chain on these dedicated facilities is re-
duced by using the handoff-back operation and by path minimization and ultimately is
limited by parameters set by the wireless service providers.

In this section we speak about MSCs signaling to user terminals and MSCs detect-
ing user terminal behavior. Of course, this signaling and detection go through an air
interface, a base station, and a base-station-to-MSC signaling link. For the purpose of
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this discussion, we can treat these three steps as intermediate links in a communica-
tion chain. Also, we refer to a user terminal as changing to a new channel in the hand-
off process. In CDMA, it may be a different pseudonoise (PN) code on the same radio
frequency.

According to the latest papers available at the time of publication, ANSI-41 does not
appear to specify inter-MSC soft handoff, but some vendors, including Lucent Tech-
nologies, do support inter-MSC soft handoff within their own equipment.

Handoff measurement

In an intersystem handoff, we have a serving MSC and a target MSC where we are con-
sidering a handoff. As in the single-system handoff case, the CDMA user terminal pro-
vides measurements to the serving base station. For base station measurements, the
serving MSC designates candidate MSCs and sends handoff measurement request
messages to them.

The candidate MSC may not respond if it cannot support the radio channel charac-
teristics of the call, if it does not detect a strong enough radio signal to measure, or if
its own traffic conditions render it unavailable for a handoff. This is an implicit re-
sponse that no handoff is possible here. If a candidate MSC does respond, it sends ra-
dio signal strength measurements to the serving MSC.

Depending on the signal strength measurements received from the candidates, the
serving MSC may select a target MSC for handoff. The target MSC has to be compati-
ble with the call mode, Advanced Mobile Phone Service (AMPS), CDMA, TDMA, and so
on; it has to support the user terminal’s power class and discontinuous transmission
(DTx) modes; and it has to support whatever encryption algorithms the subscriber is
using. If the target MSC is already involved in this call, then a handoff back is re-
quired. Otherwise, the serving MSC can try a path minimization or simply can choose
to perform a handoff forward.

15.1.2 Handoff forward

Once the serving and target MSCs have established that a handoff forward is appro-
priate for this call, the procedure begins. The handoff chain is going to be one link
longer after the handoff than before, but it must stay within the limit set by the sys-
tem parameters.
Here is a typical handoff-forward scenario:
m The serving MSC requests a handoff forward and identifies a link.
m The target MSC accepts the handoff forward.
® The source-to-target inter-MSC link is set up.
® The serving MSC tells the user terminal to change channel.
® The user terminal changes channel.
m The target MSC detects the user terminal on its channel.
m The target MSC notifies the serving MSC.
® The serving MSC makes the connection to the target MSC.

® The handoff forward is complete.
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Once the handoff forward is complete, the voice channel of the user terminal is sup-
ported by the new serving MSC, and the call is routed on a dedicated pipe back to the
prior serving MSC, which may be the anchor MSC or a tandem MSC.

15.1.3 Handoff back

During a call, the serving MSC may discover that the best handoff is a handoff back to
an MSC that is already involved in the call (either the anchor MSC or a tandem MSC).
In this case, a handoff back is required. A handoff back is like any other inter-MSC
handoff in that it is a change of serving MSC, but it has the advantage that the hand-
off back should shorten rather than lengthen the handoff chain. A handoff back pre-
vents tromboning.

Here is a typical handoff-back scenario:

m The serving MSC requests a handoff back.

®m The target MSC accepts the handoff back.

m The serving MSC tells the user terminal to change channel.
® The user terminal changes channel.

m The target MSC detects the user terminal on its channel.

® The target MSC requests release of the extra link.

m The serving MSC accepts the release.

® The link is released.

® The handoff is complete.

15.1.4 Path minimization

Path minimization is more complex than handoff back. If the serving MSC or the an-
chor MSC performs path minimization, then the handoff link will go as directly as pos-
sible from the anchor MSC to the target MSC. A third alternative is to have a tandem
MSC perform the path-minimization process, which creates a path from that tandem
MSC as directly as possible to the target MSC.

Here is a typical path minimization scenario:

m The serving MSC sends a path-minimization message to the anchor MSC.
® The anchor MSC sets up a direct path to the target MSC.

® The anchor MSC sends a handoff message to the target MSC.

® The serving MSC tells the user terminal to change channel.

® The user terminal changes channel.

m The target MSC detects the user terminal on its channel.

m The target MSC notifies the anchor MSC.

m The anchor MSC connects the call to the target MSC.

m The old circuits are released.

® The handoff is complete.
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Path minimization reduces the number of facilities being used to maintain a call by
creating a more direct route between the serving MSC and the anchor MSC. Here is a
scenario where path minimization would be of value. Let us say that there are three
MSCs, A, B, and C, with each MSC having a direct connection to the other two.

m Initially, the call is served by MSC A, the anchor and serving MSC, with no other MSCs
involved.

®m The subscriber moves into the area covered by MSC B, and a handoff forward is com-
pleted. Now, MSC A is the anchor MSC linking the call to the public switched telephone
network (PSTN), and MSC B is the serving MSC. The call is being carried from the sub-
scriber to MSC B, over the link between MSC B and MSC A, and on to the PSTN.

m The call continues, and the subscriber moves to the area best served by MSC C. If MSC B
were to establish a handoff forward to MSC C, then MSC B would become a tandem MSC.
Switching resources at MSC B and two sets of pipes (from MSC C to MSC B and then from
MSC B to MSC A) would be used for the duration of the call. This is not the most efficient
option.

® Instead, MSC B requests a path minimization, and MSC C informs MSC B that a pipe di-
rectly from MSC C to MSC A is available. MSC A sets up a link on this pipe. The call is
then handed off from MSC B to MSC C with path minimization.

m After the handoff, MSC C is the serving MSC. MSC A is the anchor MSC. The call is us-
ing resources on one pipe, MSC C to MSC A. The path is minimized; MSC B and pipes
connected to it are not participating in the call.

15.1.5 Call release

ANSI-41 also tells us how to release a call in intersystem handoff. The ANSI-41 func-
tions tell the system how to tear down the handoff links in an orderly fashion once the
call has ended.
Here is a typical call release scenario:
® Somebody hangs up (or presses the END key).
® The anchor MSC releases the link to the tandem MSC.
® The tandem MSC releases the link to the serving MSC.
m The serving MSC accepts the release and sends billing information.

® The tandem MSC accepts the release and sends billing information.

® The handoff circuits are all released.

15.2 Automatic Roaming

Management of roaming is the