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Preface

Wireless communications is growing at a phenomenal rate. From 1991 to
1999, the number of subscribers increased from about 25 million to over 250
million. Incredibly, over the next seven years, the number. of subscribers is
expected to quadruple, to over 1 billion [ 1].  That growth rate is faster than
that of any other consumer electronics product and is similar to that of the
Internet.

Originally, wireless communications were motivated by and intended for
mobile voice services. Later on, the first analog systems were improved with
digital techniques, providing increased robustness and subscriber capacity. In
the near future, digital systems will be augmented to try to meet users’ insatiable
need for even greater capacity and high-speed mobile data services.

Wireless communications rely on multiple-access techniques to share
limited radio spectrum resources. These techniques, which use frequency, time,
and power to divide the precious radio spectrum, are described in standards
and are highly regulated. As such, infrastructure and subscriber manufacturers
can be different and interchangeable.

This book details the complete operation of a mobile phone. It describes
code division multiple access (CDMA) design issues but presents concepts and
principles that are applicable to any standard. The book emphasizes CDMA
because next-generation standards are based on that multiple-access technology.

This book uniquely ties together all the different concepts that form the
mobile radio. Each of these concepts, in its own right, is suitable material for
a book, if not several books, but is presented in such a way as to highlight
key design issues and to emphasize the connection to other parts of the mobile
radio.

Xiii



xiv CDMA Mobile Radio Design

Chapter 1 introduces some fundamentals of wireless communications. It
describes the wireless network, which interfaces with landline  services, and the
procedures for communicating through the network. Chapter 1 illustrates the
effects of radio propagation and reveals its impact on the mobile phone. It
also lists some familiar wireless standards. Chapter 2 provides an overview of
CDMA.  It presents the basic concepts and highlights the key air interface
requirements for the CDMA IS95 standard.

Chapter 3 introduces the digital system, which consists of a digital signal
processor (DSP) and a microcontroller unit (MCU). The chapter uncovers the
myriad of important roles the digital system plays. It also reviews some digital
signal processing fundamentals  and describes some tradeoffs in architecture.
Chapter 4 introduces speech coding, a key function of the digital system. It
shows how voice signals are translated to low bit rate data streams and vice
versa. Chapter 5 provides detailed information about digital modulation and
demodulaton. It presents a practical Rake receiver and describes the receiver’s
operation in the network. It also points out key timing issues and their effects
on the performance of the mobile phone in the wireless network.

Chapter 6 describes data converters, circuits that interface- the digital
system to the auditory transducers (microphone and speaker) and the radio
frequency (RF) transceiver. The chapter analyzes the nonideal  effects of these
interfaces and also presents fundamental data conversion techniques.

Chapter 7 is the first of three chapters dedicated to the RF transceiver,
the mobile radio’s connection to the air interface. It describes both the RF
transmitter and the receiver from a system perspective, providing critical infor-
mation about gain distribution and signal integrity. The chapter also presents
insight into frequency synthesis and frequency planning in the mobile radio.
Chapter 8 details the RF transmitter. It describes the transmit circuits between
the digital-to-analog (D/A) converters’ outputs and the antenna. The chapter
covers the I/Q modulator, variable gain amplifier (VGA), up-converter, filters,
driver, and power amplifier (PA). Chapter 9 details the operation of the RF
receiver. It provides a circuit level view of the receiver from the antenna to
the A/D converters’ inputs. This chapter covers the low-noise amplifier (LNA),
mixer, VGA, I/Q demodulator, and filters.

Chapter 10 describes next-generation wireless services and standards. The
chapter points out improvements to CDMA IS95 that will accommodate more
users and higher data rates. It also details leading next-generation CDMA
proposals. Chapter 11 illustrates architecture advances to support improved
CDMA IS95 pe r formance and to meet the demands of next-generation CDMA
networks. It addresses key areas, including the DSP, the RF transmitter, and
the RF receiver.

A book covering such a range of systems, architectures, and circuits crosses
several engineering disciplines. As a result, we benefited from discussions with
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and reviews by several colleagues. We would like to acknowledge Mr. Tom
Kenney, Ryan Heidari, Sassan Ahmadi, and Ken Hsu of Nokia Mobile Phones;
Professor George Cunningham of New Mexico Technical University; Professor
Behzad Razavi of the University of California-Los Angeles; Professors Lau-
rence Milstein, Peter Asbeck,  Anthony Acompora, and Ian Galton  of the
University of California-San Diego; Professor John Long of the University
of Toronto; and Mr. David Rowe of Sierra Monolithics.
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Introduction to Wireless
Communications

Wireless technology offers untethered service, newfound freedom, and the
potential for “anytime, anyplace” communications. Consumers are embracing

these services enthusiastically; their numbers are growing at a phenomenal rate
and will continue to do so, as illustrated in Figure 1.1. The growth and
the excitement of wireless communications are being driven by technological
advancements that are making portable radio equipment smaller, cheaper,
and more reliable. Those advancements include improved signal processing

1000
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Figure 1.1 The growth rate of wireless subscribers is phenomenal [1].
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2 CDMA Mobile Radio Design

techniques, innovative digital and radio frequency (RF) circuit design, and
new large-scale integrated circuit methods.

This chapter introduces and describes key aspects of wireless networks.
It investigates the wireline  backbone, which facilitates wireless communications.
That leads to an overview of the communication procedures used by both
wireline  and wireless networks. The chapter also details the effects of the radio
link, which complicates radio design and leads to a variety of wireless standards.

1.1 Network Architecture for Cellular Wireless
Communications

The wireless network supports over-the-air communications between mobile
radios and stationary transceivers’ known as base stations. These links are
reliable only over short distances, typically tens of meters to a few kilometers.
As such, a network of base stations is needed to cover a large geographic area,
for example, a city. Base stations communicate through mobile switching
centers, which connect to external networks such as the public telephone
switching network (PTSN), the integrated services digital network  (ISDN),
and the Internet, as shown in Figure 1.2.

The mobile radio is free to move about the network. It relies on radio
signals to form a wireless link to the base stations and therefore requires an
RF transceiver. To support modern communication methods, the mobile radio

Mobile radio

0<
Mobile radio

Base station
Public telephone
switching network,
Internet

Figure 1.2 Wireless network architecture is an interconnection of mobile radios, base
stations, mobile switching centers, and the external network.

1. Transmitter-receiver combinations.
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includes a microcontroller unit (MCU)  and a digital signal processor (DSP)
to condition the signal before transmission and to demodulate the received
signal (Figure 1.3).

The base stations translate the radio signals into data packets and signaling
messages that are readable by the wireline  network, which then forwards the
information to the mobile switching center.

The mobile switching center routes the data packets based on the signaling
messages and typically does not originate messages. In some cases, the mobile
switching center may need to send queries to find wireless subscribers or
portable local numbers (800-  and 888-numbers).

The external network provides the communications backbone that con-
nects the mobile switching centers. It routes data packets, screens messages for
authorization, verifies routing integrity, and converts protocols. The external
network may also act as a gateway to different networks.

The mobile switching center and the external network are signal transfer
points that include measurement capabilities to indicate network problems and
to monitor usage for billing purposes. Built-in redundancies in the network
allow rerouting around faulty network points.

The network also includes service control points that interface to comput-
ers and provide database access. For example, the mobile switching center uses
a service control point to access the home location register (HLR), the visitor
location register (VLR), and the operation and maintenance center (OMC)
files. Those databases list the subscribers in the home service area, track any

RF transceiver D ig i t a l  s ys tem

Speaker

Microphone

Jser interface

Figure 1.3 Modern mobile radio architecture consists of an RF transceiver and a digital

system.
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roaming (i.e., visiting) subscribers in the coverage area, and hold authentication
fi les .

More information on network architectures can be found in [2-4].

1.2 Data Communication Techniques

Modern wireline  and wireless networks rely on digital techniques for efficient
communications. The techniques format message signals into data packets,
thereby allowing multiple users to be “bundled’ at higher network levels. That
is important because it reduces the number of physical connections required
to connect a set of users. The bundling occurs at signal transfer points and
typically uses time multiplexing methods [2].

A basic wireline  telephone channel for a single user supports a data rate
of 64 Kbps; digital and optical data trunks carry higher data rates, as listed in
Table 1.1.

The data packets are routed through the network by either circuit-switched
or packet-switched connections. In circuit-switched networks, the path between
the user and the destination node is set up at the time the connection is
established, and any needed resources are reserved until the connection is
terminated. In packet-switched networks, the path is not fixed but is dynamically
selected based on network loading conditions and the destination address
appended to each data packet.

Circuit-switched networks provide dedicated connections with low
latency, while packet-switched networks offer greater flexibility with improved
efficiency. Packet-switched networks are more complicated because data packets
can take different paths and can be received out of order; the data packets
must then be reassembled prior to final delivery to the user.

Table 1.1
Common Data Rates for Digital and Optical Networks [21

Carrier Designation Type Bandwidth Channels

DSO Digital 64 Kbps 1
T-1 Digital 1.544 Mbps 24
r-3 Digital 44.736 Mbps 672
STM-1 Optical 51.84 Mbps 810
STM-3 Optical 155.52 Mbps 2,430
STM-16 Optical 2,488.32 Mbps 38,880
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1.3 Protocols for Wireless Communications

Multiple users in communication networks are organized using routing and
flow control procedures, known as protocols. A protocol is a set of rules
governing data transmission and recovery in communication networks. The
rules ensure reliable, seamless transmission of data and provide network manage-
ment functions.

Protocols usually are organized as layers in a communication “stack.”
Data is passed up or down the stack one layer at a time, with specific functions
performed at each layer.

Most communication networks follow the open system interconnections
(OSI) model [5]. The seven-layer protocol stack, shown in Figure 1.4(a),
includes the physical, data link, network, transport, session, presentation, and
application layers. In wireless communication networks, a variation of the OS1
model, the signaIing  system number 7 (SS7) model [2-31,  is used. This four-
level protocol stack, shown in Figure 1.4(b), mirrors the first three layers of
the OS1 model and combines the higher levels into a single application layer.

The protocol stack defines the architecture of each signal transfer point
or node in the network. It uses the physical layer to interconnect those nodes
and provide a path through the network, plus the data link and network layers
to translate control signals and reformat data for communication with different

(a) (b)

Figure 1.4 Network models: (a) OSI protocol stack typical of wireline networks and (b)
SS7 protocol stack followed by wireless networks.
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networks. Data always flows from one layer to the next in the protocol stack,
as shown in Figure 1.5, to ensure robust communications.

Each layer in the protocol stack performs essential operations that are
defined by the topology of the communication network. Those operations are
outlined next.

The physical layer is the interface between two communication nodes.
In a wireless network, the physical layer is the air interface between the mobile
terminal and the base station. In a typical wireline  network, it is the digital
or optical trunk. The physical layer provides transfer services to higher layers
in the protocol stack. Those transfer services use physical channels, also known
as transport channels, with defined data rates, modulation schemes, power
control methods, and RF parameters. The physical layer is different for each
unique communication standard.

The data link layer combines the medium access control (MAC) and
radio link control sublayers. The MAC sublayer maps basic functions known
as logical channels to physical channels. That can be straightforward, or it can
include multiplexing several logical channels onto a common physical channel.
The data link layer also provides message sequencing, traffic monitoring, and
signal routing to higher protocol layers.

The radio link control sublayer breaks down the data stream into data
packets, also known as transport blocks, for transmission. It includes error
control to ensure the integrity of the transmitted data. Typically, that means
a parity check or a cyclic redundancy check (CRC) based on a polynomial
generator [6]. The radio link control layer also interfaces with the higher
protocol layers and provides call initialization, connection, and termination.

The network layer (or radio resource control layer) provides control and
notification services. It supervises radio resources, including physical channel
assignments, paging requests, and transmit power levels. It also interfaces to
the wireline  network and thereby enables connections to other users.

Mobile radio Destination

Network path

Network
I I

Data link

I I
Iaa.I- physical  -.....

Figure 1.5 Data flow through the protocol stack for mobile communications.
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The application layer represents the destination node. It specifies quality-
of-service (QoS)  requirements (priority levels, security, response time expecta-
tions, error rates, and recovery strategies) without the restrictions of the air
and network interfaces. The application layer compresses and expands data in
time to match the expectations of the mobile user.

The physical layer, the data link layer, and the network layer combine
to form the message transfer part (MTP) of the SS7 protocol stack, as shown
in Figure 1.6. The MTP of the SS7 model covers transmission from node to
node in the communication network. It also interfaces with high-level protocols
tailored to specific applications. For voice communications, one of two high-
level protocols is used: the telephone user part (TUP) or the ISDN user part
(ISUP).

1.4 Radio Propagation in a Mobile Wireless Environment

The radio interface is unique to wireless communications and is responsible
for much of the complexity associated with wireless networks and mobile
phones. The radio interface between the mobile phone and the base station
is referred to as the communication channel and is affected by large- and
small-scale factors. The large-scale effects are due to simple attenuation of the
transmitted signal through the atmosphere. The small-scale effects behave
unpredictably, vary sharply over small distances, and change quickly.

1.4.1 Path Loss

A transmitted signal is attenuated as it propagates through the atmosphere.
This large-scale effect, known as path loss, is modeled by

, , , , , ,,,...,..,..  ,,,,,,,,,,,,,,,,,,,,,,,,,,,,  l..,.,.,,,..l...,..l.,,.  ,,,,,,,,,,,,,,  ,,,,,,,,,,,,  ,,,,,,,,,,

Control

TUP -Telephone user part
MAP - Mobile application part
ISUP  - ISDN  user part
MTP - Mobile telephone part

Figure 1.6 The SS7 model and the relationships among its constituent parts.
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r(d) cc d-” (1.1)

where r(d) is the received power at a distance d separating the mobile and the
base station, and n is the path loss exponent with typical values of 2.7 to 3.5
for urban cellular radio [7]. The model is quite simple and is appropriate only
for line-of-sight propagation.

In practice, the signal path typically is cluttered by obstructions that
reflect or block the transmitted signal and introduce statistical variability to
the simple path loss model, as shown in Figure 1.7. This effect is known as
shadowing and is modeled as a log-normal random variable [7]. That leads to
a new expression for the received power:

r(d) 0~ lox/lo&-n
(1.2)

where x is the log-normal random variable used to model the shadowing effect.

‘1.4.2 Multipath Fading

The transmitted signal is not restricted to line-of-sight propagation. It can
bounce off nearby obstructions, such as buildings and mountains, and arrive
at the receiving antenna as shown in Figure 1.8. The reflected waves travel
different paths to the receiving antenna and therefore experience different
propagation delays and path losses. The resulting time-delayed versions of the
signal are known as multipath rays. Multipath rays add vectorially and produce
the fluctuations in the received power level shown in Figure 1.9, known as
small-scale fading. Unfortunately, it is possible for multipath rays to combine

d

Figure 1.7 Received signal strength with path loss and log-normal shadowing.
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Figure 1.8 Multipath propagation of a transmitted signal arrives at the receiver  with
different delays.

Elapsed Time (mS)

Figure 1.9 Multipath fading produces a wide variation in the received signal strength as
a function of time in a mobile environment. (from: T. S. Rappaport, Wireless

Communicarions,  0 1995; reprinted by permission of Prentice-Hall, Inc., Upper
Saddle River, NJ.)
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destructively, and the received signal can disappear completely for a short
period of time.

The effects of multipath fading combine with large-scale path losses to
attenuate the transmitted signal as it passes through the channel, as shown in
Figure 1.10. The graph shows that the received power level at a distance d
from the transmitting antenna depends on the simple path loss model altered
by the shadowing and multipath distributions.

Multipath fading is created by the frequency-selective and time-varying
characteristics of the communication channel. Those characteristics are not
deterministic and therefore must be analyzed using statistical methods. This
approach is illustrated in the following examples.

In the first case, two sinusoidal signals at frequencies fl and f2 are
transmitted through the channel as shown in Figure 1 .l 1. The signals are
affected by the channel, which attenuates the power level, T,  of each signal
independently. The attenuation process for each signal varies with frequency
and can be described by two distinct probability density functions (pdf’s). If
fi = f2, then the pdf’s  o  tf h e received power levels p (7) will be nearly the
same, and the cross-correlation ‘between the two, R(Af ), will be high. As the
separation between fi and f2 increases, their amplitude pdf’s will become
dissimilar and their cross-correlation will be lower.

The coherence bandwidth, (Af ),, is the range of frequencies in which the
response of the channel remains roughly constant, that is, the cross-correlation is
greater than one-half. In other words, the channel affects a range of frequencies
(Af )C, from fi to fi, similarly.

Therefore, narrowband signals that fit within the coherence bandwidth,
experience nearly constant, or “flat,” frequency fading. That implies that the

d

Figure 1.10 Shadowing and multipath propagation affect received signal strength.
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S(f)

tl-
fl f

WI

li-

_c( Channel +W

Path loss shadowing,
multipath fading

fl

‘.

fi

P(r)

.*.*:
P(f)

‘.
‘.

‘.,

tLL.
lb!?-.

f* f

Figure 1.11 The frequency selective behavior of the channel affects the two transmitted
signals differently.

transfer function of the communication channel is spectrally uniform, with
constant gain and linear phase. Wideband  signals, like the ones generated
by direct-sequence spread-spectrum modulation,2  typically extend beyond the
coherence bandwidth and experience frequency-selective fading. With wide-
band signals, only a portion of the signal fades; thus, the integrity of the radio
link is preserved through frequency diversity.

In the second example, two identical signals are transmitted at different
times, tl and t2,  as shown in Figure 1.12. The channel affects each signal’s
received power level independently and produces distinct pdf’s for the two
output waveforms. The pdf’s are cross-correlated to reveal changes in the
channel. If tl = t2, the cross-correlation of the two waveforms will be high.
But as the separation between tl and t2 increases, the cross-correlation will
become lower and eventually fall below one-half. That indicates the time
separation benveen signals where the channel response stays constant, that is,
the time coherence of the channel, (At),. In other words, the response of the
channel and the received power level is predictable as long as the separation
in time between signals is less than the time coherence of the channel.

The coherence bandwidth and time coherence parameters are key mea-
sures of the communication channel. These parameters lead to a second set
of parameters, known as the scattering functions, that describe the effect on

2. Most cellular CDMA systems, such as CDMA IS95 and WCDMA, use direct-sequence
spread-spectrum modulation.
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Path loss shadowing,
multipath fading -

Figure 1.12 Time-varying behavior of the channel affects two pulses transmitted at
separate times differently.

the transmitted signal. The scattering functions S(T,  Y) are found by taking
the Fourier transforms of the cross-correlation functions, that is,

where the multipath delay spread, r, is related to ll(Af)c  and the doppler
spread, Y, is associated with l/(At),.

The cross-correlation parameters and scattering functions are small-scale
effects caused by multipath propagation through the communication channel.
These multipath rays are duplicate signals that are scaled and phase rotated
relative to each other. Interestingly, at any instant t,,  the received signal is a
composite of these replica signals. Consequently, the received signal at time
t,  is described by

Y2(to)  = y&J (1.4)
n=O

where a, is the complex amplitude of the nth multipath rays.
The multipath delay spread (7) is especially important in digital communi-

cation systems. It measures the smearing or spreading in the received signal
when an impulse is transmitted through the communication channel. Impulse
smearing is shown in Figure 1.13 for a typical cellular system. The first peak
in the response generally corresponds to the line-of-sight ray, while the other
peaks reveal the scaling and propagation delay of the strong multipath rays.
The delay spread covers the time interval from the first peak to the last significant
peak.
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Figtire 1.13 Measured multipath delay spread for a typical cellular system. (From: T. S.
Rappaport, Wireless CommunicaG~ns,  0 1995; reprinted by permission of
Prentice-Hall, Inc., Upper Saddle River, NJ.)

The delay spread causes adjacent data bits to overlap and produces
intersymbol interference (ISI). I n narrowband communication systems, that
can be disastrous and must be removed by equalization techniques. In wideband
systems, it is possible to remove the delay from the multipath components
and to align the rays using signal processing methods.3  That yields the ensemble
average of the received power,

N-l
E&-Y  = c “2, (I 95)

n=O

where the average is computed using all the multipath components. The striking
result is that the aggregate power after alignment approaches the value due to
lognormal shadowing, eliminating the multipath effects. Furthermore, in most
situations, it is sufficient to consider only the largest multipath components,
thereby simplifying the signal processing.

3. The most common approach to aligning the rays and constructively summing them is the

Rake receiver, which is described in Chapter 5.
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1.4.3 Modeling the Communication Channel

The wireless communication channel is unpredictable, making deterministic
models of performance impossible [7-lo].  As a result, the performance of
wireless communication systems is assessed using simplifications of practical
or particularly troublesome environments based on three basic models.

Figure 1.14(a)  illustrates the simplest propagation model, line-of-sight
propagation in a noisy environment. Here, the received signal is given by

r(t) = es(t)  f n(t) (l-6)

where c is the path loss factor, s(t) is the transmitted signal, and n (t) is the
added channel noise. The noise is constant over frequency and is usually referred
to as white noise, while its amplitude is described by a zero-mean Gaussian
pdf. The function is defined by

(1.7)

2  'where CT  1s  the variance of the random variable a. This type of noise source
is called additive white Gaussian noise (AWGN). The line-of-sight model is
appropriate for picocells or for wireline  communications.

Wireless communication channels, however, are both time varying and
frequency dependent. Therefore, the path loss factor of the line-of-sight model
is altered to provide for the variation with time t and excess delay T. 4 The
received signal is then

r ( t )  =  c(t, 7) l  s ( t )  + n ( t )
(W

where c(t,  7) is a function that describes the wireless channel and models both
large-scale and small-scale effects. By contrast, the line-of-sight model assumes
that c is constant.

This second, improved model of the wireless channel is approximated in
the following way. A signal cosot  is transmitted via the wireless channel and
received at the receiver as rcos  (w t + +), where r is a complex amplitude and
4 is a uniformly distributed random variable. The complex amplitude r can
be modeled as independent I and Q random variables [8]. Furthermore, there
are a sufficient number of independent reflections (multipath rays) to allow
those random variables to be modeled as Gaussian distributed with

4. The excess delay spread is tied to the coherence bandwidth R(Af )c.
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Figure 1.14 Channel models: (a) line of sight with AWGN, (b) Rayleigh channel model,
and (~1 Rician channel model.

The probability of receiving a signal of amplitude r follows a Rayleigh
or Rician distribution that depends on the mean of the random variables I
and Q. If the mean of both random variables is zero, the pdf of T is Rayleigh
distributed and equal to
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(1.9)

where a2  is the time-averaged power level. That produces the channel model
shown in Figure 1.14(b).  If the mean of the random variables is nonzero,  a
dominant multipath component or a line-of-sight path is present and the pdf
is Rician, that is,

(1.10)

where A is the peak of the dominant signal and lo(*) is the modified Bessel
function of the first kind and zero order. That leads to the channel model
shown in Figure 1.14(c).

The Rician factor k describes the strength of the line-of-sight ray and
equals

k
A2

=-
2a2

(1.11)

As k approaches infinity, the Rician distribution becomes a delta function,
which matches the simple line-of-sight model. As k approaches zero, the Rician
distribution transforms into a Rayleigh  distribution.

The AWGN, Rayleigh, and Rician channel models are simple, compact
models for approximating the effects of radio propagation. An overview of
more complicated models is available in [ 1 I].

1.5 Wireless Standards

It is vital to use the radio spectrum efficiently and to share the limited resource
among  multiple users. That requires multiple-access schemes that separate users
by frequency, time, and/or orthogonal codes, as shown in Figure 1.15.

Most systems divide the radio spectrum into frequency channels and
strategically assign those channels, a practice known as frequency division
multiple access (FDMA). The channel assignment strategies minimize interfer-
ence between users in different cells. Interference is caused by transmitted
signals that extend outside the intended coverage area into neighboring cells.
To limit interference, frequency channels are generally assigned based on the
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Figure 1.15 Multiple access methods: (a) frequency division multiple access (FDMA),
(b) time division multiple access (TDMA),  and (c) code division multiple
access (CDMA).
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frequency reuse pattern shown in Figure 1.16. In special cases, such as CDMA
networks, universal frequency reuse is allowed and is a powerful advantage.

The choice of multiple-access technique directly affects subscriber capac-
ity, which is a measure of the number of users that can be supported in a
predefined bandwidth at any given time.

First-generation (1 G) wireless communication systems use analog meth-
ods. These systems superimpose the message signal onto the RF carrier using
frequency modulation (FM) and separate users by FDMA techniques. An
example of this type of system is the Advanced Mobile Phone System (AMPS).

Second-generation (2G) communication systems introduce digital tech-
nology. These systems digitally encode the message signal before superimposing
it onto the RF carrier. Digital data allows powerful coding techniques that
both improve voice quality and increase network capacity. Examples of this
type of system include GSM (Global System for Mobile Communications) [ 121,
NADC (North American Digital Cellular) [ 131,  PHS (Personal Handyphone
System) [ 141, and CDMA IS9 5 [ 153.

Table 1.2 compares some of the leading wireless standards.

+ Cell separation +I

Figure 1.16 Seven-cell reuse pattern typically used by carriers to separate frequency
channels.
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Table 12
Important Properties of Some Leading Wireless Standards

Standard AMPS GSM NADC P H S CDMA IS95

Frequency plan
TX (MHz)
Rx (MHz)
TX (MHz)
Rx (MHz)

Multiple access
Channel spacing (Hz)
Modulation
Maximum TX power
Bit rate
Speech per channel
Number of users
(in 10 MHz spectrum)

824-849
869-894

FDMA
30K
FM

NA
1
47

880-915 824-849
925-960 869-894
1,710-1,785 1,850-1,910
1,805-l ,885 1,936-l ,990
FfiDMA FJTDMA
200K 30K
GMSK z-/4QPSK
1w 600mW
13 Kbps 8 Kbps
8 3
56 142

1,895-l ,907
1,895-l ,907
F/TDMA
300K
v/4DQPSK
80mW
32 Kbps
4
19

824-849
869-894
1,850-1,910
1,930-l ,990
F/CD MA
1.25M
QPSK
200mW
l-8 Kbps
28
224

PI

PI

(31

141

[51

WI

[71

[81

191
WI

WI

WI
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The CDMA Concept

CDMA is a multiple-access scheme based on spread-spectrum communication
techniques [l--3].  It spreads the message signal to a relatively wide bandwidth
by using a unique code that reduces interference, enhances system processing,
and differentiates users. CDMA  does not require frequency or time-division
for multiple access; thus, it improves the capacity of the communication system.

This chapter introduces spread-spectrum modulation and CDMA con-
cepts. It presents several design considerations tied to those concepts, including
the structure of the spreading signal, the method for timing synchronization,
and the requirements for power control. This chapter also points out CDMA
IS95 [4]  details to illustrate practical solutions to these design issues.

2.1 Direct-Sequence Spread-Spectrum Communications

Spread-spectrum communications is a secondary modulation technique. In a
typical spread-spectrum communication system, the message signal is first
modulated by traditional amplitude, frequency, or phase techniques. A pseudo-
random noise (PN) signal is then applied to spread the modulated waveform
over a relatively wide bandwidth. The PN signal can amplitude modulate the
message waveform to generate direct-sequence spreading, or it can shift the
carrier frequency of the message signal to produce frequency-hopped spreading,
as shown in Figure 2.1.

The direct-sequence spread-spectrum signal is generated by multiplying
the message signal d(t) by a pseudorandom noise signal pn  (t):

g(t)  = pn  W&)

21

(2.1)
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requency
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Figure 2.1 Spread-spectrum signals: (a) message signal, (b) direct-sequence signal, and
(c) frequency-hopped signal.
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In most cases, the PN signal is a very high rate, nonreturn-to-zero (NRZ)
pseudorandom sequence that chops the modulated message waveform into
chips, as shown in Figure 2.2. Hence, the rate of the secondary modulating
waveform is called the chip rate, fc, while the rate of the message signal is
designated the bit rate, f6. The two modulation processes produce different
bandwidths, namely, R for the modulated message signal and W for the rela-
tively wide spread-spectrum waveform. Note that the secondary modulation
does not increase the overall power of the message signal but merely spreads
it over a wider bandwidth.

The frequency-hopped spread-spectrum signal is formed by multiplying
the message signal with a pseudorandom carrier frequency opn(t):

g(d  = chJp,(~bl&) (2.2)

In this approach, the spectrum of the modulated message hops about a
range of frequencies and produces a relatively wide bandwidth signal.

Spread-spectrum modulation techniques provide powerful advantages to
communication systems, such as a flexible multiple-access method and interfer-
ence suppression. These advantages are examined here for direct-sequence
spread-spectrum signals.

The direct-sequence spread-spectrum signal formed in a simple and ideal
transmitter can be described by

s(t) = pn(t)Ad(t)cos(wt  + e) (2.3)

where pn(t) is the pseudorandom modulating waveform, A is the amplitude
of the message waveform, d(t) is the message signal with bipolar values +l,

BPSK-modulated
waveform

PN sequence

Spread data

- Time

Figure 2.2 Direct-sequence spread-spectrum signals.
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w is the carrier frequency, and 8 is a random phase. The signal is transmitted
over the air interface and is received along with thermal noise n(t) and interfer-
ence i(t), which are added by the channel. The received signal is’

t(t) = pn(t)Ad(t)cos(wt + 8) + n(t)  + i(t) (2.4)

To recover the message signal d(t), the RF carrier, cos(wt  + O),  is removed,
and the spread-spectrum signal is despread by a simple correlator. The correlator
is synchronized to the transmitter’s sequence, pn (t), and its output is integrated
over the bit period ( rb). The process is described by

Tb

I
pn(t)r(t)dt  = pn2(t)Ad(t) + pn(t)[n’(t) + i’(t)] = Ad(t) (2.5)

0

where n’(t) and i’(t) represent the down-converted thermal noise and interfer-
ence. When the PN sequences at the transmitter and the receiver are synchro-
nized,pn2(t)  = 1 and the bit energy is compressed back to its original bandwidth
R. Any received interference, i(t), is spread by the correlator to the relatively
wide bandwidth W,  and its effect is lowered.

The correlator affects the message signal d(t) differently than it does the
interference i(t) and thereby improves the signal-to-noise ratio (SNR) of the
received signal.2 That powerful benefit is the processing gain of the system and
is equal to the spreading factor W/R.

2.1.1 Spreading Codes

The spreading code is a critical component of spread-spectrum communica-
tions. It generates the pseudorandom signal used to spread the message signal.
To be effective, the spreading code should produce values that resemble
Gaussian noise and approximate a Gaussian random variable. In addition, these
codes should be easily realizable at the transmitter and the receiver.

In general, the spreading signal is a binary waveform with values specified
at the chip rate. The binary waveform allows easy implementation without
sacrificing performance and enables synchronization of the transmitter to the
received signal. It is possible to achieve a continuous-time waveform by passing
the binary signal through a linear filter.

1. To illustrate the spread-spectrum concept, delay and scaling effects introduced by the channel

are ignored here.

2. Noise refers to any unwanted energy and includes interference.
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These characteristics are available from deterministic, pseudorandom
sequences with the following classical properties:

l There are near-equal occurrences of + 1 and -1 chips.

l Run lengths of r chips with the same sign occur approximately 2-r

times.

l Shifting by a nonzero  number of chips produces a new sequence that
has an equal number of agreements and disagreements with the original
sequence [ 11.

The randomness of the signal p(t) is measured by the autocorrelation
function R,,(T),  given by

Ti2

Rp,,  (r)  = Lim ‘-
T-~-T

pn(t)pn(t  + T)dt cm

-T/2

Similarly, the autocorrelation for a sequence of M  discrete values is written
a s

Rpn  (7)  = $pn Wpn  0 + 7) (2.7)
M

and is plotted in Figure 2.3. A peak or peaks in the function indicate that
the sequence contains subsequences that repeat. For a properly designed PN
sequence, the autocorrelation function is very small and equal to -l/M  for
every nonzero  value of 7. Consequently, PN sequences also are useful for
timing synchronization.

Figure 2.3 Autocorrelation of PN sequence.
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The uniqueness of the signal pn  (t) is analyzed with the cross-correlation
function, defined by

1
R?(7)  = Lim-

T-+J I
x(t)y(t  + 7)dt (2.8)

-T12

or, alternatively, by

Ky(d = y&Wy(t + 7) (2.9)
M

where x(t) and y(t) are two different signals or sequences. In general, pseudo-
random sequences demonstrate poorer cross-correlation attributes than deter-
ministic sequences, as shown in Figure 2.4 [5]. That is because orthogonal
sequences are designed to be dissimilar or orthogonal to each other. As a result,
orthogonal codes are used in CDMA systems to  differentiate -users and to
minimize interference.

The Hadamard code is a commonly used orthogonal code [G] . It is based
on the rows of a square (n by n) matrix known as the Hadamard matrix. In
the matrix, the first row consists of all OS, while the remaining rows contain
equal occurrences of OS  and 1s.  Furthermore, each code differs from every
other code in n/2  places.

The Hadamard matrix if formed by the following recursive procedure:

(2.19

Figure 2.4 Cross-correlation of a PN sequence.
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-
where Wn  is derived from Wn  by replacing all entries with their complements.
The Hadamard matrix provides n orthogonal codes.

2.1.2 Spread-Spectrum Performance

Spread-spectrum modulation and CDMA techniques allow several users to
share the radio interface; thus, the received waveform becomes the sum of k
user signals and noise:

r(t) = ~pn.(t)A,dn(r)cos(or  + 0,)  + n(t) (2.11)
n=l

The receiver retrieves the message signal by despreading the received
signal. It does that by synchronizing its correlator to a specific spreading
sequence, pn (t), that is unique to the user and different from those of other
users. As a result, the other user signals appear noiselike.

The noise (Nt)  seen by the correlator is the signal energy received from
the k - 1 users and thermal noise, that is,

k - l
Nt = c sn + WN, (2.12)

n=l

where S,  is the received power from the nth user, NO  is the thermal noise
power spectral density (psd), and W is the channel bandwidth. If the received
power from each user is assumed equal3 and k is large, such that k - 1 can
be approximated by k, then

Nt  = kS  + WV0 (2.13)

Furthermore, the interference generally is much larger than the integrated
thermal noise (kS  >> WVO),  so that

Nt = I = kS (2.14)

From this result, two important observations are made. First, the interfer-
ence of the spread-spectrum system increases linearly as the number of users
is added. Second, the performance of the system suffers when any user transmits
extra power, a problem known as the near-far effect [3].

3. This assumption is valid because in CDMA systems the power received from each user is

strictly controlled.
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The SNR is a key consideration in all communication systems. In digital
communication systems, the SNR is characterized by a related figure of merit,
the bit energy per noise density ratio (Eb  /NO). That parameter takes into
account the processing gain of the communication system, a vital consideration
in spread-spectrum communications. The parameter normalizes the desired q

:
signal power to the bit rate R to determine the bit energy and the noise or
interference signal power to the spreading bandwidth Wto determine the noise
spectral density. Recall that the correlator

‘-

l Despreads or integrates the desired signal to the narrow bandwidth
of the original message signal (R);

l Spreads the interference to a wider bandwidth;

l Leaves the uncorrelated noise unaltered.

Therefore,

Eb SIR Sm=-=:
iV, N/W kS(RIW) (2. 1%

I

Amazingly, the interference from other users (i.e., self-interface) is reduced
by the processing gain (W/R) of the system.

A simple expression for the capacity of a CDMA system is developed
from (2.15) and is given by

W/R
k = (EblNo)mjn

(2.16)

where (Eb  IN,),i, is the minimum value needed to achieve an acceptable level
of receiver performance, typically measured as the bit error rate (BER). The
expression shows that the capacity of CDMA  communication systems depends
heavily on the spreading factor and the receiver’s performance. The capacity
is tied to a flexible resource-power-and is said to be sofi-limited.  In other
words, if the required Eb/NO  is lowered, the transmit signal power allocated
to each user is reduced, and the number of users can be increased. In contrast,
the capacity of systems that employ other multiple-access methods like FDMA
and TDMA are hard-limited. That is because their capacity is fured by system
design.
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2.2 Overview of the CDMA IS95 Air Interface

Spread-spectrum communications using CDMA techniques originally were
developed for military use [7]. The systems provided vital anti-jamming and
low probability of intercept (undetectable) properties. Later, it was realized
that those techniques also benefited cellular communications over dispersive
channels. That led to operational (CDMA IS95) and planned (next-generation
CDMA) networks based on spread-spectrum communications.

CDMA IS95 is a recent 2G wireless protocol. It and other 2G wireless
protocols provide increased capacity, more robust service, and better voice
quality by introducing digital methods. The CDMA IS95 standard [4]  describes
implementation details of the network, including the air interface, the protocol
stack, the base station and mobile radio transmitters, the spreading codes, and
the power control requirements.

2.2.1 Forward Link

The base station transmits radio signals to the mobile radio and forms the
forward link, or downlink.  It relies on the forward-link modulator to protect
the message signal against radio propagation impairments, to perform spread-
spectrum modulation, and to provide multiple access by code division. The
forward-link modulator is shown in Figure 2.5, and its operation is outlined
below.

The input to the modulator is digital data from the voice coder (vocoder)
or an application. The signal is protected using a forward error correction code
(convolutional code) and repeated as needed to fill the frame buffer. Each
frame buffer is then time interleaved to protect against burst errors. The time-
interleaved data stream is scrambled by the long PN sequence, which has been
slowed to match the bit rate. Power control information is then added. The
resulting data is spread using an orthogonal Walsh code and randomized by
the short in-phase (I) and quadrature-phase (Q)  PN sequences. The signal
then is applied to an RF carrier and transmitted.

The interleaving process scat‘%s  the bit order of each frame so that if a
segment of data is lost during fading, its bits are dispersed throughout the
reorganized frame, as illustrated in Figure 2.6. The missing bits are often
recovered during the decoding process. Interleaving provides effective protection
against rapidly changing channels but hinders performance in slow-changing
environments. -wsJ

The long code provides privacy by scrambling the message data. The
short PN sequences distribute the energy of the transmit waveform so it appears

4. The term downlink  is a carryover from satellite communications.
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Figure 2.6 Interleaving process provides protection against time-varying channels.

Gaussian and noiselike. Neither of those PN codes spreads the message signal
to  the wide spread-spectrum bandwidth. It is the Walsh code, lhat--2-.----,L  I_ _;_.  .I - . -. _- prevides_ . .
~~~.~-&~~~~~n  spreading. It multiplies each message signal by a 64-bit  Walsh
code unique to each user and spreads the signal bandwidth. As a result, a 64x
processing gain is obtained.

The forward link contains several logical channels: the pilot channel, the
synchronization (sync) channel, up to seven paging channels, and, at most, 55
traffic channels. The pilot, sync, and paging channels are common control
channels, shared by all the users in the cell coverage area, which support
communications between the mobile radios and the base station. The traffic
channels are dedicated channels that support user communications. The chan-
nels are assigned to unique Walsh codes, as shown in Figure 2.7, and are able
to share the air interface with very little interaction.

The pilot channel serves three purposes: channel estimation for coherent
demodulatiz  multipath detection by the receiver, and cell acquisition during
handoff (a procedure that maintains the radio link as a mobile radio moves
from one cell coverage area to another). The pilot channel is a common channel
that is broadcast to multiple  users. As such, the overhead of the channel is
divided by the number of users in the cell coverage area. That means it can
be allocated more energy to improve performance without significant impact.

The pilot channel uses Walsh channel 0 (the all-zero entry in the Hada-
mard matrix) and an all-zero data sequence. Therefore, the pilot channel is
jusr a replica of the short PN sequences. Because the pilot channel is a PN

W a l s h  c o d e s  0 7 32 6 3

-
L /

P i l o t  Paging Traffic Sync Traffic

Figure27 Forward-link channels in COMA IS95 systems.
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sequence, it displays good autocorrelation properties and provides a means for
timing synchronization, an important aspect of the CDMA IS95 network.

The short PN sequence is a sequence of 215  chips that is conveniently
written about a circle, as shown in Figure 2.8. The figure illustrates the periodic-
ity and pseudorandom characteristics of the PN sequence. The short PN
sequence is divided into consecutive segments that are 64 chips long, and each
segment is labeled with an offset value5  relative to the top of the circle. The
base stations in the network are assigned to  different offsets and are therefore
synchronous to each other.

Neighboring base stations are typically separated by 12 PN offsets, equal
to 625 pus.  By comparison, typical values for multipath delay spread lie between
a few hundred nanoseconds and a few microseconds. As a result, pilot signals
from neighboring base stations are clearly distinguishable from any multipath
rays.

The sync channel is assigned to Walsh code 32 and used for system
timing. The base station transmits several messages on that channel at a data
rate of 1.2 Kbps. One of the messages is the pilot PN offset, which is a reference
point for the short PN sequence. Another message is the value of the long-
code generator advanced by 320 ms. That is used to offset or rotate the mobile’s
PN generator and align it to the base station. In CDMA IS95, the base stations
rely on the global positioning system (GPS) for system timing and to establish
a synchronous network. The following messages also are transmitted by way
of the sync channel: the communication air interface (CAI) reference level,

0 Offset

PN offset
Offset of neighbor

base stations

Figure2.8 Short PN sequence written in circular form to show pattern and rotation of
PN offsets.

5. The offsets indicate a rotation in time of a common PN sequence.
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the system identification (SID) number, and the paging channel data rate (9.6,
4.8, or 2.4 Kbps).

The paging channel is used to control the base station to mobile link
and is assigned to one of seven Walsh channels (codes l-7). The base station
uses this channel to wake up the mobile, respond to access messages, relay
overhead information, and support handoff functions. It communicates several
overhead messages, including the neighbor list. The neighbor list contains the
PN offsets of nearby base stations, which accelerates pilot acquisition during
handoff in a synchronous network. The paging channel also assigns the sub-
scriber to one of the available traffic channels.

TrafKc channels are assigned to the remaining 55 Walsh codes. These
channels carry information at one of two primary rates: 8 Kbps (rate set 1)
and 13 Kbps (rate set 2).6 It is possible to lower the voice data rate during
low speech activity periods, such as pauses that occur during listening, by using
a variable rate vocoder (Chapter 4 covers speech coding) [S]. These algorithms
support full, half, quarter, and one-eighth data rates that reduce system interfer-
e n c e .

Table 2.1 summarizes the data rates and the channel coding characteristics .
of forward-link channels.

The message data are divided into blocks known as frames. Each frame
consists of 192 symbols and spans 20 ms. This is a convenient period because
speech signals appear pseudostationary over short periods of time, typically 5
to 20 ms, while longer periods of time produce noticeable distortion to the
listener. Each 20-ms  block of speech is analyzed to determine its content and
to set the vocoder rate.

Each speech frame is appended with CRC and tail bits, as shown in
Figure 2.9. The CRC is a parity check that is available at most data rates’ and

Table 21
Forward-Link Channel Parameters for CDMA IS95 System

Channel Data Rate (Kbps) Channel Coding Access Method Processing Gain

Pilot - None Walsh 0 -

Sync 1 . 2 Rate l/2 Walsh 32 1024
Paging 4.8, 9.6 Rate l/2 Walsh 1-7 128, 256
Traffic

Rate set 1 1.2N Rate l/2 Walsh 6-31, 33-63 1024/N
Rate set 2 1.8/V Rate l/2 682.61 N

6. The rates in Table 2.1 are higher because these include parity bits.

7. The CRC is available at full and half rates for rate set 1 and all rates for rate set 2.
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Full rate (9.6 Kbps)

CRC bits Tail bits
\ I

172 bits 12

Half rate (48 Kbps)

Quarter rate (24 Kbps)

Eighth rate (12 Kbps)

Figure2.9  Forward-link frame structure in CDMA IS95 systems.

is used to assist rate determination. The tail bits are used to flush out the
convolutional encoder after each frame is processed.

The variable rare vocoder increases the capacity of the CDMA IS95
communication system. That is because at half-rate, each symbol is transmitted
twice at one-half the nominal power; at quarter-rate, each symbol is transmitted

. four times at one-fourth the nominal power; and at eighth rate, each symbol
is transmitted eight times at one-eighth the nominal power. That achieves the
same energy per bit at the receiver but progressively lowers the transmit power.

Another way to increase capacity in a communication system is to limit
the transmit energy outside the channel bandwidth. The base station transmitter
includes a bandwidth-shaping filter for rhat purpose. It is a Chebyshev equi-
ripple finite impulse response (FIR) filter with an extremely narrow transition
band. The transmitter also includes an all-pass filter to compensate for group
delay distortion expected at the mobile radio receiver. Group delay and phase
distortion are critical parameters for phase-modulated communication systems.

Table 2.2 lists the minimum performance requirements for a cellular-band
mobile radio receiver.* For these tests, the connecting base station transmits a
full suite of channels at defined power levels. The CDMA IS95 standard does
not provide any additional information regarding the mobile radio receiver.
Its design is proprietary to each manufacturer and is extremely challenging.

2.2.2 Reverse link

The mobile radio transmits signals to the base station and thereby forms the
reverse link, or uplink.  It employs the reverse-link modulator to protect the
message signal against radio propagation impairments and to align to system

8. The minimum performance requirements specify the power levels assigned to the pilot, sync,

paging, and interfering users as well  as the desired user.
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Table 2.2
Minimum Performance Requirements for COMA IS95 Mobile Radio Receiver

Parameter Conditions Requirement

Sensitivity
Maximum input
Single tone desensitization

FER < 0.005
FER < 0.005
Adjacent channel @ -30 dBm
FER < 0.01

-104 dBm
-25 dBm
-101 dBm

Low-level intermodulation distortion
M-W

High-level IMD

Adjacent channel @I  -40 dBm
FER < 0.01
Adjacent channel @ -21 dBm
Alternate channel @ -21 dBm
FER < 0.01

-101 dBm

-79 dBm

timing. The reverse-link modulator is shown in Figure 2.10 and its operation
is outlined next.

Unlike the forward link, it is nearly impossible to establish truly orthogonal
traffic  channels on the reverse link. That is because the mobile radios are
located randomly in the cell area, at different distances to the base station, and
with different propagation delays. As such, synchronization breaks down and
spreading codes become less effective. Mobile radios are further constrained

by portable operation and other consumer form-factor requirements. Conse-
quently, the reverse-link modulator is comparatively simple, and the perfor-
mance burden of the reverse link is shouldered by the base station.

The input to the reverse-link modulator is digital data from the vocoder
or an application. The signal is encoded and repeated to fill the frame buffer.
The data is then interleaved and Walsh-modulated. Each frame is then divided
into 16 equal sets of data called power control groups. When the vocoder is
running at less than full-rate, the repeater and the interleaver work together
to produce duplicate sets of data within the frame. The details are fed forward
to control the data burst randomizer, which pseudorandomly blanks redundant
data. The transmitter is punctured off (turned off)  during blank periods, thereby
lowering its time-averaged output power. The resulting data stream is then
multiplied by the masked long code and randomized by the I and Q channels
short PN codes. Both the short and long codes are synchronized to the base
station using information received on the sync channel.

Walsh modulation is a 64-ary  modulation method that translates &bit

symbols to one of 64 modulation states. Each modulation state is a 64-bit
entry from the 64-by-64  Hadamard matrix used by the forward-link modulator.
The difference is that here the Hadamard matrix is used to define the distinct



Figure 2.10 Reverse-link modulator for CDMA IS95  mobile radio.

Modulated
carrier
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points (or modulation states) of the constellation and is not used for spreading
or multiple access.

The reverse link contains two types of channels, as shown in Figure 2.11.
The access channel is the complement to the forward link’s paging channel.
It is used to originate calls, respond to pages, register the mobile phone, and
communicate other overhead messages. It transmits data at 4.8 Kbps. The
other type of channel is the traffic channel, which carries the message signal
and uses the Walsh code assigned by the base station.

The long code, which is masked by the electronic serial number (ESN)
of the mobile, is used to distinguish between CDMA users on the reverse link.
(The masking operation is described in Section 5.1.2.) It provides pseudo-
orthogonal PN spreading of the users on the reverse link based on its autocorrela-
tion properties. There are up to 32 access channels (for each dedicated paging
channel) and as many as 62 tra&  channels on the reverse link. In practice, fewer
traffic channels are allowed because of minimum performance requirements.

Table 2.3 summarizes the data rate and channel coding characteristics
of reverse-link-channels. Table 2.4 lists the minimum performance requirements
for the mobil e radio transmitter. The requirements ensure the quality of the
reverse link and help maximize network capacity.

The waveform quality factor (p) measures the modulation accuracy using
the cross-correlation of the transmitted signal to the ideal baseband signal [9],
that is,

Long codes 0 Ko N

A c c e s s
(K < 32)

Traffic
(N c 62)

Figure2.11 Allocation of reverse-link channels in COMA IS95  systems.

Table 2.3
Reverse-Link Channel Parameters for COMA IS95 Systems

Channel Data Rate (Kbps) Channel Coding Access Method Processing Gain

Access 4.8 Rate l/3 Long-code mask 4
Traffic

Rate set 1 1.2N Rate l/3 Long-code mask 4
Rate set 2 1.8N Rate l/2 Long-code mask 4

_.
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Table 2.4
Minimum Performance Requirements for IS95  CDMA Mobile Radio Transmitter

Parameter Conditions Capability

Maximum RF level 423 dBm
Minimum controlled RF level -50 dBm
Adjacent channel power 900 kHz offset -42 dBc/30  kHz

2.385 MHz offset -55 dBm/l MHz
Alternate channel power 1.98 MHz offset -54 dBc/30  kHz

2.465 MHz offset -55 dBm/l MHz
Waveform quality p > 0.944

M
c DkSk

(2.17)

.
k=l k=l

where Sk is the k th sample of the transmitted signal, Dk  is the kth sample of
the ideal baseband signal, and M  is the measurement period in half-chip
intervals. In practice, the waveform quality factor usually measures about or
above 0.98 [lo].

2.2.3 Power Control Algorithm

The user capacity in direct-sequence CDMA is limited by self-interference and
adversely affected  by the near-far problem at the base station receiver. Thus,
accurate power control of all the mobile radio transmitters in the system is
essential and an added challenge for the transceiver design. The receiver includes
an automatic gain control (AGC) loop to track the received power level, which
varies because of large-scale path loss and small-scale fading. To compensate
for those effects, CDMA IS95 employs two power control methods.

The open-loop method uses the power level at the mobile radio receiver
(Ph)  to estimate the forward-link path loss. It then specifies the transmit
power (PT,)  of the mobile radio as

(2.18)

For example, if the received power level is -85 dBm,  then the transmit
power level is adjusted to + 12 dBm.  Note that the response of the open-loop
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method is made intentionally slow, as shown in Figure 2.12, to ignore small-
scale fading.

Adding a feedback signal completes the AGC loop and improves the
accuracy of the open-loop method. The feedback signal is an error signal sent
from the base station to the mobile radio that instructs the mobile radio to
increase or decrease power by a set amount, generally 1 dB. It is sent once per
power control group and is therefore updated at a rate of 800 Hz. As such,
it is sufficient to support vehicle speeds up to 100 km/h [I  111. This second
power control method is referred to as closed-loop power control.

2.2.4 Performance Summary

Communication systems are designed to provide high quality services to as
many subscribers as possible. The tradeoff between the maximum number
of subscribers and the quality of service is not straightforward in CDMA
communication networks.

In direct-sequence spread-spectrum CDMA systems, capacity is soft lim-
ited by self-interference. The interference in this system was given in (2.14)
as I = kS. In CDMA IS95 systems, that interference is reduced by the lower
transmit power due to the variable rate vocoder and is increased by adjacent
cells using the same frequency channel. As a result,

I= kS(1 +f)v (2.19)

where f is a factor that accounts for “other-cell” interference effects (on
average 0.55) [12] and v is the voice activity rate (typically 3/B for English
speech) [ 131.

0 20 40 60 80 100

Time (ms)

Figure 2.12 Open-loop power response of the mobile radio transmitter.
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In practice, where high capacity is needed, each cell is sectored using
directional antennas. For a three-sector cell, that provides an antenna gain (G,)
of about 2.5 [14]. Consequently, the capacity of the reverse link of a CDMA
IS95 cell is

k Gs
W/R

= 41 +f> (EbWo)min
(2.20)

where ideal power control is assumed. The minimum value of Eb  /NO  depends
on the communication channel and the required performance of the receiver.
For low mobility, the channel becomes more predictable, power control
methods improve, while interleaving breaks down. In that situation, (Eb  lN,),i,
is about 4 dI3  and the estimated capacity is 46 users/cell. For high mobility,
interleaving performs well but power control falls apart. There, the required
Eb/N,  is approximately G dB and the estimated capacity is 29 users/cell. Of
course, those numbers will be lower with nonideal  power control [9].

The forward link is limited differently. Power control within the cell is
ideal because all the transmit signals originate from a single base station and
experience similar radio propagation effects. (Power control still is needed to
minimize cell-to-cell interference.) In CDMA IS95 systems, the forward link
is actually limited by available Walsh codes and soft handoff effects. To improve
performance through spatial diversity and to assist handoff, a mobile user
usually is linked to more than one base station, a situation known as soft
handoff. Each connection requires a dedicated traffic channel and Walsh code.
In fact, field tests show each user occupies, on average, 1.92 traffic channels.
Therefore, the capacity of the forward link is

kzm
1.92 (2.2 1)

where m is the number of Walsh codes. Since m = 55, the capacity is 28,
which is lower than the reverse link. Surprisingly, the user capacity of CDMA
IS95 is limited by the forward link, even though the reverse-link channels are
not orthogonal.
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3
The Digital System

Modern communication systems increasingly rely on the digital system for
sophisticated operations and advanced signal processing routines. Typical
mobile radio architectures include two specialized computers: the MCU, which
supervises management functions, and the DSP, which executes key signal

processing algorithms.
More and more signal processing is being performed digitally because of

developments in complementary metal oxide semiconductor (CMOS) technol-
ogy and improvements in DSP architecture. CMOS very large scale integration
(VLSI) technology ff 1 -po  ers  ow ower, low-cost, and highly integrated solutions
that continue to shrink. Amazingly, CMOS transistor density continues to
double every eighteen months [ 11. DSP architecture improvements make possi-
ble the powerful algorithms that are vitally needed to enhance the performance
of wireless communication systems.

Signal processing functions are implemented in firmware and specialized
hardware. Firmware designs provide flexibility but typically consume more
power; in contrast, hardware designs generally run faster and consume less
power.

This chapter describes the general-purpose MCU and the application-
specific DSP. It covers some of the management tasks handled by the MCU,
including protocol administration and power management. It concludes with
fundamental digital signal processing operations, such as sampling, sample
rate conversion, digital filtering, spectral analysis, data windowing, and data
detection.

43
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3.1 Architecture Issues

The digital system consists of an MCU, at least one DSP, and extensive
memory, as shown in Figure 3.1. It typically uses rwo bus sets,’ one set for
instructions and the other for data, to keep the processors fed and to reduce
computation times. It also provides the user interface (display, keypad, micro-
phone, and speaker), connects to the RF transceiver, and supports external
communications.

3.1.1 The MCU

The MCU supervises the operation of the mobile radio and administers the
procedures associated with the communication protocol. It relies on a state-
of-the-art microprocessor and includes an arithmetic logic unit (ALU), timers,
and register files.

-

3
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-
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Externa l

Key pad
display

Memory

II) Data bus
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v v ,

To RF transmitter e
E- &  -l

Microphone
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From RF receiver vc r” m&  3 C  Speaker

I I

Figure3.1 The digital system in a modern mobile radio.

1. A bus set includes an address bus and a data bus.
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The ALU performs various logic functions, such as comparisons, and
supports computationally demanding tasks. It may also incorporate specialized
hardware to accelerate division, square root, and other special math functions.

The MCU assigns timers to track network time and uses that information
to pinpoint data frame boundaries and slot indexes.2 It also uses timers to
trigger specific tasks as the mobile radio transitions to different operating
modes, such as sleep, receive, and talk. A watchdog timer guards against infinite
program loops.

The MCU depends on register files to store calibration data, the electronic
serial number of the user (used to authenticate the user), and other nonvolatile
information.

3.12  T h e  D S P

The DSP employs a specialized architecture to handle the vocoder and modula-
tor-demodulator (modem) functions [2]. These functions require tremendous
computing power and only recently have become practical for digital systems
because of technology and architecture advancements.

The vocoder and modem rely on powerful routines known as algorithms.
The algorithms are highly structured and repetitive, making them ideal for
software or hardware implementation. The choice of implementation depends
on flexibility, speed, and power consumption requirements. In general, hard-
ware algorithms handle chip-rate signal processing, while software algorithms
tackle symbol-rate processing. Table 3.1 gives the implementation details of
some common algorithms found in CDMA IS95 mobile radios.

The DSP architecture incorporates specialized hardware to efficiently
compute certain high-speed functions. The multiply and accumulate structure
is one example. It is realized by a parallel multiplier structure or a shift/add
structure [3]. Another example is small cache memory for inner-loop instruc-
tions (41,  and a third example is the correlators used for pilot acquisition and
data recovery.

All these hardware improvements reduce the execution time in the DSP.
This is crucial because modern communication systems operate with fixed,
detailed formats that impose frequent deadlines. As such, it is essential to know
the execution time of various signal pracessing algorithms. That is difficult
with a general-purpose processor because it manipulates the flow of data and
the instruction sequence to balance loading. In contrast, the DSP uses an
explicit instruction set based on very long instruction words (VLIW)  [5], which
allows hand-crafted code with well-known execution time.

2. The slot index identifies the timing associated with slot operation (described in Section

3.2.2).
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Table 3.1
MIPS Requirements for Some Common Algorithms Found in a COMA IS95 Mobile Radio

Algorithm Implementation
Millions of instructions
Per Second (MIPS)*

Correlator Hardware 5
Automatic frequency control (AFC) Hardware 5
Automatic gain control (AGC) Hardware 5
Transmit filter Hardware 30
128-pt FFT Software 1
Viterbi decoder (length = 9, rate = l/2) Software 6
Vocoder (8-Kbps Qualcomm code Software 20

excited linear prediction [QCELP])
Vocoder (enhanced variable rate Software 30

coder [EVRC])

*The MIPS values listed describe the performance of a loo-MIPS  processor and actually
decrease with improved architectures.

3.1.3 Memory

The digital system uses dedicated or shared buses to connect the MCU and
the DSP to memory. The memory typically is segmented into blocks that hold
the startup code, control software, DSP firmware, and temporary data, as
shown in Table 3.2. This approach makes faster access possible, supports zero
overhead looping [4], and reduces costs.

3.2 MCU Functions

The MCU serves two main functions, protocol administration and power
management.

Table 3.2
Memory Blocks in a Typical Mobile Radio

Memory Block Function

Boot read-only memory (ROM) Startup code
Electrical erasable/programmable ROM

(EEPROM)
Random-access memory (RAM)

FLASH (RAM)

Tuning parameters, user data

DSP firmware, user interface software, and
hardware drivers

Fast access, program, and temporary data
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3.2.1 Protocol Administration

The MCU design follows the exact protocol procedures associated with the
physical layer, the medium-access control (MAC) layer, and the radio link
control layers. The procedures specify network timing, multiple-access
approach, modulation format, frame structure, power level, as well as many
other details.

The mobile radio attains network synchronization through the pilot and
sync channels. The pilot channel is acquired (by aligning the short PN generator
of the mobile radio to the received pilot sequence) to establish a link from the
base station. That link enables coherent detection and reveals radio propagation
effects. The sync channel is decoded to obtain critical timing so that transmitted
data packets can be aligned with network frames. That makes it possible to
route data through the MAC layer and the radio link control layer.

Call initiation and termination occur through the paging and access
channels. The MCU maintains timing during slotted operation, reviews paging
channel messages, and directs any nenvork  response through the access channel.
To make a call or reply to a request, it transmits access probed to draw the
attention of the base station and subsequently establish a radio link. To termi-
nate a call, the MCU relays the appropriate signals and powers off key circuits.

The MCU also supervises cell-to-cell handoff through the set maintenance
function. This function ensures that the mobile radio connects to the base
station with the strongest radio signals. It relies on pilot strength measurements
made at the mobile radio to divide the pilot offsets into four categories of
decreasing signal strength, as listed in Table 3.3. The active set is especially
important because it is the list of pilot signals approved for cell-to-cell handoff.

32.2 Power Management

The MCU also provides smart power management to the mobile radio. That
includes monitoring battery energy levels, charging the battery, and minimizing
power consumption, a vital function for portable equipment.

Table 3.3
Pilot Offset Categories

Category

Active
C a n d i d a t e
Neighbor
Remaining

Description

Recognized and used for handoff
Potential active pilot signals
Adjacent base stations and sectors
Leftover off sets

3. Access probes are signal messages on the access channel.
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There are three modes of operation for the mobile phone: idle, receive,
and talk. In idle mode, the MCU deactivates most functions except the digital
system clock. In receive mode, the MCU activates the JLF receiver and the
digital modem. It demodulates the paging channel until it receives a valid
paging message and then switches to talk mode. In talk mode, the entire mobile
radio is active to support two-way communication.

To lower interference, improve system capacity, and extend battery life,
networks broadcast paging messages periodically at designated times known as
slots, instead of continuously [GJ. Slots span two sub-frames (2.5 ms) and
occur at multiples of 1.25 sec. Consequently, the mobile radio spends most
of the time idle and wakes up the receiver only for the active slots.

Slotted operation complicates mobile radio design, because synchroniza-
tion is needed to demodulate the received signal; otherwise, the signals are
noiselike. Additionally, the received power level is likely to change between
slots; therefore, time is needed to adjust the gain of the receiver. As a result,
the MCU must queue the receiver before the slot index.

In talk mode, the MCU attains discontinuous transmission by puncturing
the RF transmitter. Although this scheme extends battery life, the switching
transients actually add more interference to the system.

The mobile radio draws different current levels during slotted and talk
modes, as illustrated in Figure 3.2. Furthermore, it is useful to translate the
graphs into convenient parameters known as standby time 4 and talk time.
Standby time (ts)  is approximated using

(3.1)

where E is the battery energy in mA*hrs,  k is the fraction of time the receiver
is on, r;drp  is the idle current, and 1~y  is rhe receiver current. Talk time (tT)

is estimated using

E
tT=

hx + VlTx
(3.2)

where 1~~  is the transmitter current and v is the voice activity factor, typically
3/8.  Note that the receiver is always powered on during talk mode.

4. Slotted mode operation is more generally referred to as standby time.
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Figure3.2 Current consumption of the mobile radio during (a) standby time and (b) talk
time.

I 3.3 Digital Signal Processing Algorithms

The DSP executes powerful algorithms on discrete-time digital data. In general,
the data is formed by sampling a continuous-time signal and converting the
analog samples to digital format. It then becomes possible to perform various
digital signal processing routines, including sample rate conversion, digital

filtering, spectral estimation (fast Fourier transformation), data windowing,
and data detection. The sampling process and the digital signal processing
algorithms are outlined below.

3.3.1 The Sampling Theorem

The sampling process converts a continuous analog waveform to discrete-time
samples, as illustrated in Figure 3.3. Mathematically, the sampling process
modulates the continuous analog signal x(t)  by an impulse function
s(t  - nT):

y(t) = $J  x(t)8(t  - nT)
n=--00

(3.3)
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x(t) M- VU)

Sampler

(a)

Sampling pulses

B

(b)

(4

Figure 3.3 Illustration of the sampling process: (a) sampler, (b) input signal, and (c)
output signal.

where y (t) are the discrete analog samples and T is the sampling period. The
impulse train is a unique function, being periodic in both the time domain
and the frequency domain. Its Laplace transform is given by

00

I

m
c (St - nT)e-‘*dt = (3.4)n=---00

--a)
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Using that result, the Laplace transform of the sampling process can be
written as

m
Y(5) =

I
x(t)e  -"Lit  * n~~+6[J-  (G)]

-00

which yields the following important result:

(3.5)

(3.6)

The Fourier transform of that result is found by replacing s  with jw:

Y(u) = f 2 X(w  - nw,)
n=-00

(3.7)

where the sampling frequency o,  is 27r/  7’. This shows that the frequency
spectrum of the sampled signal actually consists of copies of the original signal’s
spectrum centered at integer multiples of the sampling frequency.

Note that the relationship between the sampling frequency w, and the
bandwidth of the continuous analog signal x(t) affects the integrity of the
sampled signal Y(s). If the sampling frequency is too low, the spectrum copies
generated by the sampling process “alias” (overlap) and produce distortion in

the sampled signal y(t), as shown in Figure 3.4. By contrast, if the sampling
frequency is at least two times the bandwidth of the input signal, the sampled
signal retains all the information present in the original signal. This sampling
frequency requirement is known as the Nyquist rate (71 and is defined as

w,r2B  T$ (3.8)

Figure 3.4 An aliasing effect is caused when sampling frequency is too low.
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where B is the bandwidth of the original signal. This criterion is fundamental
to digital signal processing.

3.32  Sample Rate Conversion

The data rate of a signal is an important consideration in digital systems and
is chosen for accuracy, convenience, or effkiency. As such, signal processing
algorithms often  operate at different data rates and thus rely on a resampling
process known as sample rate conversion.

The sample rate conversion process is called decimation when it lowers
the data rate of the original signal and interpolation when it raises the data
rate of the original signal. The conversion process consists of a sampling
operation and linear filtering [8].

The decimation process, shown in Figure 3.5, eliminates samples from
the original signal, thereby lowering its data rate and reducing the bandwidth
of the decimated signal. This operation “down-samples” the original signal
from a rate of Tto  m Tand aliases spurious signals or noise in the input waveform
above the new, lower sampling frequency w,/2m. To prevent corruption of
the decimated signal y(m), the input signal x(n) is passed through a low-pass
filter before resampling.

The interpolation process shown in Figure 3.6 adds k - 1 zero-valued
samples between each pair of the original samples. This operation “up-samples”
the input signal x(n) from a rate of T  to T/k and creates copies of the original
signal spectrum. To remove the copies, the resampled signal is passed through
a low-pass filter. The response of the low-pass filter smoothes the zero-valued
samples and yields the interpolated signal y(k).

The decimation and interpolarion processes include linear low-pass filters.
The filters are ideal low-pass filters or box-car filters [g]  in the frequency
domain and are realized as “accumulate-and-dump” functions, as shown in
Figure 3.7.

The accumulate-and-dump function is described by the z-transform [IO]:

N - l

D(z) = 1 + z-l + z-2  + . . . dN-l) = c Fi (3.9)
i=O

where z is the unit delay operator equal to e -sT.  The z-transform can be
rewritten in closed form as

D(z)  = l - z
- N

1 -z--l
(3.10)

The frequency response of this filter is found by substituting z for ejwT:
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mT

X(4

t
Low pass

/ f i l t e r

(b)

(c)

Figure 3.5 Illustration of the decimation process to reduce sampling rate from T  to mT:
(a) block diagram, (b) input signal, and (c) resampled signal.

D(w) =

#NT
s i n  -( >2

WT
sin -

( >2

(3.11)

Note that the term l/Nvanishes  if the filter transfer function is rewritten
using sine  fkctions,  where sine(x)  = sin(x)lx.  Accumulate-and-dump filters

are also known as comb filters.
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Figure 3.6 The interpolation process to increase sampling rate from T to T/k: (a) block
diagram, (b) input signal, (c) effect of zero-value samples, and (d) output
signal.
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Figure 3.7 Low-pass filter for sample rate conversion: (a) frequency-domain response of
box-car filter and (b) accumulate-and-dump filter structure.

3.3.3 Digital Filters

Digital filters find extensive use in communication systems. They remove
interference and noise in the receiver, shape the modulation spectrum prior
to transmission, prevent aliasing in sampling operations, enable multirate signal
processing, and dampen feedback-control loops. Digital filters generally are
linear filters and are classified as finite impulse response (FIR) filters or infinite
impulse response (IIR) filters [ 111.

The FIR filter is a linear constant coefficient filter and is shown in Figure
3.8. It is based on N samples of the input data sequence and is characterized
by the transfer function
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Figure 3.8 Structure of the FIR filter.

yw = co”(n)  + c&z  - 1) + . . . C&&z - iv + 1) (3.12)

where ci are the filter tap weights. The filter structure does not include any
feedback paths; th us , its transfer function contains only zeros and no poles.
Consequently, the FIR filter provides a bounded (unconditionally stable) mag-
nitude response and linear phase response [ 1 l]  .5  That makes it well suited for
phase-modulated communication systems like BPSK and QPSK.  The FIR filter
is sometimes referred to as a transversal filter.

The IIR filter shown in Figure 3.9 is a recursive digital filter that is
similar to traditional analog prototype filters. It includes N - 1 feedback paths
that produce a transfer function with both zeros and poles. As a result, IIR

Forward path

Figure 3.9 Structure of the IIR  filter.

5.  The linear phase response requires symmetric filter coefikients.



filters are conditionally stable and typically provide high Q responses with
steep magnitude transitions and distorted phase responses. IIR filters invariably
are more compact and less power hungry than similar performing FIR filters.

3.3.4 Fast Fourier Transforms

Another fairly common function of the DSP is spectral analysis. This analysis
is performed by the fast Fourier transform (FFT) algorithm [12],  which is
simply an efficient procedure to compute the discrete Fourier transform of a
data sequence [IO].

The discrete Fourier transform (DFT)  is defined by

-2 njkn

X ( k )  =  N$1x(n,,  N (3.13)
n=O

for an N-sample data sequence. It produces N equally spaced components
from -f,/2  to +f,/2,  where fs is the sampling frequency. {The frequency
components are limited to that range by the Nyqust.s;mpling  theorem.) If
the shorthand notation WN  is used for the term P , then

X(k)  = Nyx(n)w$ (3.14)
n=O

The coefkients  of the DFT and the Fourier integral are identical for a
band-limited signal sampled at the Nyquist rate. Any difference is due to
aliasing distortion caused by too few samples in the data sequence. The DFT
also shares many of the useful properties associated with the Fourier transform,
including superposition, scaling, time shifting, and convolution [S].

The FFT is a clever computational technique for decomposing and then
efficiently rearranging the calculations for the DFT coefficients, thereby speed-
ing computations considerably. This algorithm is realized in one of two basic
ways, either decimation in time or decimation in frequency [lo].

In both types of FFT algorithms, the computations reduce to a series of
two-point DFT operations, known as butterfly computations and shown in
Figure 3.10. The butterfly computation is straigh$orward  and computationally
simple because it is just a single complex operation. It is described by

Xm+l(P)  =  %.2(p)  +  W;;x,(q)

x,+1 (q) = G&d - W;Jx,(q)

(3.15)
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xm( P)

><

X,,(P)

wh

-Wh

x,(q) x,,(q)

Figure3.10 The butterfly computation used in the FFT.

As a result, these FFTs  require only (N/2)logzN  calculations, compared
to N2 calculations for the DFT [lo].

3.3.5 Windowing Operations

Signal processing routines typically segment the data stream into data blocks
by using windowing operations. The windowing operations either truncate or
taper the data sequence; the approach depends on the intended signal processing
algorithm. For example, an autocorrelation routine that measures signal power
can use a simple windowing function. In contrast, an FFT algorithm requires
a periodic data  sequence formed by a tapered window.

The windowing operation shown in Figure 3.11 is mathematically
described by

h(n) = x(n)w(n) (3.16)

and can be rewritten as

H(w) = c W(w)X(o - 7x0) (3.17)
n

This second equation, (3.17),  is important because it shows that the
windowing function alters or smears the frequency spectrum of the data
s e q u e n c e .

The simplest window function is the rectangular window, shown in Figure
3.12 and described by

w(n) = 1 forO<n<N-  1

= 0 otherwise

(3.18)

The rectangular window is a unit pulse of length N samples, and its
discrete Fourier transform is
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Figure 3.11 Windowing operation.

Figure3.12 Rectangular windowing function in the time domain and frequency domain.

(3.19)

Its spectrum has a main lobe (from -27rlN  to 2r/N) and several side
lobes with measurable energy. The widths of the main lobe and each side lobe
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depend on the value of iV and grow as N becomes smaller. In addition, the
energy in each side lobe depends only on the windowing function. As such,
several windowing functions have been developed with differing characteristics,
as listed in Table 3.4 and shown in Figure 3.13.

3.3.6 Detection Process

The most important function in the communication DSP is the recovery of
the transmitted message signal, a process known as detection. The task is a

Table 3.4
Characteristics of Some Popular Windowing Functions [lo]

Window Function Side lobe Energy (dB)

rlectangular w(n) = 1 for 0 5 n I N - 1 -13

Bartlett

Hanning

Hamming

Blackman

1.0

w(n)
0.8

0.6

0 (N- ;)/2

Figure 3.13 Some popular windowing functions.
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formidable one for wireless communication systems, because noise and disper-
sive effects corrupt the link. To combat those effects, the functions of the
transmitter and the receiver are designed to complement each other.

Figure 3.14 illustrates a simple matched-filter digital receiver. It consists
of a linear filter h(t),  a sampler, and a threshold comparator. The transmitted
signal 5 (t) is binary, meaning it has two possible values so(t) and s  1 (t),  The
received signal r(t) is given by

r(t) = c(t) * s(t) + n(t) (3.20)

where c(t) is the impulse response of the channel and n (t) is white Gaussian-
distributed noise. The linear filter h(t) reshapes the received waveform, max-
imizing the signal energy at the decision points and thereby improving the
overall SNR [ 131.’

The sampler produces a single value at c = T described by

z(T) = a;(T) + n(T) (3.2 1)

where ai(  T) is the signal component of the output, ideally either a0 or al,
and n(T) is the noise component of the filter output z(t). The comparator
tests z(T) against the threshold 7. If z(T)  < 7, then the hypothesis is ho,
indicating that ro(t>  was sent. Otherwise, z(T)  > y and the decision is hl ,

suggesting that 5 1 (t) was transmitted.
The filter h(t) is linear and time invariant. As such, its effect on the

Gaussian-distributed input noise n (t) is to produce a second Gaussian random
process. Therefore, the noise component n(T) is described by the zero mean
process

(3.22)

f( 0

Sample r

Figure 3.14 Simple digital receiver.

ho

hl

6 . Assuming that the linear filter h(r) is a matched filter with an inverse transfer function equal

to the response of the transmitter plus  communication channel.
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where 72, is the mean (typically equal to zero) and g2 is the noise variance.
When added to the signal component ai ( r), a Gaussian random variable,
z(r), with a mean of either a0 or al is produced.

The pdf of z(T) wh en so(t) is transmitted is simply

(3.23)

which is also known as the conditional probability of so(t) given z ( T). Similarly,
the conditional probability of s  1 (t) given z( 7) is

pblq) = *Uexp(-(zi>)2) (3.24)

From those conditional pdfs, the optimum comparator is designed, one
that minimizes the detection error. In a binary system, a detection error is
produced in one of two ways. An error, e,  is produced when so(t) is transmitted,
and the channel noise raises the receiver output signal Z( T) above y. The
probability of that is the area under the tail of the Gaussian pdf from y to 00,
that is,

00

p(+0)  =
I

p(zls0Mz (3.25)

Y

and is illustrated in Figure 3.15. That expression, also known as the complimen-
tary error function, is defined as

* e$[x] =  Q[x]  =

X

(3.26)

Figure 3.15 Error pdf’s for a binary system.
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An  error,  e,  is  also  produced  when  s  1 (t) is  transmitted,  and  the channel
noise  lowers  the receiver output  signal z(T)  below y. The  probability  of that
error  is

(3.27)

The  probability  of bit  error  PB is  then the sum of those  two probabilities,

simply

PB = p(+1)Ph) + pkls2)p(s2)

Note  that  both  p  (e  Iso) and p (e  1s  1) are dependent  on the Gaussian  pdf

of the sampled  noise  n (7’) in exactly  the same way. Therefore,  y  is  chosen  to
make  the  pdfs  symmetric  and equal.  As  a result

PB = p(+O)  =p(+l)  = Q 7[ 1 (3.29)

because  it is  assumed  that  p (so)  and p (3  1) are equally  likely  with  value  one-
half.  The  best  receiver performance  is  achieved when  the threshold  y is  set
properly, and symbols  a0 and al are  spaced  as  far apart  as  possible.

An  alternative  type  of digital  receiver, which  is  identical  in performance
to  the matched-filter  receiver, is  the correlator  receiver shown in Figure  3.16.
It compares, by  cross-correlation, the received  signal  to  each  of the possible

transmit  symbols  s;(t),  that  is,

s,(t)
I

-T

q(t)  = f
I

T(t)Ji(t)dt

0

w.  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  ...%
rU) -QJ+-~zflG~hi(t)

L........................................

Correlator i

Sampler

Figure 3.16 Correlator receiver.
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where z;( T)  is the decision hypothesis for the i th symbol. The sampler produces
a single value at t = T equal to

zi(n  =  ai  +  n ( T ) (3.3 1)

which is identical to the matched-filter receiver [ 131.  This shows that the
matched correlator is in fact a synthesis method for the matched-filter receiver.
Furthermore, in a binary system, the correlator receiver simplifies to a single
correlator function based on either sg  (t) or s l (t).

For BPSK modulation, the symbols a0 and al are located at -6 and
+fi. It follows that the distance between symbols equals 2fi and

(3.32)

where IV,  is the noise power. For QPSK  modulation, each symbol represents
two bits. Because adjacent bits are separated by e  and E, = 2Eb, the
distance between adjacent symbols is 2fi. Therefore, -

(3.33)

which is identical to the result for BPSK modulation. This result is striking
because it means that the data rate has doubled without affecting the SNR

u41.
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Speech Coding

Speech signals are intrinsically analog. Speech signals are converted to digital
form to take advantage of the benefits associated with digital communication
systems, including access to powerful DSP algorithms, easy interchange of
voice and data, message scrambling and encryption, error correction for trans-
mission over noisy channels, and information storage. The conversion process
is known as speech coding and is a form of source coding.

Toll-quality’ digitized speech possesses a high data rate and typically
occupies a wider bandwidth than analog speech. The wider bandwidth of
digitized speech lowers spectral efficiency, adversely affects system performance,
and provides the motivation for data compression and speech coding.

Compression techniques rely on “intelligent” source coding and exploit
the perceptive listening qualities of humans. Those qualities give humans the
ability to  recognize words or phrases spoken by different people, with distinctive
voices and accents. Consequently, synthesized speech does not have to duplicate
human speech exactly to be easily understood.

This chapter investigates the characteristics of speech, identifies key prop-
erties exploited by speech compression algorithms, and presents details of several
different coding algorithms. Voice-oriented wireline  communication networks
typically rely on a technique known as logarithmic pulse code modulation
(KM)  for speech coding [l] . In contrast, most wireless communication systems

use a form of linear predictive coding (LPC) [ 1,2]. This chapter also summarizes
the most common methods used to assess the quality of synthesized speech
and compares some popular speech-coding algorithms.

1. Toll quality relates to the performance found in wireline  phone nenvorks.
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4.1 Characteristics of Human Speech

Human speech combines two types of sounds, voiced and unvoiced. During
voiced sounds, such as vowels, the speaker’s vocal chords vibrate at a specific
pitch frequency and produce a pulsed output rich in harmonics. That pulsed
output or excitation is shaped by the throat, mouth, and nasal passages to
form various sounds. During unvoiced sounds, like the consonants S, J and
p, the vocal chords do not vibrate. Instead, turbulent air flow generates a

noiselike output that passes through the lips and teeth to create the unvoiced
sounds [3, 41.

Human speech is a rich mixture of voiced and unvoiced sound segments,
each typically 5-20 ms long and quasistationary [5]. The spectrum of human
speech is further characterized by its fine and formant  structures, as shown in
Figure 4.1. The fine structure is quasiperiodic in frequency and is produced
by the vibrating vocal chords. The formant  structure is the spectral envelope
of the speech signal and is modulated by the vocal tract (i.e., throat, mouth,
and nose passages). The spectral envelope shows peaks produced by resonant
modes in the vocal tract called formants. A typical speaker demonstrates three

F u n d a m e n t a l

F o r m a t  s t r u c t u r e

-1.0 4
0 8 l# 24 a2

Time (mS) Frequency (kHz)

- 1 . 0  - -
0 8

Tidi (ms)”
a2

Frequency (kHz)

Figure 4.1 Time and frequency domain characteristics of human speech (A. S. Spanias,
“Speech Coding: A Tutorial Review,” IEEE Proc.,  0 1994 IEEE).
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formants  below 3 kHz and one or two additional formants  between 3 and
5 kHz  [5].

If speech is analyzed over short segments of time, it exhibits several

important properties:

4 Nonuniform probability density of speech amplitudes;

l Nonflat  voice spectra;

l Nonzero  autocorrelation function between successive segments

13, 6 71.

Furthermore, speech can be band-limited2 without loss of information,
making it possible to sample speech at relatively low frequencies and still
accurately reproduce it.

In the case of human speech, the nonuniform probability implies that
there is a very high probability of near-zero amplitude signals, a significant
probability of very high amplitude signals, and a lower probability of in-between
amplitude signals. In addition, short-term pdf’s are single-peaked and Gaussian-
distributed, while long-term pdf’s are more likely to be two-sided exponentially
flat with a peak at zero, indicating nonspeech. That means the long-term pdf
can be approximated by the Laplacian function [3].

The nonflat  spectral characteristic of speech follows the individual formant
resonances of the speaker. That leads to frequency domain speech-coding
algorithms that separate speech into different frequency bands before coding.

The autocorrelation between adjacent speech segments is highly corre-
lated, with typical autocorrelation values of 0.85 to 0.9 [3]. Therefore, a large
component of subsequent speech samples can be predicted using the current
sample. This concept leads to time-domain predictive algorithms.

4.2 Speech-Coding Algorithms

The speech-coding algorithm encompasses both the encoder, which compresses
speech, and the decoder, which synthesizes speech. These functions work
together to minimize the transmit bit rate and provide high-quality synthesized
speech with low complexity and low delay.

Speech-coding algorithms generally fall into one of two categories, wave-

form coders or vocoders. Waveform coders focus on the speech waveform,

2. Most wireline  and wireless digital communication systems band-limit speech to approximately

3.6 kHz  and sample it at an 8-kHz  rate.
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using scalar and vector quantization methods to faithfully reconstruct the speech
signal. Waveform coders are generally robust and are suitable for a wide class
of signals. Vocoders take advantage of speech characteristics to produce percep-
tually intelligible sounds without necessarily matching the original speech wave-
form. As such, they are suited for speech-only low-rare applications, like digital
cellular telephones.

All speech-coding algorithms begin by converting analog speech to digital
form. The conversion process periodically samples the continuous analog signal
and maps the samples to a set of discrete codes. As a result, the quantization
process introduces irreversible distortion because each unique code word repre-
sents a range of analog values.

In a standard A/D converter (or quantizer), the discrete codes are uni-
formly spaced. Furthermore, to achieve high-quality digitized speech, the analog
input is typically sampled at an 8-kHz rate with 13-bit  resolution.

4.2.1 Waveform Coders

Waveform coders support general-purpose applications, provide medium-rate
(16  to 64 Kbps) performance with above-average quality, and find widespread
use in wireline  communication systems. Waveform coders use quantizers to
produce an output data stream with binary values that appears pulselike (hence,
the label p&e  code  modulation). A standard quantizer generates uniform KM,
runs at full rate ( 104 Kbps), and possesses a wide bandwidth.

To reduce the output bit rate (and bandwidth) of the KM coder, a
nonuniform quantizer is used. In this type of coder, the quantization levels
are fine for frequently occurring signal amplitudes and coarse for rarely occurring
signal amplitudes. The quantizer levels are typically spaced using one of two
near-logarithmic functions. One of these is ,u-law  companding [6]  and is based
on the expression

v
0 2 4 t

(t)  = 141  + PIKWJ)
141  + p>

(4.1)

where &(t)  is normalized using Kn(t)lVmm  and p  = 255. The other is A-law
companding [6] and is based on these equations:

1
for 0 < 1 Vn (t) 1 < z (4.2a)

v
out

@)  = 1 + ~n[~pcz(t)ll
1 + In(A) for:< IV*(t)1  < 1 (4.2b)
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where A = 87.56. These functions, which are graphed in Figure 4.2, are effective
at compressing 13-bit  signals (IOdKbps  data rate) to 8-bit format (64 Kbps),
the data rate used by most wireline  communication networks.

There are other scalar quantization schemes that further reduce the data
rate. In adaptive KM  (APCM) [5], the dy namic range of the quantizer tracks

the amplitude of the signal. It uses the time-varying property of speech signals
and relies on the amplitude of the previous sampled signal to set the range of
the quantizer. A more efficient method, known as differential PCM (DPCM)
[8]  and shown in Figure 4.3, further exploits the correlation between adjacent
samples.

Practical DPCM coders include a time-invariant short-term predictor to
estimate the current speech sample, s(n). It forms an estimate, ;(n),  using p
past samples-and the following relationship:

P
s^(n)  = a1.h  - 1) + a&z  - 2) + . . . = c a&z  - k)

k=l
(4 .3)

with fixed coefficients (ak]. That shows that the predictor is simply a linear
FIR filter with p taps. The estimate can also be written in z-notation as

&Z) = i dks(Z)Z-’ = [ 1 - &)]S(z)
k=l

where z denotes the z-transform.

0.8

0.6

0.2 0.4 0.6 0.8 1

Normalized Input

(4.4)

Figure 4.2 Log-PCM companding.
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Transmitted
parameters

(a)

08

Figure4.3 DPCM: (a) encoder and (b) decoder.

The DPCM coder determines the difference, e(n), between the current
speech sample and the estimare, s(n) - s”(n). It codes that information and
then transmits it to the receiver. At the receiver, the decoder applies the
information to a matching prediction filter to synthesize the speech sample.

A subclass of DPCM is delta modulation [S], which operates at a much
higher rate but uses a single bit to represent the prediction error. Another
subclass of DPCM is adaptive DPCM (ADPCM) [9, lo].  It allows the step
size and the predictor coefficients  to vary and track the speech input.

4.2.2 Vocoders

For wireless networks, it is advantageous to further compress the data stream
and thereby make more efficient use of the radio spectrum. That is accomplished
with vocoder algorithms, which exploit the characteristics of human speech.
Th ale gorithms compress the data rate to 4 to 16 Kbps with acceptable complex-
ity and toll quality.

Figure 4.4 illustrates the vocoder concept, which is modeled after human
speech physiology. It simulates voiced sounds by a periodic impulse generator
at the fine structure frequency and unvoiced sounds by a noise source. The
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Figure 4.4 Vocoder model for generation of synthetic speech.

signals pass through a gain element to adjust the energy level of the signal and
a formant  filter to represent the effect of the vocal tract.

The vocoder algorithm divides speech segments into long (unvoiced) and
short (voiced) events. It then processes those signals in such a way as to map
more bits to rapidly changing elements and fewer bits to slowly changing
elements. There are several different vocoder algorithms, which are outlined
next.

4.2.2.1 Channel Coders

The channel coder is a simple frequency domain vocoder that exploits the
nonflat  spectral characteristics of speech. It measures the spectral envelope

(formant  structure) of the speech signal by separating the signal into frequency
bands using the structure shown in Figure 4.5. The structure typically consists
of 16 to 19 channel filters with increasing bandwidth at higher channel fre-
quency [51.  Th e channel coder samples the energy in each frequency band
every 10 to 30 ms.

The channel coder also analyzes the fine structure of the speech sequence
and determines the characteristics of the excitation source, including the gain
factor, the binary voice decision, and the fundamental pitch frequency. The

gain factor scales the resulting coded speech to match the total energy level of
the input speech. The binary voice decision specifies the appropriate excitation
source. If the sound segment is “noiselike” with low energy and a large number
of zero crossings, then it is “unvoiced” sound and simulated by a random

noise generator. Otherwise, the sound segment is “voiced,” with a fundamental
pitch frequency (found by recognizing peaks in the autocorrelation sequence)
and simulated by a periodic pulse generator.

The channel coder transmits compressed binary data that describe the
voice excitation and spectral envelope (as measured by the formant  structure)
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Filter Bank

Input
speech

Figure 4.5 Block diagram of a channel coder.

of the input speech sequence. The decoder uses those parameters to reconstruct
the speech sequence in the frequency domain.

4.2.2.2 Linear Predictive Coders

The LPC [3, 4, 11-131 is a time domain vocoder, which improves on the
performance of the channel coder by replacing the channel filters with a more
versatile filter, as shown in Figure 4.6. It extracts significant features of the
speech signal (such as the spectral envelope, the pitch frequency, and the energy
level), codes those parameters, and transmits them to the receiver, where the
speech signal is synthesized. The LPC is computationaily intensive but has
become practical with the development of DSI?  architectures and CMOS VLSI
technology.

Speech synthesis is modeled after Figure 4.4 and described by ”

(4.5)

where S(z) is the synthesized speech signal, V(z)  is the excitation, G is the
gain factor, and l/A (z) is called the synthesis filter. Equation (4.5) is rearranged
to read

S(z) = [I - A (z&S(z)  + GV(z) (4.6)

and then transformed to the time domain, where
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Figure4.6 LPC: (a) spectral envelope and pitch determination, (b) gain factor analysis,
and (c)  decoder.

s(n)  = i  a&z - k) + Gv(n)
k=l

(4.7)

Note that the first term forms an all-pole linear filter and shapes the spectral
envelope of the speech signal.
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The coefficients for the synthesis filter are estimated using linear predic-
tion. In that approach, the current sample estimate is the linear sum of p
(typically 8 to 16 [3]) past samples and is written as

f(n) = i qs(n - k)
k=l

(4.8)

where {akl  are the adaptive filter coefftcients  or estimates. Unfortunately, this
filter does not perfectly match the’vocal tract and therefore produces a prediction
residual, e(n), given by

44 = s(n) - f(n) = s(n) - i @kS(TZ - k) (4.9)
k=l

It is important to note that if ak = ak,  then the prediction residual is simply
the excitation source Gv(n).

The adaptive filter.coefficients  are determined by minimizing the predic-
tion residual. That method uses the average energy E in the error signal, which
is given by

E = ; e2b) = ; [S(n) - i akS(n - k) 1
2

(4.10)
n=l n=l k=l

where N is chosen as a compromise between accuracy and expected autocorrela-
tion properties [3]  .3  To find the filter coefficients, the expression for the average
energy in the error signal is differentiated with respect to the filter coefficients
ay, and set to zero. That yields

(4.11)

where Cmk describes the correlation between the sample s(n - m)  and the
other weighted samples aks(Z!  - k) [4, 5, 111.  The iinear  equations for the
predictor coefficients are called normal equations or Yule-Walker equations
and are solved efficiently by the Levinson-Durbin algorithm [ 121.  Ideally, the
prediction filter acts as a short-term decorrelator and produces an error residual
that has a flat power spectrum.

3. The autocorrelation of the signal as a function of delay indicates how quickly the LPC

changes.
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Recall that the synthesis filter was defined as l/A  (2).  Consequently, an
error in any one coeffkient affects the entire frequency spectrum, which can
have disastrous consequences on the quality of the synthesized speech. That
shortcoming can be removed by transforming the adaptive coeffkients {ah]
to zeros in the z-plane. With this approach, each pair of zeros describes a
resonant frequency with a resonant bandwidth. The zeros of the z-transform
are called the line spectrum frequencies and are grouped to form line spectrum
pairs (LSPs). In practice, the LSP parameters are more immune to errors* and
are normally quantized and transmitted instead of the adaptive filter coeffkients
[13, 141.

The classical linear predictive coder described so far uses a synthesis-and-
analysis approach without feedback. It transmits features of the prediction
residual or error signal to excite the synthesis filter at the receiver. (That
contrasts with the DPCM coder, which actually transmits the quantized error
signal.) Its performance is affected by the accuracy of the prediction filter and
the excitation source. Reliable estimation of the spectral envelope is possible
using linear prediction techniques, but accurate estimation of the excitation

source is more challenging. At low data rates, the basic two-state excitation
source, consisting of a white noise generator (for unvoiced sounds) and a
variable-rate pulse generator (for voiced sounds), produces synthetic speech
quality. To achieve better performance, closed-loop linear predictive coders
that optimize more flexible excitation sources are used.

In closed-loop form, the linear predictive coder drives the difference
between the synthesized waveform F(n) and the input signal s(n) toward zero.
This type of vocoder uses synthesis by analysis to optimize the excitation source,
as shown in Figure 4.7. It produces an error signal given by

e(n) = s(n) - r(n) (4.12)

and includes an algorithm to select the best excitation source. The choice of
error minimization criterion is critical and is typically based on the mean square
error (MSE) between the input and the synthesized sequences:

E = xe2(n)  = c s(n) - i qs(n  - kj2 (4.13)
n n k=l

Other error-minimization methods are based on autocorrelation and

autocovariance functions [3, 4, 111.

4. It is easier to guarantee the stability  of rhe synthesis filter using LPC parameters.
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Figure 4.7 Analysis-by-synthesis linear predictive coder.
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A straightforward error criterion, like -MSE,  does *not  account ror the

perceptual quality of digitized speech. That perspective is gained by adding a
weighted filter E(z) to shape the error spectrum and concentrate energy at the
formant  frequencies. As a result, the errors at the formant  frequencies are
minimized. In practice, the weighted filter is a model of the human ear’s
response.

4.2.2.3 RPE-LTP Algorithm

The GSM system uses the regular pulse excitation (Rl?E)-long-term  predictor
(LTI?) speech-coding algorithm [lS] shown in Figure 4.8. The algorithm
consists of a linear prediction filter and adds an advanced multipulse excitation

Prediction

s(n)
Current
sample

prediction filter

l-Source
J Parameters

Figure 4.8 Block diagram of the RPE-LTP algorithm used in GSM systems.
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source. It models the voice source with the RPE  technique and analyzes the
pitch frequency with an LTP. The LTP uses an adaptive, single-tap filter to
estimate the pitch of the linear prediction residual, s(n) - r(n).  The resulting
pitch frequency identifies three candidate excitation sequences, which are ana-
lyzed to find the best match.

The RPE-LTP performs nearly as well open-loop as it does closed-loop.
That is, the residual analysis can directly select the excitation sequence without
significant loss of information. That simplification reduces the complexity of
the algorithm, although it still remains relatively high. The WE-LTP algorithm
compresses speech to a data rate of 13 Kbps with average quality.

4.2.2.4 Code Excited LPC Algorithms [16]

In some speech-coding algorithms, the excitation source is realized by a code-
book, or list of excitation waveforms, as shown in Figure 4.9. The codebook
is used to store stochastic, zero-mean, white, Gaussian excitation signals that
are common to both the encoder and the decoder. For each speech segment,
the codebook is searched for the best perceptual match and the corresponding
index is transmitted. The coders are extremely complex but are superior to the
quality of two-state versions.

The vector summed excitation linear predictive (VSELP) algorithm is used
by North American digital cellular (NADC) systems [ 17, 18].  The excitation is
generated from the vector sum of three basis vectors, consisting of an adaptive
codebook to realize the long-term prediction (pitch) filter and two VSELP
codebooks. Each basis vector is orthogonal to the other two, which facilitates
joint optimization. The complexity is further reduced because the vector sum

s(n)

Codebook
LP Coefficients Pitch )

l-l l-l

E(z).
Error 1
minimization

LP Coefficients

Codebook  index
gain

Figure 4.9 Block diagram of the codebook  excited linear prediction (CELP) coder.
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is constrained to simple addition or subtraction of the basis vectors and the
number of basis vectors is relatively few. The VSELP algorithm provides
compressed data at a rate of 8 Kbps with slightly better quality than the RPE-
LTP algorithm.

Another code excited linear predictive coding algorithm is the QCELP
algorithm developed for CDMA IS95  [ 19].  It integrates four coding rates with
a scalable architecture to achieve variable-rate speech coding. The four rates
enable lower average data rates, which translate to lower average transmit power
levels, thereby minimizing network interference. The algorithm sets the coding
rate (full, half, quarter, eighth) by comparing the energy of each 20-ms speech
segment against three energy levels.

The three energy levels adjust dynamically to account for changes in
background noise and speaker volume. That allows efficient coding of the
linear prediction coefficients, gain factor, and excitation source.

The QCELP codebook is circular and based on a 128-by-128 matrix.
The circular design means the next entry is merely the current entry shifted
by one sample. That allows the entire codebook to be stored as a single
128-sample vector. As a result, these benefits are realized: smaller memory size
plus accelerated and simplified digital signal processing.

The QCELP speech-coding p recess  is as follows. First the LP filter
coefficients A(z)  are determined and translated into LSPs.  The LP filter is also
known as the formant  filter and is used to remove the short-term correlation
in the digitized speech. The next step is to estimate the long-term predictor
coefficients H(z) that correspond to the pitch frequency of the digitized speech
and determine the coding rate for the frame. The codebook excitation is then
found by minimizing the weighted error between the input speech and the
coded speech, which results when the excitation source passes through the
pitch and formant  filters.

The LP filter coefficients and voice activity rate are found using the
autocorrelation function, given as

N-k
R(k) = c s(n)s(n  + k) (4.14)

n=l

where s(n) represents the windowed version of the input sequence and N
equals 160, corresponding to the number of samples in a frame. The first 10
autocorrelation results5 are input to the Levinson-Durbin linear prediction
algorithm to determine the appropriate filter coefficients. The first 16 coeffi-
cients are analyzed for rate determination.

5. The results are normally referred to as log-area ratios (LARs) [4, 5, 111.
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Rate determination is a two-step process. First, the binary voice decision
(voiced or unvoiced speech) is made. Voiced sounds are mapped to either full-
or  half-rate, while unvoiced sounds are assigned to eighth-rate. In the second
step,  the voiced sound is reviewed more closely and categorized as either full-,
h&,  Or Cpamr-rate. Full-rate coding is used for transitional speech, that is,
sounds that change during the frame. Dynamic thresholds are used to account

for background noise changes, as shown in Figure 4.10.
Variable-rate operation is achieved by reducing the size and the length

of the codebook and the linear prediction quantizer. At full- and half-rates,
the ml1 codebook is used, while at quarter- and eighth-rates, a pseudorandom
vector generator is substituted.

The weighting filter used by the QCELP algorithm is relatively simple:
lt is related to the formant  filter and is described by

(4.15)

where I= 0.78 [l,  4, 211. Th i s concept exploits the physiology of the vocal

tract to perceptually shape the error.
The QCELP encoder assigns bits to each 20-ms  frame, as shown in

Figure 4.11. For slow-varying speech, the encoder requires fewer parameters
to describe the excitation source and the filters. For fast-varying speech, the
encoder analyzes digitized speech in subframes as small as 2.5 ms. In practice,
full- and eighth-rates occur more often than the other rates.

The CELP algorithm is improved with the enhanced variable rate coder
(EVRC) [22].  It combines the advantages of two algorithms. It uses the relax-
ation CELP algorithm [23] to find the prediction residual and the algebraic

Input signal
Dynamic rate
Thresholds

Coding rate

Figure 4.10 The speech-coding rate depends on the dynamic variations of the speech
waveform [ZOI.
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Figure 4.11 Frame structure of digitized speech in CDMA IS95 systems.

CELP algorithm to code the residual with low complexir$  A relaxed error
minimization criterion in the feedback loop (that shapes the match between the
original speech and synthesized speech) is key to this speech-coding algorithm. It
allows the pitch period to be coded once per frame, while linear interpolation
techniques estimate the pitch period of each subframe. That can lead to a large
mismatch between the input and coded speech sequences. To correct the
mismatch, the original residual is modified to match a time-warped version of
the speech signal. The-key result is a reduced coding rate without significant
loss in perceptual quality.

In the EVRC, every frame is split into three subframes, and the codebook
is searched during each of those subframes. The search targets full-, half-, and
eighth-data rates. For full-rate speech, the excitation consists of eight pulses
defined in position by a 35bit  codebook. For half-rate speech, the excitation
uses three pulses and a lo-bit  codebook. At eighth-rate, the excitation source
is identical to that of the QCELP coder and is a pseudorandom vector generator.

42.3 Speech Coders for Wireless Communication Systems

Table 4.1 summarizes the LPC algorithms commonly used by wireless commu-
nication systems.

6. Low complexity translates to small memory size for the codebook  and low MIPS requirements

for the DSP.
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Table 4.1
Compression Algorithms for Leading Wireless Standards [2, 31

Standard Coding Algorithm Compressed Rate (Kbps)

GSM
NADC
PHS
CDMA IS95

RPE-LTP vocoder 13
VSELP vocoder a
ADPCM 32
QCELP vocoder 0.8-l 3.3
EVRC 0.8-8.5

4.3 Speech Quality

Speech quality is degraded during quanritation and further compromised by
data compression. Those effects are unavoidable, but they are outweighed by
the well-known benefits of digital communications and are essential in all but
friendly wireless environments.

Speech-coding algorithms are evaluated based on the bit rate, algorithm
complexity, delay, and reconstructed speech quality. Minimizing the bit rate
is a primary concern in a wireless communication system, because it is directly
linked to the bandwidth of the radio signal. Minimizing the algorithm complex-
ity is vital, because it burdens the DSP and drains battery energy. Some vocoder
algorithms, such as CELI?, operate at 20 MIPS. The delay of the system,
including source and channel coding, is limited to less than about 50 ms:
otherwise, the delay is noticeable to the user [3]. The speech quality is targeted
to be at wireline, or toll, quality.

Evaluating the quality of digitized speech is a difficult task, in part because
subtle features of the speech waveform have a significant impact on its percep-
tual quality. Digitized speech typically is classified into one of four categories
of decreasing quality: broadcast, network or toll, communications, and syn-
thetic [5].

Speech quality is analyzed in a variety of ways. One common technique
is to measure the SNR of the synthesized speech sequence, which is described

I
SNR = 10log10 (4.16)
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where s(n) is the original speech waveform and s(n)  is the coded speech data.
This is a long-term measurement that hides temporal variations in the speech
waveform. A short-term measure that sums the SNR performance of smaller
speech periods is the segmented SNR (SEGSNR) [5], which is given by

SEGSNR = Lly$oglo{  !;[$(f;;;;(;+  ~)12} (4.17)

where N typically covers 5 ms. It exposes weak signals and generally provides
a better performance measure. Other objective measures include the articulation
index, the log spectral distance, and the Euclidean distance.

Most speech coders are based on perceptual encoding and as such are
better judged by subjective methods. There are three commonly used subjective
methods: the diagnostic rhyme test (DRT), the diagnostic acceptability measure
(DAM), and the mean opinion score (MOS) [24].  For the diagnostic acceptabil- .
ity measure [25],  the listener is asked to recognize one of two words in a set
of rhyming pairs. For the diagnostic rhyme test [26],  a trained listener scores
speech quality using a normalized reference. With the mean opinion score
[27],  the naive listener’s opinion of the reconstructed speech, using the scale
shown in Table 4.2, is recorded. The last method is the most popular because
it does not require any reference, although it is highly subjective. In the DRT
and mean opinion score methods, several listeners are screened.

Table 4.3 lists the subjective qualities for leading speech-coding algo-
rithms. As expected, the speech quality degrades as the bit rate decreases.

Table 4.2
Mean Opinion Score Quality Rating [27]

Quality Scale Listening Effort

Excellent
Good
Fair
Poor
Bad

5 No effort
4 No appreciable effort
3 Moderate effort
2 Considerable effort
1 Not understood
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Table 4.3
Mean Opinion Scores for Some Popular Coders [28, 291

Coder Mean Opinion Score

64-Kbps PCM 4.3
13-Kbps QCELP 4.2
32-Kbps AOPCM 4.1
&Kbps  VSELP 3.7
13-Kbps RPE-LTP 3.54
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5
Digital Modem

Robust communication over a wireless channel requires conditioning of the
message signal against fading and inrerference.  That often means increasing
the signal’s bandwidth to achieve some improvement in system performance.
For direct-sequence spread-spectrum communication systems, the conditioning
significantly increases the signal’s bandwidth, but it also enables multiple users
to share the radio channel simultaneously.

Modern wireless communication systems condition the message signal
at the transmitter and recover the signal at the receiver using powerful DSP
algorithms. The algorithms are executed by the digital modulator and demodu-
lator, known together as the digital modem and shown in Figure 5.1. The
modulator superimposes the message waveform onto a carrier for radio transmis-
sion. It uses methods that guard against fading and other impairments while
it maximizes bandwidth efficiency. The demodulator detects and recovers the
transmitted digital message. It tracks the received signal, rejects interference,
and extracts the message data from noisy signals.

This chapter investigates the modem in the mobile radio, covering some
general design issues and concentrating on specific CDMA IS95 implementa-
tions. It describes the key operations in the digital modulator: synchronization,
channel coding, and signal filtering. The chapter also presents the algorithms
performed by the digital demodulator, including pilot acquisition, carrier recov-
ery, AGC, data detection, and data recovery.

5.1 Digital Modulator

The digital modulator in the mobile radio codes the message data for transmis-
sion over the reverse-link wireless channel and detection at the base station.

87
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Modulator

Received
data

Figure 5.1 The digital modem.

The reverse link in CDL44 IS95 suffers on two accounts. First, the mobile
radio does not transmit the chip-rate timing signal and thereby requires the
base station receiver to reconstruct the phase reference. Such a detection method
lowers performance by as much as 3 dB when compared to coherent detection
methods in AWGN channels [I 13.  Second, the base station receives signals from
mobile radios that are randomly placed and often moving. That makes it
difficult to synchronize the received signals, which is important for orthogonal
spreading, and to accurately control the received power levels, which is essential
for realizing maximum user capacity.

The digital modulator shown in Figure 5.2 conditions the signal to
improve the detection process through coarse-timing synchronization1  and fast
power control. It aligns, formats, and modulates data for transmission using
methods outlined in the CDMA IS95 standard [2]. Those methods are used
to ensure robust system performance in the presence of typical channel impair-
ments and are outlined next.

5.1.1 Synchronization

Ideally, the digital modulator synchronizes the reverse-link frames with the
PN sequences and frame intervals generated at the base station. In practice,
that is nearly impossible because of radio propagation effects, so an effective
alternative is needed. That alternative is to align the transmit data to the signal

1. Synchronization within a few chips.
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Figure 5.2 Block diagram of digital modulator for CDMA IS95 mobile radio.
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received by the mobile radio. That offsets synchronization by the round-trip
delay from the base station to the mobile radio and back, which is tolerable.

The time-tracking loop, shown in Figure 5.3(a),  maintains system syn-
chronization. It aligns the start of each transmitted frame, as illustrated in
Figure 5.3(b). It uses the system timing function to detect the beginning of
each received frame and offsets the trigger signal (t  or)  by an amount equal to
the processing delay of the digital modem, that is,

 = t&  + nT-  h&mod  + TMod) (5.1)

,
--C Receiver

GPS t ime

Received signal

Transmitted long code

Decoded sync channel

Mobile long code

Transmitted signal

Frame buffer data

Frame trigger t t t
t7? tTr tP

(b)

Figure 5.3 Synchronization: (a) time-tracking loop and (b)  timing diagram. --I
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where tk  is the start of an arbitrary frame, n is an integer, T  is the length of
a data frame and is equal to 20 ms, 7DnnOd is the demodulator delay, and TM,,d

is the modulator delay. Note that the delay through the RF system is considered
negligible.

The synchronization process is simplified because the frame interval is
fixed and the entire CDMA IS95 network is based on a common time reference,
the GPS [3, 41.  The time reference is communicated via the long-code PN
sequence and the forward-link sync channel.

5.1.2 Channel Coding

A key benefit of digital communications is the ability to protect data against
channel impairments. The protection is introduced by channel coding. Essen-
tially, the coding adds redundancy, helps identify errors, and provides a way
to correct corrupted data. Channel coding is different from source coding, which
merely tries to compact the digitized data. Channel coding is implemented in
the digital modulator.

The frame-buffer of the modulator receives a packet of data prior to each
trigger signal. The data packet is coded with a convolutional encoder, a form
of digital linear filter that introduces redundancy to the original data sequence
and thus provides forward error protection against additive noise in the channel

cs,  61.
A simple convolutional encoder is illustrated in Figure 5.4. It consists of

wo memory devices, two summers, and a multiplexer that operates at twice

the original data rate. The output of the encoder is described by

L1 = a(n) + a(n  - 2) L2 = a(n) + a(n - 1) + a(n  - 2) (5.2)

where a is the input sequence. The multiplexer alternately selects between L 1
and L 2 at the normal clock rate, generates two possible outputs for each input,

Input

Figure 5.4 Simple rate = l/2,  length = 3 convolutional encoder.

Output
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and thus doubles the data rate. The convolutional encoder is characterized by
its constraint length and code rate. The constraint length (k) refers to the span
of the input sequence processed by the encoder and equals one more than the.
number of memory devices. The code rate (r) describes the relationship of
input bits to output bits. The convolutional code in this simple example is
described by (k = 3 and r = l/2), while the convolutional code used by the
reverse link modulator in a CDMA IS95 mobile radio is specified as (k = 9
and r = l/3).

The encoded data is repeated as needed2 and written by columns into
the 18-column by 32-row  matrix shown in Figure 5.5. The data is then held
until the interleaving process is triggered. This process reads out the data by rows
and effectively shuffles the data sequence. Interleaving improves performance for
rapidly changing radio channels by introducing time diversity, but it lowers
performance in slow-changing radio environments [5]. In practice, the interleav-
ing span is limited to 20 ms-the length of one frame-because longer delays
affect voice quality.

The rigid matrix structure of the interleaver produces subframes, known
as power’control groups, that are 1.25 ms long and are duplicated at data rates
less than full-rate. That is, at half-rate, there are eight different subframes that
are each repeated nnro  times. At quarter-rate, there are four different subframes
that are each repeated four times. And at eighth-rate, there are two different
subframes that are each repeated eight times.

Read by rows
c

2 18 34 274
2 18 34 274
3
3

Matrix

15 287
15 287
16 32 272 288
!6 32 272 288

Sub frame

Half-rate frame
showing symbol
repetition

Figure 5.5 The interleaver shuffles the data sequence and thereby improves performance
in time-varying channels.

2. Data repeats two,  four, or eight times, depending on the vocoder data race.
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The output of the interleaver is modulated using Walsh functions. Walsh
functions map symbols, six at a time, to one of 64 unique Walsh codes from
the Hadamard matrix.3  The process is not used for orthogonal spreading and
is referred to generally as G4-ary  modulation or specifically as Walsh modulation.

The Walsh modulated data is then scrambled and s read by the ESN-

masked long code. The long code is a PN sequence of 2* chips that repeatsY

every 4 1 days. It tracks network time and provides a signal to synchronize the
mobile radio. The masked-ESN long code is generated by the mobile radio
and is offset from the nen;vork  PN sequence by the ESN of the user. As such,
it provides a large number of potential codes for multiple access on the reverse
link and scrambles data for added privacy.

The randomizer reduces the average ensemble power of the transmitter.
It blanks out redundant power control groups that were generated by the
symbol repeater (at vocoder rates of one-half, one-fourth, or one-eighth). The
randomizer uses an algorithm based on the long code to pseudorandomly blank
the extra power control groups produced by the symbol repeater. That reduces
interference, increases system capacity, and improves the bit energy per noise
density ratio @‘b/N,),  as shown

W
Eb 77
N,= (5.3)41 +fM

where u is the voice activity rate (typically 3/8  for English speech), f is a factor
assigned to “other-cell” interference, and k is the number of users.* The
randomizer also extends the battery lifetime of the mobile, because the radio
transmitter is turned off, or “punctured,” when the data is blanked.

The randomized data is then split and covered by I and Q short PN
codes. The short codes are distinct 2 l5 chip sequences that are aligned to the
forward link pilot by the time-tracking loop. To prevent simultaneous I- and
Q-data changes, the Q-data are delayed by one-half chip. That produces offset-
QPSK  (OQPSK) modulation, reduces amplitude changes in the carrier envelope
(because, at most, one bit transition occurs at any time), and relaxes radio
circuit design (as is shown in Chapter 8).

The PN sequences used in the modem typically are generated by a
maximum-length shift register (MLSR), h hw ic is illustrated in Figure 5.6 [7].
It produces a PN sequence that appears to be random but actually repeats

3.  The six symbols index different rows of the 64-by-64 Hadamard matrix.

4. This expression is derived from (2.20).
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a(M) a@-2) m-3)- -
+D-wD---clD
- - -

output

Figure 5.6 MLSR PN generator.

every 2’-1 clock cycles, with r being the number of deIay  elements in the
shift register. The MLSR sequence is described by the linear recursive equation

a(n)  = cp(n  - 1) + c&z  - 2) + . . . c,a(n  - I-) = &z(n  - i)
i=l

6 .4 )

where the connection variable, ci, is either 0 or 1, and addition is modular-2.
It is often useful to shift the PN sequence in time, a process needed to

acquire system timing or ro  produce multiple-access codes. The shift is possible
with the masking operation illustrated in Figure 5.7. In this example, the mask
{ 111) delays the PN sequence by two clock cycles.

Note that the MLSR generates an odd number of states and thus an
uneven number of logic OS  and 1s.  To balance the PN sequence, an extra 1
is added to the end of the sequence.

5.T.3  Signal Filtering

An important figure of merit for wireless communication systems is bandwidth
efficiency. It measures the bandwidth occupied by the transmitted signal nor-
malized to the data rate of the message signal. In practice, the message signal
is often filtered or pulse-shaped before modulation to contain the spectrum
If the transmitted signal, as shown next for some popular modulation schemes.

A BPSK-modulated signal can be described by

s(t) = A cos[2@  + 6(t)] (5.5)

vhere 0(t) = 0 when the message data d(t) = 0 or 7r when d(t) = 1. Note
hat (5.5) can be rewritten as



a(n-1) a@-2) a@-3)

4 outputD D Da+

(a)

output

(b)

Figure 5.7 Masking operation for PN sequence: (a) three-stage PN sequence shift
generator and (b) masking the output delays the sequence two clock cycles.

s(t) = Ad(t)  cos27$ (5-G)

where d(t) is the message data, constructed of rectangular pulses with bipolar
values (-1, +l).  As a result, the psd of the BPSK-modulated signal is simply
the psd of the message data5  [8], in this case the rectangular or Nyquist pulses.

The psd of the message data is found by first taking the Fourier transform
of the signal and then squaring the result. The Fourier transform of the signal
d(t), over the bit interval -Tg/2  c t < Tb/2,  is

Tb  I2

D(f) =
I

d(t)e-i2n;Fdt
-Tb/2

5. Because the cos 2?rj  term provides only frequency translation.

(5.7)
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cd(f)  =; lNf)12 (5.8)

and is shown in Figure 5.8. Furthermore, because A = qm, the psd of the
BPSK-modulated signal is simply

2

huwdf)
Eb sin @Tb

=-
2 Tb

nflb >
(5.9)

has a psd equal to

A QPSK-modulated  signal carries two message bits per symbol using
orthogonal BPSK signals, where

[d/(t)COSut + dQ(t)Sinut] (5.10)

Because each symbol represents two data bits, the symbol period T,
extends to twice the bit period Tb.  Note that the psd’s of the two orthogonal
BPSK signals are identical; therefore, the overall psd is simply

PQPSK(f) = E,T, (5.11)

because A = -\IEI and E, = 2Eb.  The striking result of QPSK  modulation is
that it is two times more bandwidth effkient than BPSK modulation. In
addition, the psd of QPSK and OQPSK  signals is identical.

Figure 5.8 The psd of the BPSK-modulated signal is simply the psd of the message data.
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In practice, the message data is pulse-shaped to minimize side lobe energy.
One example of such an approach is minimum shift keying (MSK). Classical
MSK shapes the rectangular data pulses such that

dl(t)  + dr(t)sin dQ(t) -3 dQ(t)sin (5.12)

and thereby avoids phase discontinuities at the beginning and the end of the
data pulses [8]. It has a psd described by

where the main lobe is extended to 1.5/T,.
MSK modulation is a type of constant envelope modulation. Constant

envelope modulation schemes provide the following advantages [9]:

l Extremely low side-lobe energy;

l Use of power-efficient class-C or higher amplifiers;

l Easy carrier recovery for coherent demodulation;

l High immunity to signal fluctuations.

A variant of MSK modulation is GMSK modulation. It shapes the message
data with a filter that further  reduces side-lobe energy [9, lo].  The impulse
response of the filter is described by

(5.14)

where (y  = 0.5887/B.6  Note that when B = 0.5887, the side lobes of the

modulated signal virtually disappear.
The psd’s of these modulation schemes are plotted in Figure 5.9. The

plot shows that linear modulation schemes, such as BPSK, QPSK,  and OQPSK,
have a null at l/T,  with higher side lobe energy. In contrast, the psd’s of signals
generated by constant-envelope modulation techniques, like MSK and GMSK,
have a wider main lobe with lower side-lobe energy, due primarily to filters

6. Modulation filters generally are defined by the product ST, where T is the symbol rate.
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Figure5.9 A comparison of the signal bandwidths for some popular modulation schemes.

that reduce the phase discontinuities at the beginning and the end of the data
pulses [ 111.

For optimal performance, the modulation filter should shape each pulse
in the data sequence such that the overall response of the communication
system (transmitter, channel, and receiver) at any given sampling instant is
zero, except for the current symbol, as depicted in Figure 5.10. That, in effect,
nulls the interference between symbol pulses, a condition known as the Nyquist
criterion for intersym bof  cancellation [ 121.

I  I

8 .  ,’

8 .  I

8 .  I
‘* No interference

8-I
*** at sampling instant.

Figure 5.10 Nyquist criterion for eliminating intersymbol interference.
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The most popular pulse-shaping filter for wireless communications is the
raised cosine filter. It has a transfer function given by

(1 - ff>= 1 O<fl-2T

= o f (1 + 4
' 2T

(5.15)

where a  is the bandwidth expansion factor. It is given that name because of
its effect on the main lobe of the modulation signal’s psd, as shown in Figure
5.11. In practice, the raised cosine filter typically is split between the transmitter
and the receiver into two root raised cosine filters equal to -l/m.

The pulse-shaping filter used in CDMA IS95 communication systems is
extremely narrow. It is a 48-tap  symmetric FIR structure, with linear phase
response, low in-band ripple (less than 1.5dB variation from dc to 590  kHz),
and high out-of-band attenuation (greater than 40 dB at 740  kHz)  [ 131.
Consequently, the spectrum of the filtered CDMA IS95 waveform is contained
to the main lobe, as shown in Figure 5.12. Unfortunately, the filter is not a
Nyquist filter and thus creates overshoot in the time domain and introduces
intersymbol interference (1%).

1

I ()IH* f

Figure 5.11 Transfer function of the raised cosine filter.

1
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Figure 5.12 Spectrum of CDMA IS95 signal after filtering.

5.2 Digital Demodulator

The most complicated function in the digital system is the digital demodulator.
It is responsible for recovering the transmitted message signal after the wireless
channel has distorted it. That formidable task directly affects the performance
of the mobile radio’s receiver.

The digital demodulator consists of the searcher, the Rake receiver, and
other digital signal processing functions, as shown in Figure 5.13. The searcher
synchronizes the mobile radio’s internal PN  generators to the received pilot

- SET ’
Searcher + maintenance

Viterbi Recovered
data

Figure 5.13 Block diagram of digital demodulator for COMA IS95 mobile radio.
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I channel, a process known as pilot acquisition. The Rake receiver then uses this
phase reference for coherent detection of the received data. To recovei the
transmitted data, the digital demodulator typically decodes the received symbols
using the Viterbi algorithm.

Typically, two feedback control systems are used in the digital demodula-
tor to track the strength and carrier frequency of the received signal. The
AFC loop corrects the RF synthesizer to achieve perfect baseband signals after
downconversion. The AGC loop adjusts the gain of the radio receiver to
overcome fading effects introduced by the wireless channel.

52.1  Pilot Acquisition

The first task of the digital demodulator is pilot acquisition. This process
analyzes the signals received by the radio receiver, including a wide spectrum
of interference and noise plus several CDMA channels’ at the selected radio
frequency. Ideally, the radio receiver attenuates the interfering signals and leaves
only the signals at the selected carrier frequency, corresponding to the different
CDMA channels and their associated multipath components. +

All forward-link transmissions share one important characteristic, a domi-
nant pilot channel, which is just the short PN (2” chips) sequence signature.
The pilot acquisition Unction  employs a searcher algorithm [ 141,  which corre-
lates the input data against internally generated I and Q PN sequences using

R;  = &(dp;(t) (5.16)
NI

where N is the cross-correlation length, r(t) is the received signal, and pn  i is
the i th offset of the PN sequence. (Note that the offset is formed by a masking
operation.) Each possible offset of the short PN sequence must be tested to
identify the strongest pilot signals and ensure acquisition. That means th;; i$
the digital receiver has a resolution of one-fourth chip (r,/4) there are 2 +/
tes t  hypotheses .

To accelerate the searching process, double-dwell algorithms [ 151 typically
are used. An initial correlation of L 1 samples (where L 1  < N) is computed
and compared to a threshold 81. If it fails, the next hypothesis is checked. If
successfL1,  the dwell is increased to L2 samples, and the correlation result is
compared to 62. If it succeeds, the hypothesis is considered correct, and the
PN offset is forwarded to the set maintenance block. If the second test is
unsuccessful, the hypothesis is discarded. By quickly eliminating unlikely

1

7. CDMA channels encompass the pilot, sync, and paging channels, plus  multiple traffic
channels.
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hypotheses with a short initial correlation (ofL  1 samples), the overall acquisition
time is reduced. To further reduce acquisition time, parallel correlators can be
used.

The set maintenance function organizes the results of the searcher algo-
rithm using information provided by the network over the paging channel.
The information denotes the strong pilot signals by PN offset and, in general,
classifies the PN offsets into one of four categories:

l The active set states the PN offsets of the base stations transmitting
valid signals to the mobile radio.

l The candidate set lists the PN offsets that the mobile radio considers
strong enough for the active set.

l The neighbor set includes the PN offsets of nearby base stations.

l The remaining set captures the weaker PN offsets.

In practice, the mobile radio is typically in soft handoff and is receiving
transmissions from wo or three different base stations. The set maintenance
function recognizes those active PN offsets and their multipath components
and forwards the PN  offsets with the highest cross-correlation results to the
Rake receiver.

It is crucial to accurately identify the timing of the short PN sequence.
That is because the despreading process is implemented by a simple correlator
described by

where r, is the bit period of the message signal. The result is essentially the
cross-correlation between the received PN sequence and the internally generated
PN sequence aligned by the pilot acquisition process. The autocorrelation of
the PN sequence is very small for offsets (7) greater than the period of a chip
(r,) and can be approximated by a piecewise linear function [ 141,  with values

(5.18)

Hence, the output of the demodulator is proportional to R(T)  and is
very small when there are bit synchronization errors.



5.2.2 Carrier Recovery

The carrier recovery loop links the digital demodulator to the radio receiver.
It employs feedback to phase-lock the radio receiver to the transmitted carrier
frequency, as shown in Figure 5.14. This minimizes phase errors in the data
detection process, an important consideration in phase-modulated systems.

The detection process maps samples of the received signal to the complex
plane. Ideally, the samples occur at distinct modulation points and form the
constellation diagram shown in Figure 5.15. In practice, the samples follow
the trajectory of the received signal and scatter when the timing of the transmit-
ter and the receiver differ.

The radio receiver downconverts the received signal to baseband. Ideally,
it translates the carrier frequency to dc and thus aligns the transmitter and the
receiver. Any frequency error, in effect, rotates the data samples about the
complex plane at the error frequency and causes detection errors.

Coherent detectors rely on a reference signal to align the receiver to the
transmitter. CDMA IS95 mobile radios use the pilot signal as that reference
signal. It is chosen because the pilot signal is a relatively strong signal that is
aligned to the sync, paging, and traffic channels and is subjected to the same
radio propagation effects.

To assess carrier recovery in the radio receiver, the demodulator tracks
the phase of the pilot signal. This is rather straightforward because the transmit-
ted data for this channel is an all-zero sequence. As a result, the phase of the
pilot signal is found by using the magnitudes of the I and Q components of
the received signal and the simple trigonometric relation:

V)  - I

Ie = tan-l  -
0Q (5.19)

Q PN I PN I

Pilot t-3

Pilot l-#

Rake receiver finger

Figure 5.14 AK loop for carrier recovery.
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Figure 5.15 Constellation diagrams: (a) BPSK signals and (b) QPSK signals.

From (5. 19)  the frequency difference between the transmitted carrier
and the radio receiver is found using

1
w, = -7j e(t)dt

T
(5.20)

T
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The result is fed back to the RF synthesizer, where minor adjustments
are made. Note that large frequency errors cause the detected data to jump
around and make it difficult to analyze the trajectory of the pilot signal. Such
errors generally are handled by an FFT algorithm.

The impact on receiver performance for small, bounded phase errors is
analyzed by determining the effect on received bit energy. The received direct-
sequence spread-spectrum signal r(t) is described by pn  (t)Ad(t)  cos it. After
downconverting, filtering, and despreading, the received signal is trans-

formed to

E&) cx Ad(t) cos(W,t) (5.21)

where Eb(t)  is the energy per bit of the received signal, w,  is due to the carrier
synchronization error, and the product ~,t  is the instantaneous phase error

0,. That means the amplitude of the received bit energy decreases with cos (0,).
It also means the probability of detection error increases as the samples move
closer to the decision boundaries, as shown in Figure 5.16. For BPSK-modulated
data, the probability of error is given by (3.32),  which can be augmented for
phase error as shown by [I 161

2Eb
-pm

0 I
(5.22)

where Q[*]  is the complimentary error function, and 8,  is the root-mean-
square (rms) phase error. For QPSK-modulated data [ 161, the probability of

error expands to

I

‘.
*,

‘,
*.

**
‘,

‘.
‘a 8, E Phase error

‘.

*.

‘.*.,_ Ideal phase
-’ angle

Figure 5.16 Effect of phase error on the constellation diagram.
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P, = + sin(&)]]  + fP[@[cos(&)  - sir@Jj]

(5.23)

which shows the leakage of orthogonal signal components as the frequency
error rotates the data in the complex plane.

5.2.3 Signal leveling

The AGC loop provides a second link from the digital demodulator to the
radio receiver. It uses the feedback loop shown in Figure 5.17 to maintain a
relatively constant signal level at the input to the A/D converters.’ The task
is challenging because the received signals are affected by large-scale attenuation
and multipath fading introduced by the wireless channel. A typical received
signal, shown in Figure 5.18, is characterized by rapid level changes. The
increases in power level are known as upfades and generally are limited to
about 6  dB  above the rms level [ 17].  Th e d ecreases  in power level are known
as downfades and are typically sharp and occasionally dramatic.

Practical A/D converters  are sensitive to a limited range of input levels.
These circuits have a fixed noise floor and thus their performance (SNR)

T 7

RF receiver

VGA

Digital
system

IMD, switch

AGC loop

Figure 5.17 The AGC loop strives to maintain a relatively constant voltage level to the
A/D converters.

8. Two A/D converters are used to translate the I and Q signals to digital format.
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Figure 5.18 Plot of received power for a mobile radio (From:  T. S. Rappaport, Wireless
Communications, 0 1995, reprinted by permission of Prentice Hall Inc., Upper
Saddle River, NJ).

degrades at lower input levels. Consequently, to achieve optimum performance,
the rms value of the input signal typically is centered at approximately 6 dB
below the full-scale value of the A/D converter.9  In fact, that is the objective
of the AGC algorithm.

The AGC algorithm is based on the rms level of the received signal,
which is defined as

YRMS  = 0+ V2(t)dt (5.24)

T

and is a measure of the average power over the interval T  [ 171.  It is convenient
to rewrite (5.24) expression as

(5.25)

9. The actual rms value depends on the input range of the A/D converter.
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for digital systems, where N is the equivalent number of samples. In either
case, the rms expression relies on the square root function. In general, that
function is not readily available in DSP hardware and is therefore inefficient.

4
,

As such, an approximation like the logarithm function is oftentimes preferable,
where

”

which simplifies to

vms(d’) 0~ log cl2 + CQ’
N N 1 (5.27)

Note that the approximation expresses the signal power in decibels and
thus provides the benefit of compactly describing the wide range of received
signal levels.

The AGC algorithm for closed-loop and open-loop power control is
shown in Figure 5.19. It includes a digital FIR filter to stabilize the loop and
ensure that the system tracks the average rms level instead of received signal
fluctuations. In the CDMA IS95 mobile radio, the computed rms value for

Reference

‘(t) - C[I’+a*] -m log*
Q(t) II) N ,

Transmitter
gain

Figure 5.19 Block diagram of the AGC algorithm used to maintain A/D converter input
levels and to set the open-loop transmit power level.
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the received signal feeds the open-loop power control network that sets the
transmit power level. It is based on the expression

1 0

PTx = -73dBm - P&. (5.28)

where PR,  is the received power level and PTX  is the transmit power level. The
open-loop response of the transmitter is set much slower than the receiver
AGC loop. That prevents the transmitter from following the sharp downfades
of the received signal.

The AGC algorithm also includes closed-loop logic that detects power
control information sent by the base station to offset the transmitter AGC
loop. The information is extracted from each received subframe  or power
control group at a data rate of 800 Hz.

The AGC algorithm also monitors the frequency spectrum of the received
waveform. The spread-spectrum waveform is nominally flat, but strong inter-
ferers produce intermodulation products “in-band” that degrade the detection
process. Those products are easily distinguished because they appear relatively
narrow in the FFT output. En such cases, the front-end gain is reduced to
minimize distortion in later stages through the use of a switch around the
LNA, as shown in Figure 5.17.

5.2.4 Data Detection

Direct-sequence spread-spectrum communication systems utilize the Rake
receiver (an extension of the matched correlator receiver) for data detection.
The Rake receiver consists of parallel correlators known as fingers and a maximal
ratio combiner, as shown in Figure 5.20. The correlators are set up to resolve
the strongest multipath signals arriving at the receiver [ 14, 151.  The signals
are identified by the searcher algorithm and are specified by relative offsets in
the short PN sequence. As such, the correlator function can be written as

T+7

z(T) =
I

r(t)p  (t - T)dt (5.29)

where 7 is the normalized multipath delay.
The maximal ratio combiner sums the output of the matched correla-

tors and thereby increases the aggregate signal power [ 183.  The combiner’s
output is

10. Cellular band expression is shown; for PCS band, the offset parameter is -76 dBm.
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* 4t+q-
Correlator ) 5

-

Figure 5.20 Block diagram of a Rake receiver.

(5.30)

where k is the number of fingers in the Rake receiver, typically between three
and six, and q  is the excess delay associated with each of the dominant
multipath components. Essentially, the Rake receiver implements the approach
suggested by (1.5) to mitigate the effects of multipath fading.

The operation of the Rake receiver finger, shown in Figure 5.21, is key
t o the data detection process. It isolates one of the strong multipath components,
provides bit synchronization, detects the pilot data and notes rotation, estimates

A F C

Short code

3 the tracking ‘Correlator

Maximal
ratio
combiner

correlators

Figure 5.21 Rake receiver finger.

despreads data
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the amplitude and phase characteristics of the radio channel, and despreads
the message data.

The finger uses a correlator and the assigned PN sequence to isolate the
designated multipath component. Conceptually, the correlator resolves the

multipath component and attenuates any other signals.
In CDMA IS95 communication systems, the base station modulator

provides the same data to both the I-channel and the Q-channel. As such,
those channels can be combined after the short PN correlators to double the
signal energy.

Each finger contains four additional correlators: three dedicated to timing
recovery and one reserved for data demodulation. The three time-tracking
correlators maintain bit sychronization. The correlators operate on different
sampling phases of the received data stream. The sampling phases are the result
of oversampling the received data stream and are typically spaced one-half chip
( T, /2) apart.

The three time-tracking correlators are labeled earb,  on time, and he.
By design, the on-time correlator matches the data correlator, while the others
operate one-half chip before and after. To assess the sampling performance,
the autocorrelation for each timing phase is computed using

R(0) = Cr2(n) (5.31)
N

where R(0) is the average power of the pilot signal r(n), and N is the number
of samples.

The time-tracking correlators feed an algorithm that centers the data
detection process. The autocorrelation of the early and late samples, nT - A
and nT + A, respectively, are

R - = R(-A) R, = R(+A) (5.32)

where A = T, /2. Ideally, the sample times lie on opposite sides of the autocorrela-
tion main lobe and R- - R+  + 0, as shown in Figure 5.22. If the timing is

early, R-  will be smaller than R+. Conversely, if the timing is late, R- will be
larger than R+. The time-tracking algorithm assesses bit sychronization using
the following formula

Error = R2(-A)  - R2(+A) (5.33)

and strives to minimize the error by way of the delay-locked loop (DLL),
which advances or retards the sampling phase to keep the error mini-
mized [19].
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Figure 5.22 Block diagram of the delay-locked loop and early-late time tracking process.

The on-time correlator also provides the data used for carrier recovery.
Note that the output does not need to be despread or decoded because the
pilot channel is formed from an all-zero data sequence and the all-zero Walsh
function.

A single correlator in the finger is reserved for data demodulation and
spans 64 chips, the equivalent of one symbol period

T+7

z ( T )  =
I

r(t)pn (72 - 7)q.(t)dt

7

(5.34)

where r is the PN sequence delay and wt (t) is the Walsh code assignment. A
processing gain of 64x (18 dB)
operation.

is realized by this correlator and despreading

Each finger outputs soft finger data, z(T), which is deskewed and scaled
according to the finger’s assigned index value and the strength of the multipath
component. This process is known as channel estimation and is partially
accomplished by the data correlator. I1  T h e maximal ratio combiner construc-
tively adds the outputs to produce soft Rake receiver data, Z(T),  given by

11. The amplitude of the multipath component and hence the scaling is preserved by the

correlator.
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an = &k(?--  7-k) (5.35)k
where zk( T - Q) is the soft finger decision given by (5.34).

5.2.5 Data Recovery

The detection process removes the modulation from the received signal but
does not recover the message data. That is because the message data is still
protected by convolutional coding, block interleaving, and scrambling applied
at the base station transmitter. The recovery process translates the data produced
by the Rake receiver to an estimate of the original message.

The data from the Rake receiver, Z(T), is first unscrambled. This opera-
tion removes the long code added by the forward-link modulator (described
in Chapter 2). It requires synchronization of an internal PN generator to the
sequence received by the mobile radio, a rather straightforward task since
the base station transmits the value of the long-code generator advanced by
320 ms.

After unscrambling, the recovery process deinterieaves the data. This
operation reverses the interleaving operation performed by the forward-link
modulator.

Last, the recovery process decodes the data. This is a challenging task
because the forward-link modulator first encodes the message data and then
repeats the encoded bits as needed to fill the data frame. (Recall that the
number of message bits varies with the variable rate of the vocoder.) To
complicate matters further, the base station does not transmit the vocoder data
rate and thus requires rate determination by the mobile radio demodulator.
As a result, all four data rates are demodulated and their results are verified
against the CRC.12

To illustrate the Viterbi decoding process, the simple convolutional
encoder shown in Figure 5.4 is used. The operation of the convolutional
encoder can be conveniently described by the trellis diagram [2O,  211  shown
in Figure 5.23. In the trellis diagram, the shift register’s contents are shown
as nodes, the next bit of the input sequence is shown as a branch, and the
output of the convolutional encoder is shown next to each branch. For this
example, each output symbol is two bits, because the encoder is rate one-half.

The Viterbi algorithm [22] is a maximum likelihood detector. It uses
the received data to reconstruct the transmitted data sequence and thus the
message signal. The challenge comes from noise and other impairments that

12. The CRC is available only at full and half rates for rate set 1 but at all rates for rate set 2

(see Chapter 2 for information about rate sets).



1!4 CDMA Mobile Radio Design

Register
contents

00 . . . -0.
00 * 00 - 00

-. -
. .
. .

1 1.-* ‘- 11 11
.. .

01 . . . --_ l --.
. . l * 11
. .

-:

. o1 ‘.* ‘. 10
I
. -* 01 * .I .

10 . . . . . ‘*a. .. .. . .. .. . .

L-

‘.*lO
. .

11
, .I,..... . . ‘a

01

Input data

O-
1 . . .

Output indicated
on branch

Figure 5.23 Trellis diagram for convolutional encoder shown in Figure 5.4.

alter the received data. To combat those effects, convolutional codes as well
as block codes [ZO] use redundancy.

As a maximum likelihood detector, the Viterbi algorithm analyzes the
conditional probabilities for each branch in the trellis diagram given the received
data. It does that over a sequence of data to account for the depth or constraint
length of the encoder. Furthermore, the Viterbi algorithm exploits a given
observation to simplify the decoding routine [23].

The conditional probabilityp (~1  X) d escribes the likelihood that the trans-
mitted data sequence or vector x was sent given the received data vector y.
This function computes the euclidean  distance between the received data and
defined symbol states shown in the trellis diagram. The conditional probability
for a path through the trellis diagram is given by

where n indexes all successive symbols associated with the branches that form
the path. Taking the logarithm of both sides of (5.36) greatly simplifies its
computation and yields the simple, additive function

The term lnp [y(n) Ix(n)] is related to the branch metric m(n) as shown:
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44  = drip  [y(n)  I441 (5.38)

where p  is a proportionality constant. In general, the maximum likelihood
detector searches for the data sequence, or path, through the trellis diagram
where the sum of the branch metrics is maximized.

As described, the maximum likelihood detector is computationally cum-
bersome because the number of paths doubles at each state. However, that
can be simplified by noting that when two paths meet at a node the path with
higher metric is the solely important path. All other paths can be discarded.
As a result, the number of traced paths equals, at most, the number of nodes
in the trellis diagram.

An illustration of the Viterbi algorithm applied to the example convolu-
tional encoder is shown in Figure 5.24. It uses a simple branch metric that
counts the number of matching bits between the received data and the synthe-
sized sequence found from the trellis diagram.

The tail bits are a key part of the decoding process. They “flush out,”
or clear, the convolutional encoder and provide a known starting point for
the decoder. As such, the input and the contents of the convolutional encoder
at the end of the data frame are known. Note that the Viterbi algorithm works
backward from the last bits to the start of the data frame.

The contents of the encoder are 00 at the end of the data frame; note
that there are only two possible branches that connect to this node. From the
trellis diagram, the input 0 produces the upper branch and the output 00,
while the input 1 produces the lower branch and the output 11. These possible
output codes are compared to the received data, and branch metrics are com-
puted, as shown in Figure 5.24(a).

At this point, there are two possible nodes, 00 and 0 1. In addition, the
trellis diagram shows that each node supports two branches. The decoding
algorithm obtains the expected output code for each branch, compares those
codes to the received data, and computes the associated metrics. The results
are shown in Figure 5.24(b).

The process continues backward until the entire received frame has been
analyzed. Note that after three symbols the paths remerge and the lower ranking
paths get discarded, as shown in Figures 5.24(c) and 5.24(d).

At half-rate and full-rate, the CRC verifies the original message data. At
lower rates, the additional redundancy due to the symbol repetition improves
data recovery. However, if the data frame is analyzed without success, it is
discarded and a frame erasure is reported.

The Viterbi algorithm is executed with dedicated add-compare-select
(ACS) hardware [7]. Its operation is as follows: Add  each branch metric to the
preceding level for the allowable transitions; compare the pair of metric sums
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for paths entering a state node; and select  the greater of the nvo  paths and
discard the other. If two quantities are the same, either branch can be selected,
because each has equal probability.

To implement the Viterbi decoder, two sets of results are stored. The
first set tracks the metric computations and is updated at each node state. The
second set is the data selectioned at each node state and is ultimately the desired
message signal. The final decision is made by a chaining-back procedure,
starting with the last decision and moving back to the first. The chaining-back
procedure does not have to cover an entire frame, merely the distance between
remerged paths. That distance is the traceback length of the algorithm.

The convolutional encoder and Viterbi algorithm work together to pro-
vide data protection. The amount of data protection is linked to the structure
of the convolutional encoder but limited by Shannon’s capacity theorem [24].
Shannon’s theorem states that it is possible to transmit information over any
channel (with sufficient capacity, C) at a rate R with arbitrarily small error
probability by using a sufficiently complicated coding scheme. The capacity
of a channel, perturbed by AWGN, is described by

s
c = w log2  1 f E

( >

where S is the signal power, N is the noise power, and W is the bandwidth.
This expression limits the transmission rate and illustrates the power-versus-
bandwidth tradeoff.

Remember, the bit energy per noise density ratio, Eb  /N,,  is simply

Eb SW-=--
No N R (5.40)

where W/R is the spreading rate. Combining (5.39) and (5.40) provides

c = w log2  1 +
( if+)

and the highest level of protection (as measured by required Eb  /N,).
The performance of the decoding process is also limited by the resolution

of the digital hardware. In CDMA IS95 communication systems, the convolu-
tional encoders are constraint length k = 9; thus, there are 2*  different traceback
paths. In practice, it is unreasonable to store a large number of bits for each
path, so it is necessary to make compromises. These compromises address
branch metric computations.
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There are two approaches to the computations of branch metrics: euclid- E.
ean distance [G] and Hamming distance [6]. The euclidean distance is the t

geometric distance between the possible codes and the received data. Its accuracy -
is limited by the resolution of the received data. The Hamming distance is
computed by first translating the received data to nearest possible code.
Although this simplifies computations, it also eliminates any grayness in the
received data and lowers the accuracy of the branch metric. Soft-decision
algorithms rely on euclidean distances, while hard-decision algorithms use
Hamming distances.

The constraint length and the code rate both play an important role in
the performance of the convolutional encoder, as shown in Table 5.1. The
table shows the benefit of increasing the code rate and using soft  decisions. It
also should be noted that coding effects are even more dramatic in Rayleigh
fading environments.

Table 5.1
Comparison of AWGN Performance for Different Convolutional Codes

When the Probability of Bit Error Requirement Equals 10e3 125-271

Convolutional Code Eb/N,  Value (dB) Coding Gain (dB)

No coding
Hard decision
Rate l/2,  length 5
Rate 2/3, length 5
Soft decision
Rate l/2,  length 5
Rate l/2,  length 7
Rate l/2,  length 9
Rate l/3,  length 9
Rate 2/3, length 5
Rate 2/3, length 7
Ideal system
Shannon’s limit

6.8 0

5.3 1.5
5.6 1.2

3.2 3.6
2.7 4.1
2.5 4.3
2.2 4.6
3.7 3.1
3.2 3.6

-1.6 8.4
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6
Data Converters

Data conversion is an essential process in digital communication systems because
radio and voice signals are naturally analog. These signals interface with the
digital system, where source and channel coding/decoding occurs. As such,
A/D and D/A converters are needed, as illustrated in Figure 6.1.

The characteristics of the analog signals largely affect the design of the
data converters. The radio signals are direct-sequence spread-spectrum modu-
lated and thus are wideband. In contrast, audio signals are narrowband, generally
limited to 4 kHz or less, and very dynamic.

This chapter covers the basics of A/D conversion. It identifies the ideal
and nonideal  distortion mechanisms that plague A./D  converters. This leads
to a comparison of popular A/D converter architectures that address the nonide-

RF module Diaital  svstem

Figure6.1 A/D interfaces in a typical CDMA mobile radio.

121



122 CDMA Mobile Radio Design

aiities and target different signal characteristics. The chapter then presents the
issues associated with D/A converters and concludes with a review of widely
used D/A converter architectures.

l
I

6.1 A/D Conversion

The conversion of analog signals to digital form involves two processes: sampling
and quantization [ 11. The sampling process converts the continuous-time signal
to discrete-time samples. The quantization process maps the discrete-time
analog samples to digital codes. The ideal quantization process introduces
distortion, which grows if the sampling is nonideal  or if there are errors in the
quantization process.

6.1.1 Ideal Sampling Process

The sampling process takes a “picture” of the analog waveform at discrete
points in time, as shown in Figure 6.2. It does that by multiplying the analog
waveform x(t) by a train of unit impulse functions 8(t - PzT), that is,

y(t) =  x ( t )  g s(t - nT)
n=--00

(6.1)

where y(t) are the discrete analog samples and T is the sampling period. Note
that the sampled waveform is zero except at integer values of T.  Furthermore,
the value of T  is chosen to meet the Nyquist criterion (T 5 1/2B),  where B
is the bandwidth of x(t).

The quantization process converts the discrete analog samples x(t) to
digital codes x(n), using the transfer function illustrated in Figure 6.3. The
quantization process introduces irreversible distortion’ because each unique
digital code represents a range of analog values. That distortion, known as the
quantization error, varies between -A/2 and +A/2.  The parameter A is defined
a s

A = %??a - ‘min
2N

(6.2)

1. If the quantized signal is passed through an inverse quantization fbnction,  the result is not

an exact copy of the original signal.
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Figure 6.2 Sampling process: (a) input waveform, (b) sampling signal, and (c) sampled
output.

where r/may is the maximum input level, l&in  is the minimum input level,
and N is the number of bits in each digital code used to describe y(t).

The quantization error is an error sequence e(i)  that is dependent on
the input signal. It. is described by

e(i) = x(i) -y(i) (6.3

where x(i) is the analog inpur and y (i) is the quantization output. If the inpur
is arbitrary (Le., it crosses many quancization levels), the error sequence can
be considered stationary and uncorrelated [2]. As a result, the error is commonly
modeled as a random variable with uniform pdf over the range of -A/2  to
+A/2.  Additionally,  it is assumed to have a psd that is flat from -f,/2  to fS  /2,
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Figure 6.3 Transfer function for an A/O converter.

where fs is the sampling frequency and is equal to 11 T, as shown in Figure
6.4.

The variance of the quantization error is given by

+A2
CT2n =

I t?$  (c)de
A2

=-
1 2

-A2

(6.4)

Figure 6.4 The psd of the A/D converter quantization error.
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where e is the uniformly distributed error and p (e) is the probability associated
with e. The noise power in the bandwidth B is simply

2 22B
vn = un-

fs 65)

The signal power applied to the A/D converter is given by [3]

2
Vs 66)

where a  is the loading factor. The loading factor describes the amplitude
distribution of the input signal, where

F?nsCy=- (6.7)

and VFS, the full-scale voltage, equals Vmax  - Vmin.  An N-bit A./D  converter
accepts an input voltage equal to ZNA  without clipping.2  Note that the A/D
converter is fully loaded when the peak-to-peak amplitude of the input signal
equals the full-scale range of the converter, and the A/D converter is overloaded
when the input amplitude exceeds its full-scale range. Table 6.1 compares the
loading factors for some common signals.

SNR generally is used to characterize the performance of an A/D converter.
The theoretical limit for the SNR based on an ideal AID converter is [3]

Table 6.1
Loading Factors for Some Common Signals [3]

Signal Loading Factor (a)

Sine wave
QPSK  modulation
OQPSK modulation
Eyssian.  yoke

0.707
0.5
0.55
0.289I- - -

6.8)

2. The input signal appears to limit when it exceeds the input range of the A/D converter.
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which is often rewritten for convenience in logarithmic terms as

SW?  = 6.02N  + 2010gcu2  + lOlog + 4.77 (6.9)

Improving the SNR of the A/D converter requires greater resolution (N)
or a higher sampling rate ( fs). The first effect reduces A, the spacing between
quantization thresholds, and thus the quantization error. The second effect
may not be as obvious; it spreads the quantization noise power to a wider
bandwidth and thereby lowers the in-band noise power.

6.1.2 Nonideal  Effects

Several effects reduce performance below the theoretical level, including jitter,
abasing, level errors, offset and gain error, circuit noise, and distortion.

The ideal sampling train consists of equally spaced impulse functions.
In practical systems, noise disturbs the timing of the pulses; creates uncertainty
in the sampling instant, known as jitter; and leads to distortion of the sampled
waveform. Jitter is generally modeled as a random variable.

Jitter changes the sampled value of the input signal x(t) by an amount
A Vequal  to

(6.10)

where At is the change or jitter in the sampling instant. That effect is illustrated
in Figure 6.5 for a sine wave input signal, that is, x(t) = A coswt. In that
situation, the error signal is

AV

T Ideal sampling
instant

Figure63  Effect of jitter on the sampling process.
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e(t) = Awsin(wt)Aht (6.11)

If At and fare independent, then the error due to sampling jitter is [4]

2
ce = ;(w4)2cT- (6.12)

where ~j is the rms sampling jitter normalized to sampling frequency f,.
The sampling process folds, or aliases, out-of-band noise and other compo-

nents to the signal bandwidth. To minimize the folded energy and thus max-
imize the SNR, a low-pass or antialiasing filter typically precedes the sampling
process.

The quantization process is not ideal in practical A/D converters. That
is because it is impossible to exactly set the quantization thresholds and to
ideally perform the mapping process. Element mismatches and circuit offsets

alter the actual quantization levels and create level errors. The variance of these
level errors is equal to [5]

(6.13)

where L - 1 is the number of thresholds (equal to 2N - l), and e is the
difference between the ideal threshold and the measured threshold.

The ideal thresholds for the level errors analysis are computed from the
actual full-scale range and dc offset of the A/D converter. Those parameters
scale and shift-but do not distort-the converter’s transfer function. As such,
the effects of those parameters are correctable by digital means and, therefore,
SNR is not degraded.

All these effects are uncorrelated, and, as such, their variances add together
to equal the noise plus distortion generated by the AID converter. The error
sum ultimately sets the performance limit of the A/D converter.

6.2 A/D Converter Architectures

A variety of architectures have been developed to combat the nonideal  effects
that limit resolution and sampling speed in A/D converters. Generally, these
architectures fall into one of two categories: Nyquist converters and noise-
shaping converters [6]. Nyquist rate converters operate near the Nyquist crite-
rion (h = 2B), while noise-shaping converters use oversampling methods

( fI >> 2B) to improve resolution.
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There are actually several different Nyquist A/D converter architectures.
Each architecture emphasizes a different feature: fast conversion time, high
accuracy, or low power consumption. In practice, Nyquist flash A/D converters
translate the I and Q components of the radio signal to digital form and
provide multiple samples per chip with 2- to &bit  resolution.3  By contrast,
noise shaping AZ modulator A/D converters convert audio signals and produce
13- to 1 h-bit  data at an 8-kHz race [7-y].

Table 6.2 lists the features of some popular A/D converters.

6.2.1 Parallel A/D  Converters

The parallel A/D converter, commonly known as the flash A/D converter,
offers the fastest conversion times with the lowest latency. It consists of a
reference voltage string that connects to a bank of comparators, as shown in
Figure 6.6. The flash converter simultaneously compares the analog input signal
to each level in the reference string. The sampling and quantizing processes
occur at the instant the comparators are “strobed” and produce a thermometer
output code (also known as a Gray code [lo])  indicating the amplitude of the
input signal. The code is then converted to binary format using a simple error
check routine and straightforward decoding logic.

An N-bit flash A/D converter requires 2N - 1 reference levels and an
equal number of comparators. Consequently, each extra bit of resolution
doubles the size of the flash converter, the number of critical components, and
the input  capacitance.

Table 6.2
Comparison of A/D Converter Architectures

Architecture Benefits Drawbacks

Parallel

Multistage

Algorithmic

Noise shaping

Fast conversion speed, low
latency

Fast conversion, error
correction
Excellent accuracy, minimum
components

Excellent accuracy, low-
precision analog components

High power consumption, limited
resolution, high device count,
large input capacitance
D/A converter, S/H amplifier,
difference circuit
Slow speed, low-droop S/H
amplifier, high-accuracy D/A
converter
Slow speed, digital filters needed

3. These A/D converters operate above the Nyquist rate to support pilot acquisition by the
searcher and bir synchronization by the DLL.
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Strobe signal

Figure 6.6 Flash A/D converter architecture.

3 Digital output

Reference string inaccuracies and comparator offsets created by element

I

mismatches and strobe signal jitter set the performance limit of the flash A/D

1
converter to about 8 bits [4].

6.2.2 Multistage A/D Converters

The multistage A/D converter provides similar high-speed conversion times but
increases resolution by using multiple quantizing steps [ 111.  It uses feedforward
(pipelined) or feedback (recursive) structures, as illustrated in Figure 6.7. These
A/D converters typically employ two quantizing steps, one for coarse resolution
(most significant bits of the digital word) and the other for fine resolution
(least significant bits).

The pipelined ND converter uses separate structures for the coarse and
fine quantization steps. The coarse quantizer feeds a D/A converter, which
translates the coarse data into an analog signal. The analog signal is then
subtracted from the input signal to form the residue signal, which is converted
by the fine quantizer.

The feedback A/D converter uses the same quantizer for both the coarse
and the fine steps. It alternately selects the analog input or the residue signal
for conversion and therefore runs at half the rate of the pipelined structure.

These multistep A/D converters use fewer comparators than flash A/D
converters, but they add several crucial analog processing circuits, namely, a
sample/hold amplifier, a D/A converter, a difference circuit, and a scaling
circuit. Those circuits often set the performance limit of the A/D converter.

The sample/hold amplifier performs the sampling operation using the
simple circuit shown in Figure 6.8 [ 111.  This circuit includes input and output
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Figure6.7 Multistage A/D converters: (a) pipelined structure and (b) feedback structure.
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Figure 6.8 Sample/hold amplifier for interfacing to multistage A/D converters.

buffers, a hold capacitor Ch,  and a sampling switch. The sample/hold amplifier
produces a continuous-time output waveform, not a discrete-time signal, as
shown in Figure 6.9. During sampling mode, the input buffer tracks the input
signal and charges the hold capacitor through the closed switch. During hold
mode, the switch opens and isolates the hold capacitor from the input signal.
The output amplifier buffers the sampled value and drives the A/D converter.

Several nonideal  effects plague the sample/hold amplifier and are illus-
trated in Figure 6.10. In practice, the sampling switch possesses parasitic

capacitance. Charge stored by that capacitance is injected onto the hold capacitor
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Sample

Hold

Cc)

Figure 6.9 Operation of the sample/hold amplifier: (a) input signal, (b) sample/hold signal,
and (c) continuous-time output waveform.

when the sample/hold amplifier is switched from sampling mode to hold mode.
The charge causes the voltage stored on the capacitor to jump (an effect known
as “hold jump”) and creates the pedestal in the output waveform. The parasitic
capacitance of the switch also prevents complete isolation of the hold capacitor
from the input signal. Consequently, a small fraction of the input signal
appears at the output during hold mode, an effect referred to as “hold-mode
feedthrough.”

Ideally, for multistage A/D converters, the sample/hold amplifier keeps
the output voltage constant during hold mode and allows the A/D converter
to perform multiple quantizing steps. Any change in the input signal between
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Figure 6.10 Some nonideal effects in the sample/hold amplifier.

hold iransition  L: ‘Droop

sampling operations introduces an error. In practice, a finite input current i
flows from the hold capacitor to the output buffer and lowers the voltage
stored on the capacitor by an amount equal to

AV= &At (6.14)

where A V is the “droop” in stored voltage and At is the elapsed time between
the coarse and fine quantizing steps. Note that larger values of Ch are better
at holding the sampled signal but are more diffkult  to drive during sampling
mode.

6.2.3 Algorithmic A/D Converters

The algorithmic A/D converter uses a single l-bit quantizer in a recirculating
mode. This approach requires very few components and can produce extremely
accurate results, but it operates slowly. In fact, its conversion rate is inversely
proportional to resolution (N).

The successive approximation A/D converter is an example of an algorith-
mic converter and is shown in Figure 6.11 (a). It converts the analog input
sample to a digital word one bit at a time. After each quantizing operation,
the residue is formed, scaled, and reapplied to the quantizer (shown as a simple
comparator). Because any error is magnified through the recirculating process,
careful design is critical. The successive approximation A/D converter trades
higher resolution for slower conversion speed.
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Figure 6.11 Algorithmic A/D converters: (a) successive approximation architecture and (b)
integrating architecture.

Another example of an algorithmic converter is the integrating A/D
converter shown in Figure 6.1 l(b). It operates as follows. The quantization
process starts with the counter cleared and the switch  opened. That allows the
capacitor to charge, creating a linear voltage ramp that eventually crosses the
input signal. When that happens, the logic detects the change in the compara-
tor’s output and stops the counter.

It takes M clock cycles for the capacitor to charge to the full-scale input
of the ND converter. Therefore, the digital output code of the integrating
A/D converter is simply

(6.15)

where u,  (nT) is the analog input voltage, sampled at nT.
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6.2.4 Noise-Shaping A/D Converters

In a conventional A/D converter, the performance depends on the number
and uniformity of the quantization levels and the oversampling ratio (fJ lB).
As N increases, the difference between levels (A) shrinks and analog precision
becomes more critical. As fi lB  increases beyond the Nyquist value, the spectral
density of the quantization error decreases relatively slowly.

A more efficient oversampling quantizer is the AC modulator [ 12-151,
shown in Figure 6.12(a).  This is a first-order modulator with an analog filter
H(s) and a single-bit data converter. The oversampled A/D converter shapes
the spectrum of the quantization error, thereby significantly improving the in-
band SNR.

The signal transfer function for the circuit is a low-pass filter response
that extends to the band edge (B) of the analog signal, where

H(s)
Sb)  = 1 + H(r)

(6.16)

and the filter H(s) serves as an integrator. The quantization noise transfer
function is a high-pass filter response that extends to +f,/2,  where

1
N(S)  = 1 + H(s) (6.17)

It pushes quantization noise outside the signal bandwidth B toward the
Nyquist frequency fs  /2 and demonstrates the noise-shaping property of the
AX  modulator shown in Figure 6.12(b).

AZ modulators operate at very high sampling rates, which leads to the
alternative label oversampling  converters. In the AC modulator, the integrator
H(s) accumulates the difference, or error signal, between the input signal and
the quantized value. The error signal is driven toward zero by the feedback
loop, producing a bit stream output with a duty cycle equal to the amplitude
of the input. In fact, it is that feedback that is the key to the improved efficiency
of the Ahc  modulator. A digital filter removes the quantization noise from the
bit stream in the frequency band of B to f,/2 to provide a wider dynamic
range output. As a result, the AX,  modulator provides superior performance
with low-cost, imprecise analog components.

The first-order AZ modulator is mathematically analyzed with the dis-
crete-time model of Figure 6.12(c).  In that model, an accumulator replaces
the integrator. The output of the accumulator is

w(i) = x(i  - 1) - e(i - 1) (6.18)
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Figure 6.12 First-order oversampled A/D converter or AhI:  modulator: (a) architecture, (b)
spectrum of the quantization noise, and (c) mathematical model.

which yields the quantized signal

y(i) = w(i) + e(i) = x(i - 1) + [e(i)  - e(;  - l)] (6.19)

In (6.19) and (6.20), x is the continuous time analog signal at the
sampling instant, w is the multibit  output of the accumulator, e is the error
associated with the single-bit quantizer, and y is the single-bit output.
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Accumulator

Quantizer

integrator

(c)

Figure 6.12 (continued).

This circuit treats the quantization error and the input signal differently.
The output is the first difference of the quantization error, while the input
signal is unchanged, except for a delay. To calculate the effective resolution
of the AC modulator, the input signal is assumed to be significantly busy so
that the error can be treated as white noise and uncorrelated with the input
signal [ 16, 171.  The modulation noise is defined as n(i)  = e(i) - e(i  - 1) and
can be expressed by the z-transform

N(z) = E(z)[ 1 - z-*1 (6.20)

If the transfer function of the integrator,  H(z),  is defined by
[ 1 - z-l]-l and z = J” T,  then H( f ) = 2 sin (rfl). This is used to rewrite
(6.20) in the form of the rms output quantization noise voltage spectral density,
that is,

N(f) = 2&%id?rfT) (6.2 1)

where E(f) is the spectral density of the single-bit standalone quantizer.
The equivalent noise power in the band of interest is

B

n2 = 0a2r[2sin(7rfl)]2df
I

(6.22)

0

which is evaluated using a series expansion for the sin term. That produces
the result
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n2 8 2 2
= jrr a,(Tlg3 (6.23)

and shows that the noise power fails off 9 dB for each octave of oversampling
improvement. (In a conventional A/D converter, that factor is 3 dB.)

Another common AZ modulator is the second-order architecture [18,
191 shown in Figure 6.13(a). Here, the quantized signal is

y(i) = x(i - 1) + [f?(i)  - 2e(i  - 1) - e(;  - 2)] (6.24)

and the modulation noise is n(i) = e(i)  - 2e(i  - 1) + e(;  - 2). This has a
z-transform given by

N(z) = E(z)[l - z-Q2 (6.25)

I

Accumulator Accumulator

Quantizer

(4

Frequency

(b)

Figure 6.13 Second-order AX modulator: (a) discrete-time model and (b) noise-shaping

property.
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The spectral density of the rms noise voltage for this architecture is

N(f)  = &f)Dsin(77.ft)12

and is shown in Figure 6.13(b).  As b e ore, the in-band noise power is determinedf
by integration over the band of interest

n2  32 2 2= -yr u,(TB)~ (6.27)

The second-order AC modulator provides 15-dB SNR improvement for
each doubling of the oversampling ratio.

In a second-order modulator, the input signal and the contents of the
accumulators are all integer multiples of the quantizer step. When the input
is a dc value, limit cycles are generated. Those limit cycles are perceived as
annoying tones. To prevent them, a dither signal (single-bit PN  sequence) is
often added to the input signal [ZO].

To take advantage of the noise-shaping benefit provided by the AY,
modulator A/D converter, the high-speed digital output from the quantizer
must be filtered and decimated. The filtering occurs before decimation and
removes excessive noise power from the frequency range B to fs /2; otherwise,
the noise aliases to the signal band. It also transforms the high-speed single-bit
data stream into a low-speed, high-resolution data stream. In practice, a sincR
decimation filter is typically used [2 I J, wh e r e the order of the filter k is equal
to I + 1 and I is the order of the A2  modulator. Mathematically, this sinck
filter is defined as

D(f)  = (6.28)

where sine(x)  = sin(x)lx. Note that the sincR  decimation filter slightly raises
the in-band noise power.

The noise psd’s for the first-order AI: modulator with a sinc2  filter and
for the second-order AC modulator with a sinc3  filter are plotted in Figure
6.14.

A AC modulator A/D converter has a lower overload level than a conven-
tional A/D converter. The reason for the difference is as follows. In the first-
order AZ modulator shown in Figure 612(a), the single-bit D/A converter
generates a two-level feedback signal that toggles at a high rate with an average
value equal to the amplitude of the input signal. As such, the two output
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Figure 6.14 Sine  filter effect (a) first-order AI: modulator decimated by sine* filter and (b)
second-order AX modulator decimated by sinc3  filter.

levels from the D/A converter set lower and upper limits on the input signal.
Furthermore, the output of the summer, which combines the input signal and
the feedback signal, can approach twice those minimum and maximum levels.
Thus, to prevent overloading of the AZ modulator ND converter, the ampli-
tude of the analog signal is restricted to one-half the full-scale range [21].
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6.3 D/A Conversion

The D/A converter transforms digital data to its analog form by reconstructing
and filtering the sampled data. Its performance is fundamentally limited by
the resolution and the sampling rate. The D/A conversion process is governed
by many of the same principles as the A/D  conversion process.

6.3.1 Ideal Process

The ideal D/A converter provides an analog output equal to the digital data
applied at its input using the simple structure shown in Figure 6.15. The data
generally is latched to trigger the transition between samples in much the same
way as the A/D sampling process occurs at a single instant. The output of the
D/A converter typically is passed through a low-pass filter to smooth the
reconstructed waveform.

Mathematically, the D/A converter multiplies the impulse sampling func-
tion with the analog value of the digital input and holds the result to produce
the output waveform shown in Figure 6.16. The analog value of the digital
input is given by

v&c> = (xg + x12  + x222. . . x)&42 N-l)A (6.29)

where X; are the individual binary-weighted bits of an N-bit digital word. This
expression shows the full-scale range, VFS, of the D/A converter is simply

VFS  = 2NA (6.30)

Note that the resolution- a n d thus the quantization error-of an N-bit
D/A converter and an N-bit A/D converter are identical.

I 1 S/H  ampl i f ier

Digital input
. 1

1 L P F  +

Re‘construction

Analog output

I filter
I

Strobe

Figure 6.15 Simple D/A converter architecture.
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NRZ pulses

(b)

Figure 6.16 D/A converter waveforms: (a) impulse sampled waveform, (b) S/H amplifier
output, and (c) filtered output signal.

6.3.2 Nonideal  Effects

The D/A converter is plagued by circuit nonidealities that introduce distortion
and add frequency components. The nonidealities are similar in origin and
effect to those associated with the A./D converter.

The output signal produced by the D/A converter is actually a series of
nonreturn-to-zero (NRZ) pulses. In practice, those pulses are not impulse
signals* but have a nonzero  width equal to the conversion rate 2”. As such, the
D/A conversion process can be described in the frequency domain by

4. Ideally, the NRZ pulse is an impulse signal.



142 CDMA  Mobi le  Radio Des ign
- -

Y ( f )  =  X(f)  * sin/r;rf) (6.3  1)

where the second term’  represents the Fourier transform of the NRZ pulse.
Equation (6.31) shows that the width of the NRZ pulse affects the frequency
spectrum of the D/A converter’s output signal. If the D/A converter is operated
at or near the Nyquist rate @,(,I  = l/2  r), the spectrum of x (t) near the edge
of the band becomes distorted, as shown in Figure 6.17(a). To prevent that,
the D/A converter typically is operated well above the Nyquist rate, as shown
in Figure 6.17(b).

Each sampling point switches the analog output to a new value, which
typically generates glitches in the output waveform, as shown in Figure 6.18.
The glitches are caused by nonideal  circuit switches, require a finite time to
settle, and limit the conversion speed of the D/A converter.

A
WI

Effect of sine

Replica signals
- -

f

(a) (b)

(4 (d)

Figure 6.17 Effect of nonimpulse sampling: (a) at Nyquist rate and (b) required increase
in sampling frequency to minimize effect of nonzero  pulse width.

5. The second term is commonly known as the sample sine  function.
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Figure 6.18 D/A converter output glitches.

To improve the fidelity of the output waveform, a sample/hold amplifier
follows the D/A converter. It allows the analog output signal to settle and
captures the signal before the D/A converter switches to a new value.

The static or low-frequency accuracy of the analog waveform is measured
using two figures of merit: differential nonlinearity (DNL), illustrated in Figure
6.19(a), and integral nonlinearity (INL), shown in Figure 6.19(b).  DNL mea-
sures the difference between analog voltages generated by adjacent digital codes
and compares that difference against the ideal step size, that is,

DNL  = y(xk) -dxk+d  _ 1
A

(6.32)

and is expressed as a fraction of an Isb. Note that if the converter’s response
decreases for any digital step, the transfer function becomes nonmonotonic
and the resolution degrades significantly.

INL measures the overall linearity of the transfer function. It uses a
straight-line fit between the zero- and full-scale analog outputs to remove gain

and offset effects. It then compares the expected value using that straight-line
fit against the actual analog values as follows

INL _  ycxk) - dxk)
A

(633)

where the function g(x) describes the straight-line fit
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Figure6.19 Static nonlinearities in D/A converters: (a) differential nonlinearity and (b)
integral nonlinearity.
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gb>  = 2NX  + V;nin

These nonlinear effects raise the in-band noise power and introduce
distortion.

6.4 D/A Converter Architectures

There are only a few architecture options for D/A converters, and they fall
into one of two categories: scaling and noise shaping. Scaling architectures
provide flexibility and allow fast conversion times and/or high precision, while
noise-shaping structures primarily target high-precision applications.

Both types of D/A converters are used to form the radio signals for
transmission. In practice, the radio signals are processed as I and Q components
with two separate D/A converters. Each converter provides &bit  analog

waveforms with a bandwidth of 615  kHz.”  By contrast, the audio signal7  is
reproduced by a noise-shaping D/A converter with lo- to 14-bit  resolution
[22, 231.

6.4.1 Scaling D/A Converter Concepts

Scaling architectures use binary-weighted quantities of current, voltage, or
charge to generate an output waveform [24].  For the current-scaling D/A
converter shown in Figure 6.20,  the digital code selects the current sources
that connect to the output.

Very accurate current sources are needed in this scheme and are realized
with precise analog components. The binary weights are implemented by device

D i g i t a l  m o d u l a t o r

Figure 6.20 Simplified schematic of current-scaling D/A converter.

6 . These signals are combined in the IIQmodulator to form the wide spread-spectrum waveform.

7. Audio signal bandwidth is almost always less than 4 kHz.
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scaling or by multiple equal-weight devices, a technique known as segmenting
[24].  The segmented approach achieves better matching and accuracy, but it
is impractical for more than 6 bits. In practice, high-end D/A converters use
a combination of segmented (for lower Isb’s) and binary-weighted scaling.

6.42 Oversamp ted D/A Converters

The AX  modulator concept is also useful for D/A conversion [ 121.  It operates
under similar principles as the AX  modulator A./D converter. An interpolator
elevates the sampling frequency of the digital input data to match the oversam-
pling requirement. The summer compares the interpolated input data to the
single-bit feedback signal and produces an error signal. The error signal is
accumulated (integrated), and the result is fed forward to the quantizer. The
quantizer function reduces the multibit  data to a single bit, which is routed
to the single-bit D/A converter and is also fed back to the summer.

The D/A converter transforms the high-rate single-bit stream to an analog
signal with noise-shaped properties. An analog low-pass filter removes the out-
of-band quantization noise and smoothes the signal. The result is an analog
output with wide dynamic range and extremely low noise fobr.  The AC.
modulator D/A converter provides a high-resolution analog output with low-
cost, analog components, and sophisticated digital signal processing.

This D/A converter relies on a digital AZ modulator but adheres to the
same principles as the AX  modulator A/D converter.
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RF System Fundamentals

The RF transceiver provides the wireless link for untethered communications.
It establishes forward-link and reverse-link communication channels using radio
spectrum in designated bands between 800 MHz and 2,000 MHz. Those radio
frequencies enable efficient wireless communications with tolerable path losses,
reasonable transmit power levels, and practical antenna dimensions.

Figure 7.1 is a simplified view of a CDMA RF transceiver. It consists of
a transmitter, a receiver, and a frequency synthesizer. The transmitter shifts
baseband signals to the assigned radio frequency using a two-step heterodyne
architecture. The receiver selects the designated channel and translates its carrier
frequency to baseband using a similar architecture. The frequency synthesizer

RF transmitter
Baseband

RF receiver

Synthesizer

Figure 7.1 Block diagram of a simplified RF transceiver.
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provides the reference signals needed for frequency translation in the transmitter
and the receiver.

This chapter reviews the RF concepts of duplex operation, frequency
translation, phase modulation, dynamic range, and frequency synthesis. It
describes the operation of the transmitter, including power control, spurious
response, and other performance requirements. It concludes with a discussion
of critical issues in the receiver, such as sensitivity, desensitization, and frame
error rate.

7.1 RF Engineering Concepts

The RF system plays a key role in the battle against deleterious radio propagation-
effects. The transmitter conditions the baseband signals for efficient wireless
communications, while the receiver selects the desired message signal from
various interfering signals. To perform those operations requires a duplex
arrangement with frequency translation and phase modulation functions. It
also requires a wide operating range, bounded by background noise at low
signal levels and nonlinear effects at high signal levels. The following sections
outline the operation of those functions and their limitations.

7.1.1 Duplex Operation

One-way communication, from a single source to a single destination, is known
as a simplex arrangement. Two-way communication, involving fonvard  and
reverse communication links, is referred to as a duplex system. In time division
duplex (TDD) systems, like GSM, the transmitter and the receiver operate at
different times [l].  In frequency division duplex (FDD) networks, such as
CDMA IS%,  the transmitter and the receiver function simultaneously using
separate radio channels [ 11. ’

Typically, FDD systems require greater than 120 dB isolation from the
transmitter to the receiver. The reason is that noise generated by the transmitter
appears at the antenna, elevates the receiver’s noise floor, and thereby lessens
the receiver’s ability to detect small signals.

A duplex filter at the antenna isolates the transmitter from the receiver.
It combines a transmit-band filter and a receiver-band filter, as shown in Figure
7.2. This structure generally provides the necessary isolation between the two
paths but slightly attenuates the in-band signals, lowering the power of the

1. It is not uncommon for networks that support cransmission and reception at the same time
to be referred to as full duplex.
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Figure 7.2 Duplex filter: (a) schematic diagram and (b) frequency response.

transmitted signal and raising the noise level of the received signal. The duplex
filter also occupies a large amount of physical board space, typically more than
any other component.

7.12  Frequency Translation

A key process of the RF transceiver is frequency translation. To communicate
efficiently via wireless channels with acceptably sized antennas, microwave
signals are used. Microwave signals are formed by shifting the carrier of the
modulated signal from baseband to radio frequencies in the transmitter. A
similar, but reverse, translation process is employed to shift radio signals to
baseband in the receiver.

Mixer circuits are used for frequency translation. These circuits are func-
tionally equivalent to analog multipliers that linearly multiply two input signals
together to produce an output signal described by



152 CDMA Eobile  Radio Design

s(t) = Acos(274t)  x cos(2flf.t)

where fi is the input signal to be shifted and f2 is the local oscillator (LO)
signal. (The LO signal is generated specifically by the frequency synthesizer
for frequency translation.) Equation (7.1) can be rewritten as

s(t) t + cos274fi  +fi>t] (7.2)

which shows output components at the sum and the difference of the input
frequencies. It also shows that in an ideal mixer the amplitude of the output
signal is proportional to the amplitude of the input signal.

7.1.3 Phase Modulation

An important step in the channel coding process is modulation, which superim-
poses the message signal onto the carrier waveform. The modulation process
changes the amplitude and/or the phase angle of the carrier signal [2-4].
Different modulation schemes offer various advantages in terms of bandwidth
effkiency and simplicity. The CDMA IS95 system uses QPSK  modulation,
as illustrated in Figure 7.3.

The phase-modulated signal is described by

s(t) = A,cos[w,t  + e(t)] (7.3)

where A, is the amplitude of the signal, w, is the carrier radian frequency,
B(t) is the time-varying phase function equal to Km (t), K is the phase sensitivity
of modulation in rads per volt, and vz  (t) is the binary message signal. Equation
(7.3) can be expanded to

Q

Syrnbo;
a

+

0 l �

Data 0 0  ~1~11~01~10~  0 1  100

Modulated
signal

(a) (b)

Figure 7.3 QPSK: (a) constellation diagram and (b) waveform.
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s(t) = (7.4)

I where the factors with m,t correspond to the pilot or carrier waveform and
the factors with Km(t) indicate the modulated data.

For QPSK  signaling, each message symbol m(t) represents two bits of
data, with orthogonal values of 1 +j, -1 +j, -1 -j, and 1 -j. The complex

I envelope of the QPSK-modulated signal is

g(t)  = A,e@(f) (7.5)

which conveniently can be rewritten as

I

I
g(t)  = x(t)  + jy(t> (7.6)

I where x(t) = A C  l$? cosd(t)  and y(t) = jA,lGsinB(t).  Note that the psd of

i

the QPSK-modulated signal is simply the spectral shape of the message signal

I

m(t). If the message signal consists of rectangular pulses, then

(7.7)

where rb  is the symbol period of the message.
The QPSK  modulator is based on (7.4) and is formed using the structure

of Figure 7.4. It relies on orthogonal signals to drive two multipliers, which
requires decomposing the message signal into orthogonal components,
A,/-\/ZcosKm(t)  and A,/$ sin Km (t). The decomposition proves easy and
makes phase modulation by this technique both efficient and convenient.

A,sin  un(t)-@

Figure 7.4 Block diagram of QPSK modulator.
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The phase-modulated signal is recovered by using the complimentary
structure known as an I/Q  demodulator, shown in Figure 7.5. It takes the
received signal r(t) and multiplies it by orthogonal carrier signals, COSW,~  and
sin w, t, whose frequency and phase have been precisely aligned to the incoming
signal. The received signal is described by

r(z)  = A,(ml  COSw,t + mQ sintact)
(7.8)

where ml and m Q are the I and Q components of the message signal, respec-
tively. The outputs of the mixers are

rl(t) = A,mIcosw,tcosw,t  + AcmQshw,tcosoCt

YQ(~)  = A,ml cow,tsino,t  + A,mQsino,tsinw,t
(7.9a)

(i’.Yb)

which expands by trigonometric identities to yield

rl(t)  = y[cos(O)  + cos(2w,t)]  + y[sin(2o,r)  + sin(O)] (7 10a).

rQ(t>  = y[sin(2w,t)  - sin(O)] + y[cos(O)  - cos(2w,t)] (7 IOb).

Low-pass filters remove the double frequency terms, 2w,t, and leave the
original message signals  m/(t) and m Q (#).

7.1.4 No ise

All electronic circuits are plagued by noise, which arises from the thermal
agitation of electrons as well as the discrete nature of current flow [5]. As a

Figure 7.5 Block diagram of QPSK demodulator.



RF System FunabnentaL 155

result, current flow shows tiny fluctuations that are essentially random and
noiselike. This is important because noise raises the minimum allowed signal
level and thereby affects system performance.

Noise is typically characterized in an RF circuit by the parameter Noise
Factor (F) and is defined by

S03.
F=y

0z out

(7.11)

where (S/N)i,  is the ratio of signal power to noise power available at the input
to the circuit and (SIN),,, is that ratio at the output of the circuit, as shown

in Figure 7.6(a). The quantity F is often expressed as the parameter Noise
Figure (NF),  which is related by the expression NF  = 10 log F. Because the

Z,source impedance
Z,  inpu t  impedance
Z ,  l oad  impedance

(a)

‘i _*...................*..a . so

A
RF circuit ::

(b)

Figure 7.6 Noise factor: (a) definition and (b) model.
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gain of the circuit G = S,/Si, the noise factor can be rewrit ten as
F = N,IGNi.  The input noise power Ni is related to the available power from
a source at the thermal noise floor, 4kTB,  where k is Boltzman’s  constant, T
is the absolute temperature of the reference,2 and B is the bandwidth of the
measurement. The noise power delivered to the RF circuit, when its input is
conjugately matched to the source, is the available power, kTB.

Another way to look at noise factor is to model the circuit as an ideal
noiseless amplifier preceded by an equivalent noise generator, as shown in
Figure 7.6(b). Then

N. ;  = kTFBquiv  = - (7.12)

But the output noise is just the sum of the amplified input noise
(N;  = RTB)  and the circuit noise (N,), as shown by the equation

No = GNi + Nx (7.13)

Therefore, the circuit noise is simply the excess noise N, = kT’(F - 1).
In a cascaded system, like the one shown in Figure 7.7, the noise power

at the output of the first stage is given by

41 = G1  kTFIB (7.14)

and the input-referred circuit noise of the second stage is

Nx2  = kT(F2  - 1) (7.15)

Combining those two noise powers and multiplying by the gain of the
second stage yields the noise power at the output of the second stage:

No2  = G1G2kTF,  + G2kT(F2  - 1) (7.16)N*, N02

Ni,  equiv -DDpG, G*
=,

5 F2 z

Figure 7.7 Calculation of cascaded noise factor.

2. The typical value of T for noise figure measurements is 290K [6].
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The noise factor of the cascaded system FT is found by dividing this
expression by the factors kTB  and the cascaded power gain, G1 G2

F2  - 1
FT  = F1 + -

Gl

From that analysis, it is straightforward to-
known expression for noise factor in an n -stage

F2  - 1
FT  = F1 + -

Gl

(7.17)

expand (7.17) to Friis’s well-
cascaded system [7]  :

P 1rn - 1
t . . . +-n - l (7.18)

n Gi
i=l

Note that the effect on the overall system noise factor of later stages is
reduced by the gain of earlier stages. That means the first stage (or first few
stages) essentially determines the cascaded noise factor if its gain is suffkiently
high. The cascaded noise factor shows the excess noise produced by the system
and thereby sets the minimum detectable signal level.

7.1.5 Distortion

The operating range, or dynamic range, of the system is limited at high
signal levels by nonlinear circuit effects, including gain compression, harmonic
distortion, and intermodulation distortion. Those effects muddle the message
signal and degrade its quality. They also introduce a subtle effect, in which
signals at one frequency can influence signals at another frequency.

The output voltage of an RF circuit can be modeled by a power series
expansion of its nonlinear gain using the form

VO = LZlVi  + a2vf  + ajv!  + . . . (7.19)

where v, is the output signal, vi  is the input signal, and coeffkients a 1,  a2,
and a3 are frequency dependent. If an input signal Vcoswt  is applied to the
RF circuit, it will produce an output signal equal to

vo(t)  = alVcoswt  + a2V2cos2ut  + a3V3cos3wt  + . . . (7.20)

which expands to

v,(t)  = aiVcoswt  + FV2(1  + cos2wt)  + yV3(3cosot  + cos3wt)  + . . .

(7.2 1)
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which shows the mechanisms for gain compression and harmonic distortion.

signal
The RF circuit amplifies the input signal Vcos ut  and generates an output
at the fundamental frequency o  with an amplitude equal to

VI = 3
ay+ -4 a3V3 (7.22)

where coefficient al represents the small-signal gain, and coefficient a3 causes
gain compression.3  The gain corn p es ion LY, expressed as a fraction of ther s’
linear gain, is described by

Cl!= 3 = 1 + 3a3- V 2
UlV 4a1

(7.23)

and is typically reported at the -1 dB point (a = 0.89 I). This I-dB  compression
point occurs when

V =  0 . 3 8 1  2
. fl

. (7.24)

The RF circuit also produces output signals at frequencies that are integer
multiples of the fundamental frequency, which is known as harmonic distortion,
that is,

v2 = 2
aZV2 cos2.ot a3 3v3 = -p cos3wt

The relative strengths of those signals are

v2-=
VI

$V V3 a3 v2

1 iq=G

(7.25)

(7.26)

and are dependent on the amplitude of the input signal.
If the input consists of two signals at different frequencies, VI  coswl  t  +

V2coso2  t, the output of the RF circuit becomes

v,(t) = al [VI cowl t + TJZcosw2t]  . . . (7.27)

+ aj~[VfV2cos(2q - w2)t  + v*v~cos(2w2  - cq)t]  .  .  .

.

3. The gain compresses because the sign of coeficient a3 generally is opposite to that of

coefkient  a 1.
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where those terms represent the signals at or near frequencies wl and ~2,  as
shown in Figure 7.8. The first-order term shows the ideal small-signal gain,
and the third-order term at 2wl-  02, and 20~  - w1 corresponds to the third-
order intermodulation response of the RF circuit. Although not shown, the
other odd-ordered terms (due to coeffkients “5, a7, and above) also create
intermodulation distortion signals but with much smaller amplitudes.

The amplitudes of each amplified input signal Vol and each third-order
intermodulation product Vo3  are described by

Vol = alV; (7.28a)

(7.28b)

assuming VI  and V2  are equal to Vi. That leads to two important observations.
First, the third-order intermodulation product grows much faster than the
amplified input signal. Second, the extrapolated amplitudes of those two output-
signals eventually become equal at the third-order intercept point (II?$,  as
shown in Figure 7.9.

The relative amplitude of the third-order intermodulation product is
given by

I-3 _ 1531 3 a3V2--=--- .
Ivoll 4 al z

(7.29)

while the actual output amplitude at the intercept point is found in the following
way. The two output amplitudes, Vol  and Vo3,  are equal when the input
amplitude Vi = VIP;  therefore,

3 a1
-a34

=-
vh

(7.30)

Sinusoidal

V .  .  . .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .
01

4input siCv--

Intermodulation
products

Figure 7.8 Distortion by a nonlinear amplifier creates intermoduiation signals.
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intermodulation

Figure 7.9 The IIP3 occurs where the extrapolated desired and third-order responses
intersect.

which when substituted into (7.28b)  yields

V03 =
( >

al vi3

4
(7.3 1)

In a cascaded system like the one shown in Figure 7.10, the intermodula-
tion distortion characteristics generally set the large-signal performance limit.
If so, then the third-order intermodulation product at the output of the second
stage is a12  Vo3 1  + Vo32,  which expands to

all  vi3
I/o3 =  a12 - +  -[ I a12vi!i

W.d2 (vrP2J2
(7.32)

where the input to the second stage Vi2 equals al 1  Vi.  The amplified desired
input signal is simply V, 1  = al 1 a12  Vi. When Vi = VIP,  the signals V,  1  and
Vo3 are equal and thus

qpl2Vp  = [
alla12 &a12- + -vzd2  wP2)2 I vls

Figure 7.10 Cascaded intermodulation distortion.

(7.33)
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which simplifies to

It is straightforward to extend (7.34) to an n-stage system:

(7.34)

(7.35)

It is important to note that the later stages have a profound effect on
the input intercept. That is due to the gain of the earlier stages, which increases
the amplitude of the signals applied to the later stages. This situation is exactly
opposite to that found during the cascaded noise figure analysis, where the
early stages in the chain had the biggest effect.

7.2 Frequency Synthesis

The frequency synthesizer supplies the LO signals used by the transmitter and
the receiver for frequency translation. It typically generates a single $0 signal
in the ultra-high frequency band (UHF band 300 MHz to 3 GHz)  and two
LO signals in the very high frequency band (VHF band 3 MHz to 300 MHz),
as shown in Figure 7.11.

The carrier *frequency of the transmitted and received signals is governed
by strict requirements set by national and international governing agencies.
To meet those requirements, precise LO signals are needed. The signals are
generated by phase-locked loops (PLLs) [8-l  11, like the one illustrated in
Figure 7.12. The PLL consists of a frequency reference, divide-by-M and
divide-by-N counters, a phase detector, a loop filter, and a voltage-controlled
oscillator (VCO).  The PLL is a feedback control system that minimizes the
phase detector’s output signal, which corresponds to the difference between
the divided reference and the divided synthesized output. As a result, the system
produces an output signal at the frequency (MIN)J.+

4. A single LO signal produces a transmit intermediate frequency (IF) chat differs from the

receive IF. That keeps the cost of the RF transceiver low and can improve isolation between

the transmitter and the receiver.
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Figure 7.11

fREF-
UHF LO VHF LO

Frequency synthesizers are used by both the RF transmitter and the RF
receiver.

v c o

f II)’ ref M counter LPF
Old

detector

N counter w

Figure 7.12 Block diagram of a PLL frequency synthesizer.

7.2.1 PLL Modes of Operation

The PLL has two modes of operation: acquisition and synchronization. In
acquisition mode, the control loop moves the VCO’s  frequency toward the
frequency of the reference signal. The process is highly nonlinear and character-
ized by the PLL’s acquisition rime, switching time, and pull-in range [ 121.
After acquisition, the PLL operates in synchronization mode, in which the
VCO tracks the reference frequency. Frequency stability, accuracy, and spectral
purity are key performance parameters in the synchronization mode of operation

WI.

7.2.2 PLL Operation in Synchronous Mode

The operation of the PLL in synchronization mode is best analyzed in the
phase domain using the simplified mathematical model in Figure 7.13 [ 111.
It consists of a phase detector, a low-pass filter, and a VCO. The phase detector
compares the input time-dependent phase function Q(t)  to the system estimate
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Phase
detector

Figure7.13 Linear approximation of the PLL.

6(t),  which includes noise n i (t). The gain of the loop drives the phase difference
between the input and the output toward zero.

The phase detector is modeled by

(7.36)

where ~4 is the gain of the circuit, expressed in volts per rad. The loop filter -

conditions the system’s response to the error signal and drives the VCO to
produce an output signal equal to

y ( t )  =Acos  W,t  +  K[ J u,(r)d~] (7.37)

where w, is the free-running frequency of the VCO, K,  is the gain of the
VCO, and v, is the control voltage. In (7.37),  the important term is the phase
component, because it is the loop feedback parameter. In the phase domain,
the Laplace transform of the VCO output is

(7.38)

The transfer function for the PLL  is found using Mason’s gain rule [ 131,
which yields the closed-loop expression for the phase transfer function:

h,,(s)
Ws)  =  -$---&y  =

K+ K,LpF(S)

S + K+KyLpF(S)
(7.39)

Notice that the VCO adds a pole at dc to the transfer function. Conse-
quently, a first-order loop filter LPF(s)  defined by
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with corner frequency OLpF, produces a second-order transfer function H(s).
The behavior of the PLL is analyzed using control theory. The closed-

loop transfer function for the PLL with a first-order loop filter can be rewritten
in the familiar form

H(s)  = w?l

s2 + 2i3,s  + 02,
(7.41)

where the natural frequency w,  is the gain-bandwidth product of the loop and
l is the damping factor of the system, that is,

The stability of the system is analyzed using the open-loop magnitude-
phase plot shown in Figure 7.14 for a typical second-order system. A well-
designed system has a damping factor ( greater than 0.5 and typically equal
to  l/1/2.

The phase error transfer function is described by

Figure 7.14 Open-loop response of PLL.
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@e(S)
ffe(s)  = $-Jq =

s2 + 2&S

s2 + 2J0,s  + 02,
(7.42)

Note that the steady-state phase error is found when

(De(s)  =  l i m  sH,(s) (7.43)
2+0

and vanishes as s approaches zero. That demonstrates that the feedback control
loop corrects the phase error of the VCO during steady-state operation.

7.2.3 PLL Nonideal  Effects

The steady-state VCO output of the PLL is given by

y(t) = A COs[co,t + dqt)] (7.44)

where bn(t)  is a noise process that is typically modeled as a zero-mean and
stationary random variable. In the frequency domain, 6, (t) describes the noise
introduced by the loop and produces modulation or noiselike variations in the
carrier. 5

The N-counter of Figure 7.12 uses several cycles of the VCO signal to
generate a comparison signal. That raises the noise level at the phase detector
input by an amount equal to 201og(N)  [ 111.  In much the same way, the
M-counter lowers the noise level of the reference by a factor of 2Olog(M).  If
the noise generated by the phase detector is lower than either of its input noise
levels, then the I’LL output noise level is approximately 20log(NIM)  higher
than the noise floor of the reference oscillator.

The VCO is another source of circuit noise in the PLL. Its noise psd
can be estimated by [ 141

(7.45)

where .54(w)  is the psd of the output, Q is the quality factor of the resonant
tank circuit, u(),  is the frequency of oscillation, A.w is the distance from the
oscillation frequency, I), is the noise power in the signal, and P, is the strength
of the carrier. To minimize phase noise, the Q factor and the carrier power
must be as high as possible.

5. The carrier is the ideal single-frequency output signal.
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The I’LL’s  feedback reduces the phase noise of the VCO output near
the carrier toward the level of the frequency reference, that is,

That holds true as long as the loop can correct for phase errors. However,
outside the loop filter bandwidth (frequencies AU higher than the filter band-
width), the loop becomes ineffective, and the output noise level increases to
that of the VCO, as shown in Figure 7.15.

The phase noise S$(w) near the carrier includes 1 lf noise upconverted
by the VCO’s  transistor amplifier and falls off at 9 dB/octave.  The phase noise
decreases at a rate of 6 dB/octave above the l/’ noise corner and up to the
loop bandwidth of the PLL. Outside the bandwidth of the loop filter, the
phase noise depends mostly on the VCO and remains relatively flat.

The output of the PLL also contains spurious tones due to modulation
of the VCO control voltage at the comparison frequency. Those spurs are
offset about the carrier (fc) at

(7.47)

where  hm?zp = f+lM  = fvcolN.  Only ps u r s inside the loop bandwidth are
attenuated, while others are unattenuated and included in the PLL output
spectrum.

The loop filter plays a critical role in the performance of the I’LL. A
wide bandwidth accelerates acquisition and ensures low phase noise further away
from the carrier frequency. A narrow bandwidth tolerates larger disturbances in
the PLL and thereby maintains better synchronization. In most practical cases,
the bandwidth of the loop filter is set to approximately& the reference
frequency [I 151.

Loop BW

Figure 7.15 Phase noise performance of a PLL.
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7.3 Transmitter System

The RF transmitter modulates the radio carrier with the baseband coded data
and amplifies the resulting modulated waveform to the directed power level.
In CDMA communication systems, the transmitter also includes precise power
control and low-interference characteristics to permit a high number of users
[ 151.  Those features add to the burden of portable operation and make transmit-
ter design especially challenging.

The RF transmitter employs a two-step heterodyne architecture, consisting
of an I/Q modulator, a variable gain amplifier (VGA), an RF mixer, a receive-
band filter, a driver, a power amplifier (PA), and an isolator, as shown in
Figure 7.16. The I/Q modulator performs the first frequency-translation step
by superimposing the baseband data onto an IF carrier. The second frequency-
translation step occurs in the RF mixer, which shifts the IF carrier to the
prescribed radio frequency. A filter removes spurious products and lowers
the system’s noise floor.6 The driver and the PA increase the strength of the
modulated signal and couple it to the antenna. An isolator protects the PA
against changes in*  the antenna’s impedance. Those changes occur because of- - - - - - - -  _ . ._ _----  I
variations in the electric and magnetic (E&M) radiation patterns surrounding
tn-l&anY$Yna~~Eor  example, objects

__ ------ --_“I.  _  _ _  . . -Ye .-
near the antenna, including~the  user s La&-

alter the impedance of the antenna.
The VGA provides power control in the transmitter. The circuit adjusts

the transmit power from a low level of -50 dBm  to a high level of +23 dBm
(ZOO  mW).  The maximum level is low compared to other wireless standards,
for example, the maximum power level for GSM is 2W [ 161.  Surprisingly,

I/Q modulator

BPF

-3 Power D r i v e r
75. amplifier

Figure 7.16 Block diagram of an RF transmitter.

6.  It is vital to reduce the noise in the receive band because it appears at the antenna and is

subsequently received by the RF receiver.
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that does not translate to lower battery drain, because CDMA IS95 systems use
a modulation scheme that requires linear and inefficient power amplification,
whereas GSM systems use a constant envelope modulation technique that
allows efficient PA operation.

7.3.1 Spurious Response

The ideal mixer produces an output signal whose amplitude is proportional
to the input signal’s amplitude and independent of the LO signal’s level. That
is because the LO signal does not have any information in its amplitude. As
a result, the ideal mixer’s amplitude response is linear for one input and
independent of the other input. To make the mixer insensitive to the level of
the LO signal requires a large LO signal level, which also leads to other benefits
(which are discussed in Chapter 8).

Ideally, the mixer produces an output at frequency foUt  = fm k fLo,
where fw is the input signal and fto is the LO signal. However, the nonlinear
effects of the mixer distort the input signal and the large LO signal. As a result,
the mixer produces output signals at frequencies described by

fM>N = IMfUF + NftO  1 (7.48)

where fM,N  are spurious products, or spurs, with M and N integers ranging
from --oo  to +m.  In practice, the amplitude of the spurious output signals
decreases as N or M increases.

A spur table, like Table 7.1, lists the relative amplitudes of the output
signals for a typical mixer. Of interest are the desired mixer signals, indicated
by the (MJV) = (1,l) products, a dc term associated with the (0,O)  spur, and
the half-IF spur described by the (2~)  spur. Note that these spurious signals
propagate through the transmitter and can corrupt the modulated waveform’
or interfere with the receiver.

7.3.2 Spectral Regrowth

Radio spectrum efficiency is a key parameter of wireless communication systems.
To maximize efficiency, the mobile radio includes pulse-shaping filters in the
digital modulator and very linear circuits in the RF transmitter. In practice,
the transmitter displays nonlinear effects that spread the frequency spectrum
of the modulated signal to nearby channels, as shown in Figure 7.17. This

7. The corruption occurs when the spurious signal mixes in a later nonlinear circuit and folds

back to the modulated bandwidth.
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A(f)  ’

Table 7.1
Spur Table for a Typicat Mixer

M /Ii Spurious level (dB)

0 0 - 3 0
1 1 0
1 2 - 5 0
1 3 -40
2 1 - 5 0
2 2 - 5 0
2 3 - 5 5
3 1 -40
3 2 - 5 5
3 3 - 5 5
4 1 - 7 0
4 2 - 7 5
4 3 - 7 5
5 1 - 6 5
5 2 - 7 5
5 3 - 7 0

Spectral
regrowth

Ideal  spectrum

Alt channel Adj channel Adj channel Alt channel

Figure 7.17 Spectral regrowth of transmitted signal.

phenomenon is referred to as spectral regrowth and is detrimental to system
capacity.

Spectral regrowth is generated by intermodulation distortion between the
signal components that make up the spread-spectrum direct-sequence modu-
lated signal. Consequently, it depends on the statistical distribution of those- -
signal components._-



170 CDMA Mobile Radio Design -:.

The digital modulator implements the modulation scheme and baseband
filtering that shapes the amplitude variation of the modulated signal’s envelope,
as shown in Figure 7.18. One way of describing that variation is with the crest
factor, which is defined by

(7.49) f

where V&  is the peak amplitude and Vm is the rms value of the modulated
waveform. For QPSK  modulation, the crest factor is G dB, while for OQPSK
modulation, the crest factor is 5.1 dB. The peak signal components are more-.
likely to generate intermodulation distortion because they “drive” the transmit-
ter circuits harder. To maintain acceptable linearity, the PAS  are designed to_-
operate linearly, even at the peak output power levels, which is responsible for
the poor efficiency of the driver and PA circuits.

The best way to gauge spectral regrowth is by using a CDMA spread-
spectrum input signal fed into the nonlinear- amplifier. That is difficult to
simulate, so an approximation based on third-order intermodulation distortion
(IMD3)  is typically used [ 17, 181. The intermodulation level is reduced by an
empirical factor of 2 to 6 dB and normalized for bandwidth effects.

7.3.3 Noise

Noise also compromises the radio spectrum efficiency of wireless communica-
tion systems. That is because it adds to the background interference, lowering
the signal-to-interference ratio (S/I), and it limits the useful power control
range, raising the minimum transmit power level. Noise generated by the
transmitter also affects the performance of the mobile radio’s receiver. It raises
the noise floor and thus increases the minimum signal level detectable by the
receiver.

An ideal transmitter lowers the noise floor as it reduces the output power
level and there b y maintains the SNR of the modulated signal. In practice, the

Modulation

Vrms

envelope

Figure 7.18 illustration of peak and rms waveforms influencing the crest factor.
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noise floor changes more slowly and eventually flattens out. If the signal level
falls below the noise floor, the waveform quality and subsequent signal detection
become poor.

Full duplex operation requires nearly complete isolation between the

transmitter and the receiver. That is because any noise generated by the transmit-
ter in the receive band elevates the background noise received at the antenna
and degrades the sensitivity of the receiver, that is, its minimum detectable

signal level. The received thermal noise floor is the available noise power, k7”.
In a full duplex system, like the one shown in Figure 7.19, the noise power
ievel at the receiver input Nk is

NRy  =
kTB  + NT-
LDU@X

(7.50)

where NT~ is the output noise from the transmitter, kT is -174 dBm/Hz  at
27OC, and LD~*~  is the loss through the duplex filter. That means the output
noise from the transmitter needs to be less than -120 dBm/Hz  in typical
systems.’

The noise generated by the transmitter (NT,) is computed using noise
factor (E;‘)  parameters for the circuits and the cascade analysis techniques
outlined earlier. It is minimized by low-noise design techniques and filters that
reject receive-band signals.

RF receiver

z
-3

3
Q ‘C

N7x
- RF transmitter

Figure7.19 Noise level at the receiver input in an FDD system.

8 . In practice, the transmitter-generated noise in the receive band should not raise the received

noise level more than l-2 dB.



172 CDMA Mobile Radio Design

7.3.4 Gain Distribution

The RF transmitter adjusts the output power over a wide range, which covers
three particular challenging levels: maximum output power, critical output
power, and minimum output power. At the maximum power level, the CDMA
system demands low spectral regrowth and low receive-band noise, while min-
imizing battery drain. CDMA IS95 limits the adjacent channel power (ACP)
in a 30-kHz  bandwidth to -42 dBc  or -60 dBm,  whichever is larger. The
first limit is a relative value (ACP  = P,  - 42 dB), while the second limit is an
absolute power value. The two limits intersect at the critical output power
level (-18 dBm),  as shown in Figure 7.20. At the critical power level, the
CDMA system demands both low spectral regrowth and low-noise performance.
At the low-power level, -only  the output noise level remains important, and
that becomes easy to meet because of the low-noise demands at the critical
power level.

It is important to note that the relative limit of 42 dBc  is essentially a
restriction on the output noise floor. That is because as the output power level
is decreased, the internal signals are made smaller and smaller, and thus the a
associated spectral regrowth is dramatically reduced. Eventually, the spectral
regrowth falls below the noise floor, and the noise floor becomes the adjacent
channel power limit.

The distribution of gain in the transmitter is crucial. Any noise generated
by baseband and IF circuits is amplified by the RF circuits. That argues for
keeping the RF gain low, which requires larger IF signal levels. However, the
larger IF signals generate more distortion in the RF circuits. To minimize RF

- 5

-65

-85 -i
-70 -50 -30 -10 10 3 0

Output power (dBm)

Figure 7.20 Graph defining critical power level for CDMA IS95.
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distortion (and spectral regrowth), smaller IF signals and thus higher RF gain
are needed.

The key parameters for the transmitter are output power, spectral
regrowth, and noise level. Those parameters are charted in level diagrams that
describe the signal-to-interference ratio of the modulated signal at different
points in the transmitter. The level diagrams for the typical transmitter described
in Table 7.2 are shown in Figure 7.21.

7.4 Receiver System

A communications radio receives and processes a variety of signals with a wide
range of power levels. The system provides the necessary gain to extract very
weak desired signals from various interfering signals. As such, the receiver is
characterized by its ability to detect those weak signals, known as sensitivity,
and its ability to reject strong interfering signals, known as selectivity.

The RF receiver employs a two-step heterodyne architecture consisting
of a switched-gain low-noise amplifier (LNA), image reject filter (IRF), RF
mixer, IF filter, VGA, I/Qd emodulator, and low-pass filter, as shown in Figure

7.22. The LNA provides high gain for minimum cascaded noise figure and
switches to low gain for strong input signal levels. The image reject filter
removes the image signal and minimizes image noise. The RF mixer shifts the
selected RF carrier to a common IF frequency using a variable-frequency LO.
The I/Q demodulator then shifts the carrier frequency from IF frequency to
baseband and separates the received signal into its I and Q components.

A VGA adjusts the level of the received signal to properly load the A/D
converters. That maximizes the system’s SNR. An IF filter, with a passband
equal to the CDMA  IS95 channel bandwidth of approximately 1.25 MHz,
attenuates adjacent and nearby interfering signals. Low-pass filters at baseband

Table 7.2
Gain Distribution of the Transmitter

Function Gain (dB) NF (dB) IP3  (dBm)

I/Q modulator
VGA
RF mixer
RF filter
Driver
PA

P, = -35 dBm 45 0
-50 to 25 5 5 to 10 0 to +15
2 7 1 5
- 3 3 00
15 3 20
24 3 ACP = -44 dBc /
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Figure 7.21 Level diagrams for RF transmitter: (a) maximum output power level and (b)
critical power level.



RF System FunabnentaL p &‘: 5

uIRF

I/Q demodula tor

l-lPLL UHFLO

VHF

To A/D
conver te r

To A/D
conver te r

Figure 7.22 Block diagram of an RF receiver.

provide additional rejection of interfering signals. Together, the filters determine
the receiver selectivity.

The image signal is a result of the downconversion mixing operation.
The RF mixer shifts the entire spectrum of RF input signals (fRF)  down by
the LO frequency according to the expression

hut = Iho+fRFI (7.5 1)

where fout is the output of the mixer and fLo is the frequency of the variable
LO. That means that two different RF input signals, fLo - flF and
fL0 + f/F, can mix to the common IF frequency (f[F). By design, one of those
signals is the selected (or desired) RF carrier and the other is the image signal.
Even without an image signal, the noise present at the image frequency is
shifted to the IF frequency and is added to the receiver noise.

The spectrum of signals at the input to the receiver in a wireless environ-
ment is overwhelming. It typically consists of interfering signals in the same
radio band, orthogonally coded users in the same frequency channel, and
leakage from the mobile radio’s transmitted signal. As a result, the design of
the RF receiver is a formidable task.

7.4.1 Sensitivity

The weakest signal that can be received with a given SNR is referred to as the
minimum detectable signal (MDS) [ 191.  It is set by the input-referred noise
produced by the receiver system and is equal to
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MDS  = kTF+ (7.52)

where FT  is the cascaded noise factor and B is the bandwidth of the system.
The MDS is related to the sensitivity of the receiver in the following way

Sensz?iuity  = k7’FTB(SA?Rmin) (7.53)

where SNR min is a measure of the minimum SNR required by the demodulator.
In CDMA IS95 communication systems, the spread-spectrum processing gain
lowers the SNR requirements to less than -16 dB.

7.4.2 Selectivity

Poor receiver selectivity can lower the sensitivity, or “desensitize” the radio.
That is generally accepted when there are strong interfering signals, but the
performance impact is limited to less than 3 dB. The interfering signals lower the
gain, or mask the wanted signal, by spurious mixing, blocking, intermodulation
distortion, and cross-modulation effects. The effects are outlined below.

Half-IF mixing [l l] is associated with the (2,2)  spur in single-ended
downconverters. An interfering signal midway beNveen  the desired receive

signal  (fh,d and the LO down-mixing frequency (f~o)  at (fRF  + f~o)/2
produces a masking IF signal, as illustrated in Figure 7.23. This is known as
the half-IF problem and is suppressed by filtering the mixer’s input signals and
by using balanced circuit approaches, which minimizes second-order distortion.

A second mixing process that desensitizes the receiver is reciprocal mixing,
which is illustrated in Figure 7.24 [20].  A strong interfering signal close in
frequency to the desired signal mixes with a noisy LO signal to produce a

A(f)

Figure 7.23 Half-IF problem in downconversion receiver.
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1
f. /NT

Figure 7.24 Reciprocal mixing.

masking signal. To prevent that, the phase noise of the frequency synthesizer
must be kept lower than the relative strength of the interfering signal.

Blocking is another effect that degrades receiver sensitivity. It occurs when
a strong interfering signal drives the receiver’s circuits into compression and
consequently lowers the gain applied to the wanted signal.

If an input signal consisting of a small desired component VI cos w1 t and
a very large undesired term V;!  cosw2t  is applied to an RF system, modeled
by (7.19),  its output is of the form

?.I&)  = a1 V1cosolt. .  . a3+ ,(VT  + 3v~v~)cosqt.. . (7.54)

where only the cosol  t terms are considered. Because VI is very small compared
to V2, the output signal is rewritten as

(7.55)

where V. is the amplitude of the desired signal. In most cases, a3 is opposite
in sign to al, and so the gain decreases as V2 increases.

In practice, the receiver’s tolerance to a blocking signal is found by
measuring the blocking signal’s effect on the SNR. The desired signal is raised
3 dB above the receiver sensitivity, and a blocking signal is applied. The large
interfering signal compresses the wanted signal, such that its voltage gain is

(7.56)
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A 3-dB decrease in gain occurs when

V2 = 0.442 2
4-l

(7.57)

which corresponds to a 3-dB decrease in SNR and sensitivity.
Low frequency and llfnoise  can also desensitize the receiver [20].  That

is possible if there is an interfering signal at a frequency near the desired signal’s
frequency. The interfering signal mixes with the low-frequency noise and shifts
its ‘spectrum to the frequency of the interfering signal, as shown in Figure
7.25. The frequency-translated noise spectrum overlaps the desired signal and
degrades performance.

In that situation, the input signal consists of the wanted signal VI  cosq t,
the interfering signal V2 cosw2t, and the low-frequency noise modeled as
V3 coswgt. The output of the RF system is

%(t>  = alv1coswlt.  . . + LZ~V~V~COS(&J~  Zk 0J3)t.  .  . (7.58)

where a2 is the second-order power series coefficient and V3 is the noise level.
Note that wl =: 0~2  and w3  is very small; therefore, w3  = w1 - 02  and

v,(t) = (alV1  + a2VjVj)cosqt

The actual gain is then

A.=al  l+--
(

a2  v2v3

a1  Vl

A(f)

t

Interferer

1 lf noise

(7.57)

Figure 7.25 Frequency translation of low-frequency noise.
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where a2 is opposite in sign to al in most cases. A 3-dB loss in SNR occurs
when

V,V,  = 0.292 (7.6 1)

Intermodulation distortion is another effect that degrades receiver perfor-
mance. It occurs when the harmonic distortion products of two strong inter-
fering signals mix together, as shown in Figure 7.26. The input signal now
consists of the desired signal VI  coswl  t and two large interfering signals,
V2cosw2t and V, cosw3t.  The effect of the RF system is to produce an output
described by

v,(t) = al V1cosqt. . . + a3
3
4 [ v;v3cos(2w2  - w3)t + . . .]

(7.62)

Assuming that 20~2  - w3  approximately equals 01 and V2 = V3 = V;,
then the output can be rewritten as

( 321, = al VI  + a3 4 Vi3
>
cosolt

The actual gain of the RF circuit in the presence of two interfering signals
is then

A(f)

interferers

Figure 7.26 Intermodulation of two interfering signals in a receiver.



180
a.- CDMA Mobile Radio Design

A , =

Again, a 3-dB impact in SNR is assessed, leading to

(7.64)

Vi = 0.730 3 a1

4 1
< v1 (7.65)

which shows the expected cubic power relationship.

The last mechanism that degrades receiver sensitivity is cross-modulation.
Cross-modulation is a phenomenon in which the modulation of the strong
transmit signal is transferred to a nearby interfering signal, as illustrated
in Figure 7.27. If an input consisting of the desired signal VI cosq  t, a
nearby interfering signal V;coso2t  and the modulated transmit  signal
V3  [ 1 + m cost,  t] cosqt,  is applied to an RF circuit, its output can be
described by

UO z alV1cosqt.  .  . + 3ajV2V:[l  + mcosw,t]2cos2w3tcosw2t.  .  .

(7.66)

where m and w, are the modulation parameters of the transmit signal and
only the cosq  t and the cross-modulation terms are considered. The outnut
can be rewritten as

v. =- Vlalcos(qt)  + 3V2ajV~cos(w,t)cos(qt)

A(f)

t

Strong
interferer

\

I
Transmit Cross-modulation

of interferer
/

L

(7.67)

Figure 7.27 Cross-modulation effect.
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which resembles the original modulated interfering signal, except that its carrier
is located at 0~2  instead of 03. That shows that the modulation of the transmit
signal is transferred to a nearby interfering signal.

The impact to SNR is analyzed as follows. The cross-modulation term
compresses the desired signal while it raises the level of the noise or interference.
This becomes a problem when the modulation bandwidth of the transmit
signal, o,,  is greater than the frequency separation between the desired signal,
wl, and the interfering signal, ~2,  (w,  2 w2  - 01). Under this condition,
the cross-modulation signal overlaps the desired signal and thereby desensitizes
the receiver.

In practice, there are several-perhaps dozens of-modulated interfering
signals present at the receiving antenna. Those signals trigger any number of
the described nonideal  effects, which combine to reduce the receiver’s selectivity.

7.4.3 Bit Error Rate and Frame Error Rate

Thus far, the performance of the receiver has been evaluated using SNR as
the figure of merit. That is acceptable for analog communications, but digital
communications are more accurately described by the probability of detection
error, or bit error rate (BER). To d o so requires an evaluation of the digital
demodulator’s performance.

The received spread-spectrum signal is despread by the digital demodula-
tor during the recovery process. The process accumulates the energy in each
message bit (Eb),  giving

where V, is the mean-square signal, Re(Z) is the real part of the load impedance
and r6 is the period of each message bit. In contrast, the noise spectral den-
sity is

where Vn  is the mean-square noise and T, is the period of each chip. That
results in the following SNR, as seen by the digital demodulator

(7.70)
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where EQIN,  is the bit energy per noise spectral density, W is the spreading
bandwidth (equal to 1 / T,),  R is the message bit rate (equal to 1 /  Tb), and W/R
is the spreading factor, or processing gain, of the spread-spectrum modulation.

The parameter Eb/N,  is critical because in digital communications that
use BPSK and QPSK  modulation (see Section 3.3.6),  the probability of error
is described by

. ”

.e

(7.71)p,=Q FH--l0

which is used to analyze the BER. Note that noise in (7.71) refers to atny
unwanted energy that muddles the decision process. It includes unfiltered
interfering signals, distortion produced by the receiver, and noise generated
by the receiver.

One of the advantages of digital communications is the ability to digitally
encode the source information, making it more tolerant of noise and interfer-
ence. As a result, channel coding, -such  as convolutional codes and CRCs,
further reduces the effective BER. The new error rate, called the frame error
rate (FER), is measured after error correction.

To evaluate the RF receiver and digital demodulator requires simulation
of radio propagation effects, but those effects are random and unpredictable (see
Section 1.3). Thus, to measure FER, coundess  frames of data are transmitted,
received, and demodulated.

7.4.4 Gain Distribution

The radio receiver must adapt to the different power levels while being sensitive
to weak wanted signals and rejecting strong interfering signals. But that sets
up contradictory requirements. To achieve low system noise figure and good
sensitivity, high RF gain is needed. To minimize nonlinear effects that degrade
selectivity, low RF gain is preferred.

Table 7.3 describes a typical receiver. The key parameters in that or any
receiver are the wanted signal power, the noise power, the distortion power,
and the SNR. The parameters are charted in level diagrams that illustrate the
receiver’s sensitivity and selectivity (Figure 7.28).
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Table 7.3
Gain Distribution of the Receiver

Gain (dB) NF (dB)

I

IP3  (dBm)

LNA 15 2.2 12
RF mixer 10 10 15
IF filter -12.5 12.5
Variable gain amplifier -40 to 40 45to 7 Go -45
I/Q  demodulator 30 25 25
Low-pass filter 26 75 20
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8
RF Transmitter Circuits

The purpose of the RF transmitter of the mobile radio is to faithfully translate
the digitally modulated waveform into a format suitable for transmission to
the base station. Although straightforward in principle, the design of the RF
transmitter is complicated by a variety of factors; to a large extent, it greatly
affects the cost and dc power dissipation of the mobile radio.

Figure 8.1 is a block diagram of the RF transmitter. It receives orthogonal
signals from the digital modulator by way of two dedicated D/A converters.
The signals are combined and translated from baseband to a fixed IF frequency
by an I/Q  modulator. The upconversion process is followed by a VGA, which
sets the power level of the transmitted signal. Typically, a second upconverter
mixer shifts the fixed IF frequency of the modulated signal to the variable final

i54
7

2n Isolator

P BPF

Power
amplifier

I/Q modulator

I
- U’

IPLL

Figure 8.1 Block diagram of a typical CDMA RF transmitter.
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frequency. A surface acoustic wave (SAW) filter follows the mixer to remove
unwanted spurious signals and minimize out-of-band noise. Last, a PA amplifies
the signal for transmission by the antenna.

This chapter presents the design techniques used for the RF transmitter
functions, including the I/Q modulator, VGA, upconverter, SAW filter, and
PA. Many of the functions overlap generically with those found in the RF
receiver covered in Chapter 9. One of those circuits, the mixer, is introduced
here and treated thoroughly in Chapter 9, because requirements on the RF
receiver mixer typically are more demanding.

8.1 I/Q Modulator

The I/Q modulator is an effkient and convenient technique for generating
phase-modulated signals.’ Figure 8.2 is a block diagram of the I/Q  modulator.
It relies on two orthogonal signals, noted as I and Q, to produce a single
complex waveform described by

SW = 7-q(t)  COS(O,t) + ?7ZQ(t)sin(wot) (8.1)

where m/(t>  and mQ(t)  are data sequences. Alternatively, (8.1) is sometimes
expressed as

where A, = -‘(m Q/ml).

m,(t)

m,(t)

-+T+

cosoc  t
+

sinUc  t43-J
s(t)

Figure 8.2 Block diagram of I/Q  modulator used for generating a complex QPSK-
modulated signal.

1. The concept of phase modulation using the I/Q modulator was introduced in Section 7.1.3.
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QPSK modulation is used in CDMA IS95  systems as well as many other
wireless communication systems. To ease RF linearity requirements, CDMA
IS95 delays the Q data by one-half chip and thereby prevents simultaneous
transitions of both orthogonal data streams. This is known as OQPSK. As a
result, the trajectory, or path, of the signal in phase space stays clear of the
origin, and-beneficially-the envelope of the modulated signal shows less
variation. In fact, OQPSK modulation lowers the peak to the average ratio of
the modulated signal by about 0.5 dB.

The I/Q modulator is a direct upconverter that transforms the frequency
spectrum of each orthogonal input signal to the IF carrier frequency. Ideally,
it produces a 1.25MHz wideband  spread-spectrum signal, suppresses the carrier
signal, and preserves orthogonal signal relationships.

8.1.1 Nonideal  Effects in the I/Q  Modulator

In practice, the I/Q modulator is plagued by carrier leakage, I/Q leakage,

AM-to-AM conversion, and AM-to-PM conversion [ 11. Carrier leakage is
caused when the input signals are dc offset. The reason for that is as -follows.
The I/Q modulator uses two mixers to translate each of the input signals to
orthogonal waveforms at the IF carrier frequency. The output of each mixer
is simply the product of an input signal and one of the orthogonal carrier
signals. When an input signal has a dc offset, a portion of the carrier signal
appears at (or leaks to) the output of the mixer.

.

A dc offset can be caused by circuit and device mismatches before the
I/Q modulator as well as within the mixer circuits. Metal oxide semiconductor
field effect transistor (MOSFET) circuits generally are preferred at baseband
because of very low power consumption, but those transistor structures provide
poor matching and thus larger dc offsets, typically 5-l 0 mV [2]. Better matching
is available with bipolar transistors, typically less than 1 mV [3]. Still, to achieve
very low carrier leakage, a dc offset correction scheme usually is employed [4].

I/Q leakage is due to phase and/or amplitude imbalance in the input
signals or LO carrier signals. As a result, the outputs of the mixers are not

orthogonal and actually corrupt, or spill into, each other. The leakage can be
found using the following expression [5]:

pbakagc 1 - 2+%icosAb’ + AA/A

pdcsired  = 1 + 2&ii%osAe+  AA/A
(8.3)

where AA/A is the power gain ratio and A6 is the phase mismatch between
the I and Q channels. In practice, I/Q leakage less than -25  dB is satisfactory.
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The mixers that comprise the I/Q  modulator also generate unwanted
spurious products. These products can be attenuated by a simple inductor-
capacitor (LC) filter, which provides about 15 dB of attenuation at three
times the IF carrier frequency. Additionally, circuit techniques, such as fully
differential circuits and feedback, can be used to combat even- and odd-order
distortion.

8.12  l/Q  Modulator Circuit Techniques

The gain of the two orthogonal mixers is matched by using common analog
techniques that ensure equal input signal and LO carrier signal levels. These
circuits typically are fabricated in close proximity and therefore exhibit very
good gain matching. In practice, phase matching is more difficult. It requires
truly orthogonal LO carrier signals, a lack of which leads to the major source
of I/Q  leakage.

A common technique to generate orthogonal signals is through lead/lag
(high-pass/low-pass) filters. These filters are simple RC structures, as shown
in Figure 8.3(a), that shift the LO carrier signal +45  degrees. The amplitude
mismatch and the phase mismatch of the structures are given by

hA 1 - (d?c>2

= 1 + (d?c)2
03.4)

and

A6 = f + tan-l(tiR2C2)  - tan-‘(-wfiIC1) (8.5)

where R is the mean of the resistances and C is the mean of capacitances.
Another technique to generate orthogonal signals is the phase sequence

asymmetric polyphase filter, shown in Figure 8.3(b). An extension of the
lead/lag filters, it provides antisymmetric properties, rejects all nonquadrature
components, and yields improved orthogonal signals [6]. In practice, two filter
stages typically are cascaded to achieve improved performance [7].

Still another orthogonal technique uses a clock signal at two times the
LO frequency. The signal is applied to a flip-flop, producing orthogonal signals
at the output of each latch, as shown in Figure 8.3(c). The phase error is

03.6)
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Figure 8.3 Schematic diagram of circuits for generating orthogonal LO signals for the l/Cl

modulator: (a) low-pass/high-pass structure, (b) phase-sequence asymmetric
polyphase filter, and (c) digital technique using frequency dividers.
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where the ratio (P~NIPF)  is the relative level of the clock signal’s even harmon-
ics. If the second harmonic is suppressed 20 dB, the phase error is less than
1 degree. Odd harmonics do not affect the phase error.

In some applications, it is necessary to reduce the phase error further.
One way to do that, Haven’s technique [8], relies on vector processing, as
diagrammed in Figure 8.4. With nearly identical amplitudes, the phase error
is reduced to

A8’ = tan- 1 2 &y  tan(y)]  - tan-1[2  yc,A  t a n ( y ) ]

(8.7)

where AA /A  is the amplitude mismatch and A 8 is the original phase difference.

Local
oscillator

(4

Figure 8.4 Reduction of quadrature phase errors through the use of Haven’s technique:
(a) block diagram, and (b) vector processing.
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8.2 Power Control in the RF Transmitter

The VGA is an important function that allows power adjustment in the RF
transmitter and, as such, provides a critical part of the power control algorithm.
The requirements on the VGA exceed simple gain control; it also must limit
spurious regrowth and noise, as outlined in Section 7.3.

The VGA relies on transistor-based circuits that are designed to adjust
gain in a predictable manner. The control must be predictable because the RF
transmitter operates “open loop,” that is, without any feedback. That is because
it is impractical to sense the output power of the RF transmitter over a window
from -50 dBm  to +23 dBm.  For instance, diode detectors typically provide a
dynamic range of only 25 to 30 dB.

The classical approach to gain control is shown in Figure 8.5(a). In that
circuit, the input voltage signal is amplified and converted to a current signal
by transistors Qs  and Q and bias current 11. A portion of the current signal
is steered by transistors Q and 44  to the load resistors, where it is translated
to an output voltage signal. It is also possible for a portion of the current signal
to be diverted away from  the load resistors using transistors Q and 43.  As a
result, gain control is provided via the four steering transistors, Q to 44. The
gain of that circuit is approximately

A,= gm ’
R

1 + ,-v,lvT (8.8)

where g,  is the transconductance of transistors Qs and C&,  Vc  is the control
voltage, and VT is the thermal voltage (about 26  mV at room temperature).
The gain control of the circuit is nonlinear, but it can be made linear with
simple circuit techniques [9]. However, the circuit suffers several drawbacks.
The tail current, power dissipation, input linearity, and noise level are all
relatively constant, even as the gain is adjusted.

The VGA shown in Figure 8.5(b) ’ pim roves on the classical amplifier
circuit. Here, the bias current is adjusted based on the desired output power
level. That alters the transconductance and gain, as well as the dc operating
point, of the circuit. The gain of this circuit is simply

(8.9)

where 1 is the adjustable bias current and R is the load resistance. The input
voltage range of this circuit is limited to less than ~VT, although that can be
extended by using a multitanh input stage [lo].  Note that emitter degeneration
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Figure 8.5 VGA circuits: (a) classical structure, (b) variable bias current, and
(c) translinear loop.
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also increases the useful input voltage range; however, this feedback technique
stabilizes gain and therefore prevents adjusting gain via the bias current.

The translinear circuit shown in Figure 8.5(c)  further improves the gain
control circuit. It consists of a linearized input stage and a high-current output
stage that are coupled using the translinear principle. The input stage consists
of a differential pair (transistors Q and 42) with resistive shunt feedback to

stabilize gain. Linearizing gain also stabilizes the base-emitter voltages associated
with transistors QJ and Qz.  That is critical because those junctions, along
with the base-emitter junctions of transistors 43  and 44,  form the translinear
loop. Furthermore, the devices are well matched because of integrated circuit
techniques. As a result, the output current is proportional to the input current
to the amplifier. The gain of the translinear amplifier is, therefore,

A.j=  (2 + l)e) (8.10)

where the first term is the gain of the input stage and the second term is the
effect of the translinear loop conveyor [ 111.  Note that bias current 12 easily
controls the gain of the circuit. Additionally, the linearity of the amplifier
tends to increase with growing bias current.

8.3 Upconverter Design

The frequency upconversion process from the IF frequency to the final RF
frequency is accomplished by a simple mixing operation, as shown in Figure
8.6. The input signal is multiplied by an LO operating at the appropriate
frequency to produce the desired output. As with all multiplier circuits, the
output signal consists of products at the sum and difference frequencies of the
two input signals. In low-side injected mixers, the frequency of the LO is
below the frequency of the desired output signal. Consequently, the desired
mixer product is the sum term. By contrast, in high-side injected mixers, the

Up converter

IF +RF

f Low-side injection
LO fw=  f/F+fLo

High-side injection
f RF= fLdf,F

Figure 8.6 Simple mixing operation shifts carrier from IF to RF.
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frequency of the LO signal is above the frequency of the desired mixer output
signal, and the desired mixer product is the difference term.

The most important issue in the upconverter is linearity. The mixer
inevitably will exhibit some nonlinearity, which can be characterized by its
input or output third-order intercept point or, alternatively, by its adjacent
channel power at a given output power level. The linearity of the mixer is
crucial only at the RF port; nonlinearities at the LO port of the mixer are
filtered away by the sharp response of subsequent filters. Another important
consideration in the upconverter mixer is noise, both in-band and in the receiver
band. At low power levels, it is important to suppress circuit noise and preserve
the SNR of the transmitted signal. At high power levels, it is important to
minimize noise in the receive band to avoid desensitization of the RF receiver.

The transistor level design of mixer circuits is presented in detail in
Chapter 9.

8.4 SAW  Filter Technology

In a typical wireless transceiver, filters perform the all-important roles of duplex-
ing, image elimination, spurious rejection, and channel selection. Those devices
represent the one area of radio design that still remains largely the province
of passive hybrid techniques whose origins date back to the early days of radio
communications. That is due in large part to the extreme dynamic range
and energy storage requirements that they must meet, usually eliminating the
possibility of active integrated circuit approaches. This section summarizes a
few key filter parameters and details an extremely important class of filters
used in transceivers, the SAW filter.

Figure 8.7 shows the “typical” magnitude response of a lowpass  filter.
It exhibits nonzero  loss in the passband, as well as nonzero  gain in the stopband.
The shape factor of the filter is described by

Shape  Factor = f*
f (8.11)

Pass

where f&, is the stopband  or “skirt” bandwidth at some predetermined loss

andfi,, is the filter bandwidth at some predetermined gain. An ideal filter
has a shape factor of unity, although values in the 1.5 to 3 range are considered
excellent for most wireless applications.

The second factor of importance is group delay, a measure of phase
linearity. Group delay is defined mathematically as
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H(f)

t

f f )f
pass stop

Figure 8.7 Typical filter response illustrating passband and stopband.

(8.12)

where 6(w) is the phase response of the filter at frequency w. As such, it
indicates the phase distortion or smearing expected when a modulated signal
passes through the filter. An ideal filter exhibits constant group delay and linear
phase response. In general, the largest group delay variation occurs at the
passband  edge of the filter response.

SAW filters have characteristics that approach the properties of ideal
filters. They exhibit outstanding linearity, extremely narrow transition bands,
and very “flat” group delay characteristics, at the expense of rather high insertion
loss and cost. In fact, the refinement of SAW devices made the development
of low-cost modern digital communications possible [ 121.

SAW filters are attractive because they can be a direct physical implementa-
tion of a tapped delay-line FIR filter. They rely on the piezoelectric trans-
duction of a surface acoustic wave through a crystal with significant piezo-
electric activity, typically LiNb03  or quartz. Because the physical propagation
through the medium is extraordinarily rapid, the filters can be made very
compact. A simplified cross-sectional diagram of a typical SAW filter is shown
in Figure 8.8.

The wave-generating and receiving transducers are fabricated as inter-
leaved metallic (usually aluminum) combs deposited on the flat surface of a
piezoelectric material. A sinusoidal voltage applied between the fingers of the
input transducer creates a piezoelectrically induced acoustic wave running
perpendicular to the fingers. When the waves appear under the receiving
electrodes, they produce a voltage related to the material deformation. Like an
array of antennas, the highest gain occurs at a frequency where the surface
wavelength of the wave matches the spacing between the electrodes.
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acoustic waves

Figure 8.8 Cross-section of typical SAW filter.

SAW filters have a rather high insertion loss in the passband, typically
from 3 to over 15 dB. That is because the surface acoustic waves travel in
two directions. The waves encounter some loss through the material as they
propagate, and the piezoelectric transduction exhibits some significant loss at
each end of the filter. Nevertheless, their performance has improved dramatically
in recent years- some SAW devices exhibit an insertion loss approaching
1 dB. The design of SAW filters is extremely advanced and highly specialized,
but their basic operation can be analyzed with a simple example.

In a typical case, the acoustic wave travels from the input transducer to
the output transducer with velocity Y (the speed of sound in the material).
The signal is received at the output transducer by the multiple N electrodes,
whose spacing is I and whose area is proportional to a,. Hence, the output
signal is approximately

%zfr(d  = “$l a, Yin  (t - nT) (8.13)
i=O

where T = ul.
The filter is designed by appropriately weighting the coefficients aE,.  In

the simplest possible case, the areas of all of the electrodes are equal, and the
resulting values of a, can be set to unity. Therefore,

-

H(s) = boat b)
Y;,(r)=

N-l

c
-nTse =

i=O

1 -sNT- e
1 - (?-ST

=

WTN
s i n  -( >2

WT
s i n  -

( >2

‘e -j(N- 1)~ T/2

(8.14)

Note that the resulting phase response of the filter is perfectly linear, and
the ideal filter exhibits constant group delay. The magnitude response of the
filter exhibits a periodic bandpass  characteristic, as shown in Figure 8.9. The
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Figure8.9 Frequency response of SAW filter with equal tap weighting.

width of the main lobe can be narrowed by increasing the number of electrodes
N. Of course, the sinNxlsinx  amplitude response is not necessarily ideal for
most applications.* Weighting the taps by an appropriate amount can improve
the amplitude response of the filter considerably.

The optimized weighting of the taps is accomplished by a variety of
techniques. Apodization varies the physical size of each tap to vary the amplitude
weighting of each tap. Finger withdrawal removes some fingers to provide
phase weighting of the response in the time domain. Figure 8.10 illustrates
both techniques. Furthermore, the aforementioned loss in the transducer, due
to the bidirectional propagation of the acoustic wave across the material surface,
can be minimized through the use of a symmetrically divided output transducer,
as shown in Figure 8.11. In that case, the bidirectional wave is “captured” by
multiple output transducers.

SAW devices are extremely sensitive to termination and ground-loop
limitations, because they are required to provide extraordinarily high rejection
of out-of-band signals. Figure 8.12(a) is an example of a typical ground-loop
problem encountered with a SAW filter. One end of the input and output
electrode are tied together through a common ground connection to an output
pin, which encounters some small inductance before it reaches ground. In this
case, the out-of-band rejection is then limited to approximately the ratio of
the inductive reactance and the input impedance. For that reason, SAW devices
are often configured in a differential mode at one or both ports, as shown in

2. The comb-filter response was also described in Section 3.3.2.
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~

(a)

Adjusted
finger length

Missing fingers

(b)

Figure 8.10 Optimized tap weighting of SAW filters: (a) apodization and (b) finger
withdrawal.

v.InI

Figure 8.11 Use of symmetrically divided output transducer to reduce loss in SAW filter.

Figure 8.12 (b), to minimize that effect. Careful board layout techniques can
also mitigate the problem to a reasonable extent.

8.5 Power Amplifiers for Transmitter Applications
Power amplifiers typically dissipate more dc power than any other circuit in
the mobile radio. That is because the PA is ultimately responsible for closing
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i

SAW filter

vinI “Out

“ i n

SAW filter

=

03 l

Figure 8.12 (a) Illustration of ground-loop problems with SAW filter board layout. (b)
Improved out-of-band rejection can be achieved through the use of a
balanced structure on one or both ports.

the link to the base station receiver. As such, it needs to be capable of transmit-
ting the peak output power (200 mW  for class III mobile radios), although
the average transmitted power usually is considerably smaller (typically a few
milliwatts [ 131). Furthermore, the PA usually is designed for worst-case perfor-
mance, making it difficult to reduce power consumption at lower transmit
power levels.

The utility of the mobile radio depends on RF transmitter efficiency and,
to a certain extent, on available battery technology. The energy limitations of
traditional battery-powered mobile radios are significant and require careful
planning. Li-Ion battery cells and traditional NiCd  or NimH cells are used to
power today’s mobile radios. Those devices provide a nominal output voltage
between 4.5V and 3V,  depending on the charge state, as shown in the discharge
curves in Figure 8.13.

Increasing the utility of the mobile radio requires major improvements
in battew  te&nolom  2nd PA A&on R~c~c  ~POIIPP  6-r  I.-*+---  ---I- - - 1. . ’ ’
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Figure 8.13 Comparative cell voltages of NiMH and Li-ion batteries during discharge.

cell size and energy storage density. Some key requirements and design consider-
ations for CDMA I?As3  are outlined next.

8.5.1 PA Design Specifications

The design of PAs  is complicated by a variety of factors that make the simultane-
ous achievement of high performance and high efficiency difficult. Table 8.1
compares the specifications for a typical CDMA IS95 PA with other wireless
communication standards.

Table 8.1
Comparison of PA Characteristics for Popular Wireless Communication Systems

Parameter GSM NADC CDMA IS95

Frequency range (MHz)

Maximum transmit power (dBm)
Long-term mean power (dBm)
Transmit duty cycle (%)
Occupied bandwidth (kHz)
Modulation method
ACPR (dBc)
Peak-average ratio (dB)
Typical efficiency (%)

3. These design issues are also valid for most wireless communication systems.
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From the perspective of PA implementation, the key requirement on the
RF transmitter is minimal spurious radiation at high output power levels. That
covers spectral regrowth, also referred to as ACP, and any unwanted mixing
products. A correspondence has been shown between spectral regrowth and
intermodulation distortion, even though intermodulation distortion typically
is a small-signal measurement. That relationship is [14]

rrr3 = -5log pIM3vl,  f2P3
PoK3B -fd3  - (3B  -fz)3] 1 + 22.2 (8.15)

where IIP3  is the required input intercept point in dBm,  B is one-half of the
signal bandwidth, fi and fi are the out-of-band frequency limits, P, is the
output power of the amplifier, and PlM3(  fi , f2) is the out-of-band specified
power.

Another important consideration in the design of the PA for wireless
applications is the level of out-of-band noise. In full-duplex operation, excessive
noise in the receive band can corrupt the received signal and desensitize the
receiver of the mobile radio. Fortunately, most PA transistors make acceptable
low-noise amplifiers.

Although the peak dc-to-rf efficiency of the PA occurs at the peak output
power, the PA itself rarely operates at that power level. That is illustrated by
the transmit power probability profiles shown in Figure 8.14. As a result, it
is extremely important to consider average efficiency when considering the
optimum PA configuration. In this case, the average efficiency of a PA can be
calculated as

0.00 -r
-50 -35 -20 -5 10 25

Output Power (dBm)

Figure 8.14 Probability curves for transmit power level in urban and suburban
environments [15].
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(8.16)

where Pout is the output power, p(P,,,)  is the probability of the output power
P out, and P~(P,,,)  is the dc power required at Pout.  In practice, this quantity
is the measure of the effectiveness of the PA converting the battery stored
energy into transmitted energy and is considerably less than 10%.

Finally, the PA is required to deal with the rugged physical environment
of a typical mobile radio through its interface with the antenna. The problem
arises when the antenna is suddenly grabbed or is too close to a conducting
surface. In that case, the voltage standing wave ratio (VSWR) of the antenna
can rise dramatically. In the worst case, the peak drain or collector voltage can
rise to four times the dc power supply voltage [ 161.  To avoid potential disaster,
most mobile radios include low-loss isolators in the transmit path, which
effectively isolate the PA from any mismatch effects at the antenna port. That
is possible because of technology developments from diverse fields.

The architecture of a mobile radio PA usually consists of several stages
of gain, with the first few stages of amplification referred to as the driver stages,
and the final stage referred to as the output stage. The overall gain of the
circuit is in the 25- to 35-dB  range, takes a signal at relatively modest power
levels, and converts it to roughly 400 mW.*  The design of the driver stages
is quite straightforward, usually consisting of simple common-emitter or com-
mon-source amplifiers. The required linearity and efficiency of these stages are
straightforward to achieve, and most of the design effort is focused on the
output stage.

85.2 PA Design Techniques

Because of the stringent requirements on power efficiency and linearity, the
typical PA designer has very little latitude in the design and implementation
of the circuit. That can easily be seen from an analysis of a simple common-
emitter PA, as shown in Figure 8.15(a).  The amplifier is designed to deliver
400 mW,  which has a nominal impedance of 500.  That will require an rms
voltage at the collector of about 4.5V and a peak-to-peak voltage swing greater

4. Although the peak transmit power level is 200 mW, the isolator and the duplex filter
attenuate the signal about 3 dB before reaching the antenna, thus making the PA work
harder.
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(4

V m

(W

Figure 8.15 Common-emitter PA design: (a) with 500 load impedance and (b) with
impedance transformer.

than 12V.  The dc value of the collector must be at least half that value,

or GV.
Because the dc voltage of the collector typically is limited by the onboard

power supply of 3 to 4.5V,  there clearly is a mismatch between the conveniently
available power supply and the amplifier requirements. Furthermore, modern
high-frequency transistors suitable for this application typically have low break-
down voltages. The problem is even more challenging when sudden impedance
changes increase VSWR.  For best operation, the transistor can deliver this level
of power into a much lower impedance, typically 1Ofk  or less.

The solution to the problem lies in a lossless  impedance transformation
between the 500  load impedance and the much lower impedance required by
the device, as shown in Figure 8.1 S(b). N ow, the voltage swing is reduced by
the square-root of the impedance transformation ratio, and the current is
increased by the same amount. For all intents and purposes, the amplifier can
be analyzed as if it is driving a much lower load impedance, a substantial
advantage.
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Since ideal transformers are impractically lossy at these frequencies, the
impedance transformation typically is accomplished by a series of “L-matches”
of progressively decreasing impedance, as shown in Figure 8.16. The loss
through the network is decreased by using several stages, instead of a single
stage. It is fairly easy to demonstrate that the overall loss of a two-stage network
is minimized when the intermediate impedance of each stage is the geometric
mean of the impedance at each end of the network [ 171.

The choice of optimum load impedance for the amplifier to achieve the
output power level, linearity, and efficiency is difficult. It depends in part on
the I-V curve of the power transistor. A typical curve is shown in Figure 8.17.
In that case, the maximum collector current is given by 1171m, and the maximum
collector voltage-prior to breakdown-is given by Vmay  . Clearly, the largest
power delivered to the load impedance occurs when the transistor reaches both
those limits. In that case, the peak-to-peak voltage swing at the load is Vmax,
and the peak-to-peak current swing at the load is I,,. That produces an rms
power at the load of

L L

High
impedance

. I

Figure 8.16 Impedance matching network.

I max

v’ -
Collector-emitter voltage max

(8.17)

Figure8.17 Power transistor I-V cutve,  showing location of ideal load line.
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and the load impedance presented to the device to extract that power is
given by

(8.18)

When the device is operating in this regime, it is in the class A mode of
operation, and the conduction angle is said to be 360  degrees, confirming the
fact that the device is “on” during its complete operating cycle. For example,
a 400-mW  amplifier will require a load resistance of 1Ofk  when the device is
limited to N-peak collector excursion.

The dc power dissipation and resultant efficiency are also important
considerations in the design of a radio frequency PA. That is typically assessed
by measuring the power-added efficiency of the device, which is defined as

%w =
prjj(*ul,, - pf(irz)

pdc
(8.19)

where Pfcinj is the RF input power, l’f~,~*) is the output power, and Pk  is the

dc power di‘ssipation of the amplifier. In the low-frequency limit of operation,
the gain of the amplifier is very high, and there is no RF input power. Then
the expression for the efficiency is simply the ratio of the RF output power
to the dc input power, often called the collector, or drain, efficiency. They are
assumed roughly equivalent.

In the class A case, the device is biased at half the maximum voltage and
half the maximum current, so the dc power dissipation is approximately
(V,,/2)(1,,/2).  T h us , the peak power-added efficiency is

(8.20)

So, the absolute best power-added efficiency that can be achieved in the
class A case is only 50%,  and the efficiency rises linearly from zero as the
output power increases.

In practice, the efficiency of the class A case will not reach that ideal
level, because of the finite gain of the amplifier (increasing the RF input power)
and the finite “knee” voltage of the transistor, which lowers the effective voltage
swing. The effect of the knee voltage is to lower the effective maximum swing
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of the transistor from V,, to approximately Vmax - T/knee, reducing the peak
power available from the transistor and lowering its overall efficiency. Neverthe-
less, the class A amplifier is the most linear of all PA topologies, because the
device remains “on” during the full cycle of operation; the linearity of the
amplifier is then limited by the linearity of the active transistor.

In an effort to improve the efficiency of the PA, designers often explore
alternative modes of operation for CDMA PAS.  The class B amplifier achieves
improved power-added efficiency at the cost of reduced linearity. The collector
current and voltage waveforms are shown in Figure 8.18. In this case, the
amplifier conducts for exactly one-half of the cycle for a conduction angle of
180 degrees. It is clear that the collector current waveforms are highly nonlinear,
so filtering typically is employed between the collector and the load to eliminate
the harmonic content of the output, as shown in Figure 8.19. Interestingly,
the ideal class B amplifier is completely free of odd-order harmonic distortion
and is therefore quite “1’mear”  in the sense that it should generate no in-band
distortion, although that condition is difficult to achieve in practice.

output
voltage

Device
current

Figure 8.18 Collector current and voltage waveforms of an ideal class B amplifier.

“+

Figure 8.19 Typical class B common-emitter amplifier configuration.

v111 - Match
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The class B amplifier theoretically requires 6 dB more input RF power,
because the voltage swing at the input must be doubled to achieve the same
current and voltage swing. That reduction in gain is problematic for a variety
of microwave PA applications, where gain is at a premium. The output of the
transistor is now a rich generator of harmonics, complicating the analysis of
the output considerably. In most cases, it is a good assumption that the transistor
output is presented with a short circuit at all the harmonic frequencies, and
an optimized load impedance only at the fundamental. That requirement is
hard to achieve in practice, but it represents a good first step to further analysis.

The effkiency of the class B case can be analyzed by taking the Fourier
components of the collector current waveform of Figure 8.18, that is,

1 1 2 cos(2wot)
it(t) = I , ,  ;+  Tsin(wgt)  -;

{ [

cos(40-9t)
3 + 15 + * * * II

(8.21)

Note that the ideal class B amplifier generates only even-order distortion
products. The component of the collector current at the fundamental frequency,
when the device is operated at its maximum output power, is given by

The dc component of the collector current at the same maximum output
power is

Idc  = &x

Thus, the peak power-added efkiency  of the class B amplifier is

m?4E- !!f-
= P& -

mf
2

bc Lh
=

;(+)(+E)

(!+)(5)
=-T

(8.23)

(8.24)

which is a substantial improvement over the effkiency of the class A case.
The improvement in effkiency of the class B amplifier does not come

free. The highly nonlinear collector current waveform leads to substantial
distortion in the resulting output. That distortion can lead to spectral regrowth,
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although, as the Fourier analysis of the output current shows, such distortion
consists of only even-order components in the ideal case.

An alternative implementation of the class B amplifier, which ideally is
free of even-order distortion as well, is shown in Figure 8.20. In this case, two
class B amplifiers are driven in a push-pull configuration, their inputs and
outputs coupled together via ideally lossless  transformers. Each amplifier contin-
ues to operate in the class B mode, with a peak efficiency  of 78.5%,  but the
resulting current waveform at the load is a linear transformation of the input
signal. The technique is promising, but it is rarely used in practice at microwave
frequencies because the losses in the transformers tend to be excessive, reducing
the intrinsic advantages of the approach.

The class A amplifier achieves acceptable linearity at the price of poor
efficiency, and the class B amplifier achieves good effkiency  at the price of
poor linearity. A compromise is usually arrived at in the CDMA PA, in which
the device is operated in class AB mode. In this case, the conduction angle is
between 180 and 360  degrees, achieving acceptable linearity and improved
power dissipation. The exact conduction angle and linearity usually are deter-
mined through careful experimental -evaluation of the devices prior to circuit
design.

Higher classes of operation, including C, D, E, F, and even S, have been
proposed and are, in fact, quite common at lower frequencies [ 181.  However,
those modes are highly nonlinear and are rarely used for linear wireless applica-
tions.

8.5.3 Devices for PAS

CDMA applications demand the highest standards of linearity from the PA.
That, in turn, requires that careful attention be paid to the transistor choice
for the PA, because both linearity and efficiency are required. The two most
common device types for commercial CDMA  applications are the GaAs metal
semiconductor field effect transistor (MESFET) and the GaAs heterojunction
bipolar transistor (HBT).

‘in M a t c h  vOut

(9
5OQ

- a

Figure 8.M Push-pull implementation of a class 6 PA.
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The GaAs MESFET power transistor is one of the oldest solid-state
microwave PAS,  with its early development dating back to the 1970s. The
MESFET exhibits excellent linearity and breakdown voltage; its major drawback
is a negative threshold voltage. That negative threshold voltage typically requires
a separate power supply regulator to bias the gate of the transistor, as shown
in Figure 8.21. That raises the cost and the complexity of the RF transmitter,
a major problem with the technology. Furthermore, a P-type metal oxide
semiconductor (PMOS) switch is often employed in series with the battery of
a GaAs MESFET-based PA. That is because the MESFET cannot fully pinch
off under most circumstances, leaving several milliamperes of drain current
flowing in the standby mode of operation. That parasitic current reduces the
standby time of the mobile radio and must be minimized. The series MOSFET
shuts off the transistor completely, allowing for improved standby rime, at the
expense of some wasted power dissipated by the switch itself when the transistor
is on.

The GaAs HBT is a more modern device, relying on advances in GaAs
materials and device technology and exhibiting fewer of the drawbacks associ-
ated with the GaAs MESFET. In particular, like the MESFET, the HBT
exhibits high gain, high linearity and outstanding breakdown voltage. However,
unlike the GaAs MESFET, it does not require a negative dc bias voltage at
the input (base), nor does it require the addition of a series PMOS device to
ensure that the device is nonconducting during standby time. The one potential
drawback of the GaAs HBT is its tendency to exhibit thermal runaway under
some bias conditions [ 191.

That problem can be grasped intuitively by recalling that the base-emitter
voltage of a bipolar transistor has a negative temperature coefficient at a constant
collector current of l-2 mV/OC.  In addition, the current gain /3 of the device
also exhibits a negative temperature coefficient. Power transistors typically
consist of multiple devices in parallel, all biased from a constant current supply

+v

-“b

Figure8.21 Schematic of GaAs MESFET PA illustrating bias requirements.



212 CDMA Mobile Radio Design

to the base. Because there is some natural nonuniformity in the devices, it is
inevitable that one device draws slightly more base current than its neighbors
and heats up. If the proportional rise in base current exceeds the drop in the
current gain, the higher temperature will cause an even larger current rise,
generating an even larger temperature rise, ad infinitum. The transistor reaches
a point where the entire current is drawn through a single unit device, and
the overall current exhibirs a “collapse,” as shown in Figure 8.22(a). That
problem can occur simply because the devices in the- middle of an array of
transistors tend to be hotter than devices at the periphery.

There are several well-known solutions to the problem. One solution
involves the use of cascade  transistors, shown in Figure 8.22(b), which reduce
the power dissipated in the collectors of the common-emitter transistors.
Another approach involves the addition of “ballasting” resistors in either the
emitter or the base leads, as shown in Figure 8.22(c) [20].  In that case, the
voltage across the resistor rises as the current rises, reducing the base-emitter
voltage and eliminating thermal runaway. The penalty is a reduction in transistor
gain and power-added efficiency, although the effect usually is quite small.

Col lec to r -emi t te r  vo l tage

(a)

Figure 8.22 HBT power devices: (a) thermal collapse of HBT, (b) use of cascade
transistors to minimize thermal runaway, (c) addition of ballasting resistors to
minimize the effect of thermal runaway.
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Figure 8.22 (continued).
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9
RF Receiver Circuits

The implementation of the RF receiver for a typical mobile radio represents
one of the most daunting chatlenges  in the entire transceiver design. The
challenge is a consequence of the fact that the RF receiver has to accommodate
a tremendous range of signal powers and to select from that range of received
signals the one “desired” signal to the exclusion of all the others. The problem of
selectivity is one of the classic challenges faced by designers of super heterodyne
receivers.

The second challenge associated with the design of the wireless receiver
is related to the sensitivity of the amplifier. This is the smallest signal that can
be received with the desired SNR and hence demodulated BER. The two
constraints -selectivity and sensitiviry-determine  the overall performance of
the RF receiver.

This chapter presents the low-noise downconverter, detailing the building
blocks it comprises, the LNA, and the mixer. It also describes gain control,
which is needed to optimize receiver performance. Last, it covers key baseband
circuits that condition the received signal for digitization and demodulation.
Together, those circuits form the RF receiver shown in Figure 9.1.

9.1 RF LNAs

RF downconverter circuits typically consist of an LNA, an image reject filter,
and a mixer. The design of the LNA is especially challenging, because it typically
accepts a broad range of signals and frequencies from a diverse array of sources,
including potentially very weak desired signals along with very large interferers.
Because the LNA has to accept the widest array of signals in the receiver, it
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Downconverter

l/Q demodulator

SAW
technology

Figure 9.1 Block diagram of a typical COMA IS95 RF receiver.

is often considered one of the bottlenecks of receiver design [ 11. Table 9.1 lists
the specifications for a typical mobile radio LNA.

The LNA is usually implemented with a bipolar or MESFET transistor,
as shown in Figure 9.2. Other alternatives include pseudomorphic high electron
mobility transistor (PHEMT) d evices for extremely low-noise applications or
N-type metal-oxide semiconductor (NMOS) transistors as part of a single-chip
receiver. Because it is this first stage that primarily sets the Noise Figure of the
entire receiver, the noise generated by the LNA must be minimized relentlessly,
without compromising the linearity of the circuit. Because most linearizing
feedback techniques result in added noise, the circuit approaches for realizing
the LNA typically are very simple.

The Noise Figure of the LNA is a strong function of the impedance that
is presented to the individual transistor. If the impedance deviates substantially
from its ideal value, the Noise Figure can rise dramatically. A simple expression
for that variation is given by [2]

 = Fmin +  &i(r, - rqr)2 +  (X, - Xopr)2]
TS

Table 9.1
Specifications for a Typical COMA IS95 Receiver LNA

Gain
Noise Figure
Input/output VSWR
Input intercept point (dBm)
Reverse isolation
Frequency

>16 dB
~2.5  dB
<2:1
0 dBm
25 dB
850 MHz, 1,900 MHz

(9.1)
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Figure 9.2 Implementation of LNAs  using (a) bipolar or (b) MESFET technologies.

where Fmin is the minimum value of Noise Factor’ when the device is presented

with its optimum source impedance, I-$ is the real part of the source impedance,

whose optimum value is rOpf, and x, is the imaginary part of the source

impedance, whose optimum value is xopf.  The quantity g,  has units of conduc-
tance and is a device-specific parameter that determines how quickly the Noise
Figure rises from its minimum when the source impedance varies. Typical
microwave transistors are characterized by values of Fmi,,  g,, rapt,  and xOPt.
Given those parameters, the Noise Figure of an LNA can be calculated for

any arbitrary source impedance value.
Several different device types can be employed for the design of the LNA.

A silicon bipolar junction transistor (BJT) or an HBT is often  used for LNA
applications. A cross-section of the device and its equivalent circuit representa-
tion are shown in Figure 9.3.

The minimum Noise Figure for a BJT in the common-emitter mode is

given by [3]

1. Noise Figure and Noise Factor are related by the expression, NF = 10 1ogF.
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Figure 9.3 (a) Cross-section of silicon BJT and (b) its high-frequency equivalent circuit.

F w2&
min =

l + (1  + gm’b)
P O

+ +
4

( 1  +  g&) 2w2& w4,;  c4,

P O
+ +

gm 8m
2

gm

(9.2)

where gm is the device cransconductance (typically I, / VT), rb is the base
resistance, PO  is the low-frequency current gain of the device, w is the operating
frequency in radians (where w = 2 vf ), and C, is the base-emitter capacitance.
The ratio of C, to gm is approximately the forward transit time (r~), and the
reciprocal of that quantity is related to the unity current gain frequency
(wr  = 117~).  Equation (9.2) suggests that the route to achieving a low-noise
figure involves the use of a transistor with a high &JT  and low base resis-
tance. At the same time, the Noise Figure of the device inevitably will increase
with frequency. Typical values for fT for a modern BJT are in the range of
25-50 GHz.~

Several interesting conclusions can be drawn from that result. One is
that, at suffkiently  low frequencies, the minimum Noise Factor of the BJT
reduces to

2. The unity gain frequency is expressed in hertz, not radians per second, with fT  = CLJT/~~~.
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F l + (1 + gm4
d

(1 + gmrd
m i n  =

P O
+

P O
(9.3)

Thus, the goal of high dc current gain (PO) and low base resistance is
clear for the minimization of device Noise Figure.

Equation (9.2) also can be employed to determine the optimum transcon-
ductance-and hence the dc current-of the device, which is achieved when
the Noise Factor is at a minimum and is given by

LO  cjcdPO
h.dopt) =

+Gq%
(9.4)

where C’e is the depletion capacitance at the emitter-base junction, and rf is
the electron transit time in the base. The transconductance of the device can
be altered by varying the dc bias current (8,  = I, /  VT).  These equations demon-
strate that, for a BJT, the optimum noise figure is obtained from a device
exhibiting low base resistance and high WT.  Finally, the optimum source

resistance and reactance (the impedances presented to the base of the device)
are given by

gm2((1 + 2gm~bYpo)  + r6u2C2,(2gm  + rpu2C;)
?-opt  = 2 (9.5)

gm + 02c2
PO =

and

WGT
*opt  = 2

gm + w2c2
PO 7r

(9.6)

The optimized design of the LNA then involves presenting the required
impedance to the device to achieve the minimum Noise Figure. Because xsoPt
typically is positive (inductive), the impedance match usually is accomplished
by an inductor in series with the base, as shown in Figure 9.4. Fortunately,

the value of reactance has the sign opposite that of the input impedance of
the transistor, so the optimum imaginary portion of the source impedance
minimizes Noise Figure and maximizes power transfer into the device. Note,
however, that at high frequencies, the magnitude of the optimum value xs
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+ v

Figure 9.4 Illustration of a series inductor in the base and the use of inductive series
feedback in the emitter to improve the impedance match of an LNA.

drops with frequency, whereas an inductor will tend to increase its value of
reactance (x) with frequency, which makes it difficult  to achieve an optimum
broad bandwidth noise impedance match.

Note that the real portion of the optimum source impedance of the BJT
does-not approach 5Ofl except in very unusual circumstances. That will result
in some mismatch loss of the available signal power to the input of the LNA,
as well as a relatively high input VSWR. However, inductive series feedback
in the emitter can also be added to the device to improve the resulting power
transfer and linearity, at the expense of somewhat lower gain, as shown in
Figure 9.4.

In that case, the Fmin of the device is onIy  slightly altered; in fact, it may
be slightly lower than the original circuit, since the inductor adds no noise of
its own. However, the input impedance of the device is raised to

Zi,  =
1

?-b  + OTL, + -
@CT

(9 .a

Now, the real portion of the transistor input impedance can be set to
roP,  through judicious choice of L,. The required real portion of the optimum
source impedance r,*, remains approximately unchanged by that feedback, and
the imaginary portion of the impedance is raised slightly by the additional
impedance. As a result, the real portion of the source impedance required by
the device to achieve minimum noise figure and the input impedance of the
device are now the same, and an appropriate impedance transformation at the
input will result in a nearly ideal power match to the transistor.

Similar calculations can be employed to calculate the minimum noise
figure and optimum source impedance of a CMOS device. A simplified cross-
section and schematic of the equivalent circuit and noise model of a CMOS
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transistor are shown in Figure 9.5, which illustrates the major source of noise
in the device.

In this case, the minimum Noise Figure is given by [4]

Fm i n =I+ +lzqyT (9.8)

where y is the “excess” Noise Factor of the drain-source noise current and has
a value of 2/3  for long-channel devices, rising dramatically for shorter channel
devices to values greater than unity [ 51. Th e q uantity 6 accounts for the channel-

induced gate noise that appears in a MOSFET due to the capacitive coupling
between the gate and the channel. This quantity has a value of about 4/3  (for
long-channel devices) and rises as the gate length of the devices is reduced.
There is some evidence that the ratio between y and S remains at approximately
2 as the channel length of the devices scale [G].  Finally, because the gate and
drain noise currents are partially correlated, the quantity c is the correlation
coefficient benveen the gate and drain noise, defined as

oxide separkes gate
and channel

Source

(4

Figure 9.5 (a) Simplified cross-section and (b) small-signal model of MOSFET, showing
sources of noise.
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(9.9)

which is approximately O.4j  for long-channel devices. The expression for Fmjn
illustrates the importance of a high device fr to achieve a low device noise
figure, which is in good agreement with the result obtained in the case of a
BJT. Equation (9.8) does not include the sources of noise associated with the
ohmic contact resistances to the intrinsic device, that is, the gate, drain, and
source resistances. Those can be added to the model in a straightforward
manner and are particularly important for operation in the short-channel
regime [ 71.

At the same time, the optimum source conductance and susceptance of
the MOSFET can be given by

gopt = CYWC g.r
4
$1 - ]c12)

and

where cy  is the ratio of the device transconductance (gm)  to the device zero
drain bias drain-source conductance (gdo),  which is approximately unity for
long-channel devices. As  was the case with the BJT, the optimum source
susceptance is approximately the conjugate of the transistor input susceptance,
providing for a nearly optimum imaginary impedance match. However, the
real part of the input admittance is nowhere near a conjugate match, and the
use of inductive feedback is often required if a low input VSWR is desired.
In fact, the real part of the input admittance of a MOSFET is typically much
higher than that of a BJT, raising the difficulty associated with the impedance
match. Typically, the same impedance matching techniques used for the BJT
work well for the MOSFET.

The Noise Figure of a GaAs MESFET is more difficult  to determine
analytically, based on first operating principles of the device. That is due to
the short-channel (<0.25pm)  operation of a typical low-noise GaAs MESFET,
as well as the importance of the extrinsic elements in the device operation.
Figure 9.6 shows a cross-section of a typical GaAs  MESFET and a typical
equivalent circuit of the GaAs MESFET. Several noise models have been
developed for the GaAs MESFET ’m recent years; the approach presented by
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Figure 9.6 (a) Simplified cross-section and (b) small-signal equivalent circuit model of a
GaAs MESFET, showing sources of noise.

Hughes [8]  provides an excellent fit to a wide range of devices. In that case,
the two sources of noise in the device (rP  and rd) have a unique noise
temperature3 associated with them, and the noise current of each element is

obtained through the typical expression t, =*2 4kTeq  IR.
The noise temperature associated with the input circuit ( Tg)  is the

ambient temperature of the device, and the noise temperature associated with
the output circuit (Td)  is at a higher temperature, associated with the high-
energy nonequilibrium transport of electrons through the channel. Typical
values of Td  range from 25OOC to 600°C. In this case, the minimum Noise
Figure is given by the very simple expression

(9.12)

3 . Noise temperature is another way to express excess circuit noise and Noise Factor (see Section

7.1.4).
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where o,, is the frequency at which the maximum power gain of the device
is unity and is given by

mm,  = g$ (9.13)

As in the case of the other two devices, the optimum source reactance
is a complex conjugate of the device input reactance. The real portion of the
optimum source impedance is given by

(9.14)

Historically, the GaAs MESFET exhibits a lower Noise Figure than a
bipolar device, due to its lower gate resistance (compared to the base resistance
of a bipolar device) and the absence of shot noise in the drain or gate region.
It also exhibits a better Noise Figure than a silicon MOSFET because of its
higher WT  and lower gate resistance. That lower Noise Figure is achieved along
with a somewhat higher cost of production, rendering the GaAs MESFET
most suitable for implementation in hybrid or small-scale integrated circuit
form.

In most applications, the linearity of the LNA, as measured by its IP3,
is at least as important as its Noise Figure. The linearity of the circuit is difficult
to predict analytically and usually is obtained through simulation. However,
some general conclusions about the linearity behavior of transistor amplifiers
can be obtained, although their range of applicability must be carefully verified.
Section 7.1.5 presented a simple model of the nonlinearity of an amplifier and
analyzed the resulting intermodulation performance through a power series
approximation. In this case, the transfer function of the amplifier is

210 = alV; + a2vf  + a3vS  f . . . (9.15)

and the IIP3 is given by

(9.16)

where al is the first-order coefficient of the power-series expansion of the
amplifier gain, a2 is the second-order coeffkient of the power-series expansion
of the amplifier gain, and a3 is the third-order coefficient of the power-series
expansion of the amplifier gain.
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We can model the effect of feedback on the linearity of this circuit in a
straightforward manner, as shown in Figure 9.7, where a linear feedback term
subtracts a portion of the output from the input. In this case, the resulting
input signal to the amplifier is given by

Vi  = Sin  - fi* (9.17)

where f is the feedback network transfer function. In the case of a common-
emitter or common-source transistor, the feedback factor f is the impedance
of the network, and the forward gain is the nonlinear transconductance of the
device (g,).

The output transfer function of the final amplifier can be given by

v. = 61Vi +  62”: +  bjV5 + . . . (9.18)

where

b1 =A
1 +a1f

and

b3 = aj(l  + qf> -2&f
(1 + qf?

(9.19)

(9.20)

That reveals some interesting features about the nonlinear behavior of
the feedback amplifier. Even if a3 = 0, 63 is finite. In other words, the addition
of feedback can create third-order distortion even if the original amplifier had
none. That can happen in CMOS amplifiers, which intrinsically have very low
third-order distortion. On the other hand, 63 can also be set to zero, completely
eliminating third-order distortion. That occurs when a3(  1 + al f) = Zag

v V
In in

Figure 9.7 Model of linear feedback for a nonlinear amplifier.
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Some circuits attempt to achieve this condition, but in practice it is extremely
difficult to maintain it over process and temperature variations.

If a2 = 0, the relative level of IMD3  and desired output is

IMDy--  l vs,3 a3

4 al (1 + a&3
(9.2 1)

so the IMD3  of the feedback amplifier is reduced by (1 + alf )“--a substantial
benefit.

In the case of a common-emitter or common-source amplifier with series
feedback, the feedback factor is simply the impedance of the feedback element,
either resistive or inductive, or some combination of the two. That improvement
in linearity generally applies whether the feedback is inductive or resistive. If
the feedback is resistive, the Noise Figure is degraded by the addition of the
thermal noise due to the resistor, and the resulting tradeoff between noise and
linearity is straightforward. If the feedback is inductive, the feedback does not
add any noise of its own, yet the linearity is improved. In the case of a BJT,
it has been demonstrated that the minimum distortion occurs at a frequency

given by [9]

f
1

= 42Cje(Lb  + Lf)
(9.22)

which is also approximately the frequency at which the minimum Noise Figure
occurs. It has also been demonstrated that the simultaneous achievement of
low-noise figure and low distortion is a substantial advantage of the common-
emitter configuration compared with the common-base configuration [9]. Simi-
lar arguments apply for the CMOS and GaAs  MESFET configurations, which
typically exhibit the best response in the common-source configuration. The
exact expression for the distortion of an inductively degenerated BJT amplifier
is extremely involved but can be found in [lo].

9.2 Downconversion Mixers

The design of the downconversion mixer is complicated by a number of factors
and, despite its seemingly simple function, requires some fairly sophisticated
analysis. The most important aspect of the mixer operation is the translation
of a high-frequency carrier (at RF) to a low-frequency carrier (at IF). That
relationship is shown in Figure 9.8.
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Figure 9.8 Frequency domain illustration of downconversion mixer operation.

In the simplest implementation, the mixing function can be viewed as
an ideal multiplier, whose output is given by

In practice, however, the use of an ideal multiplier for the downconversion
operation has a number of drawbacks, especially the resulting noise, which is
very high for fundamental reasons. Therefore, a higher performance model of
the downconversion process is the doubly balanced modulator, as shown in
Figure 7.7. In that case, the output of the amplifier is periodically connected
to either the +l or -1 gain stage at the LO frequency. The output is a replica
of the input, multiplied by +l at the LO frequency, that is,

“out(t)  = bin&>  - tl;&>l A27 2 f cos(nw*#) (7.24)
n=1,3,5,...

Notice that in this ideal case, the output of the mixer at the LO frequency
is completely suppressed if the input has no dc component (which is typically

“out 0)

Figure9.9 Doubly balanced modulator employed as a downconversion mixer.
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the case), so the LO-IF isolation is especially good. In addition, the double-
balanced modulator intrinsically suppresses all even harmonics of the LO and
can suppress all even harmonics of the input signal as well. Alternatively, the
input signal can be multiplied by 1 and 0, as in the single-balanced modulator
design, whose output is given by

’

v,&> = [qn+(t>  - Vi&)] f + %
n=1,2,3,...

q cos(nqt)
I

(9.25)

That singly balanced version of the modulator will be sensitive to even
harmonics of the LO but insensitive to even harmonics of the input signal.
Alternatively, another version of the single-balanced version of the modulator
could have the transfer function

%t w = [ VDC + vi,(t)]  x 2 ; cos(nqt) (9.26)
n=l,3,...

where the modulator has responses only to odd harmonics of the LO but has
responses to all harmonics of the input signal.

Finally, an unbalanced modulator or mixer will have a response of the
form

vO*t(t>  = 1 vDC  + “in  Ct>l
12 O”

c
(-1)”Tj  + G - cos(nw()t)

n=1,2,3,...  ’ 1 (9.27)

where the output is sensitive to all the harmonics of both the RF input and
LO waveforms.

The discussion of noise figure, confusing in the best of circumstances,
can take an especially bizarre turn in the case of mixers. That is due to the
original definition of Noise Figure (from Section 7.1.4) as

 (SIN)in

= ww,,,
(9.28)

The complication occurs because the frequency spectrum of the desired
signal can be above, below, or centered at the frequency of the LO. In the
case where the desired signal is above or below the LO, the mixer converts
the signal plus noise at that frequency to the IF output. It also converts any
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noise at image frequency to the same IF output frequency. As such, the noise
contribution is twice that which is expected (or 3 dB higher). That measurement
is referred to as single-sideband (SSB) noise figure. In the case in which the
desired signal is centered about the frequency of the LO, there is no image
signal and the noise figure measurement (known as double sideband, or DSB)
is straightforward. The excess noise figure of 3 dB is the source of endless
confusion in mixer measurements and characterization, because even an ideal
noiseless mixer will exhibit a finite 3-dB SSB noise figure. Figure 9.10 illustrates
these noise figure measurement issues.

Thermal noise

(4

i\ PI
Signal

Image noise

1 Irma! noise

Figure 9.10 Illustration of noise downconversion process in mixers and the resulting
noise figure: (a) DSB measurement and (b) SSB measurement.
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Mixers are classified as either passive or active. Each type offers different
advantages and disadvantages, which are outlined next.

9.2.1 Passive Mixer Design

The classic single-balanced and double-balanced diode switching mixers, shown
in Figure 9.11, implement the balanced modulator through a switching opera-
tion. This mixer is a passive circuit- the diodes provide no amplification of
the signal-so the output of the mixer can closely approximate the results of
(9.24) and (9.25). Th e mearity of the diode-based single-balanced and double-1’
balanced mixer is outstanding and depends primarily on the power level of
the LO signal, as well as the cutoff frequency and series resistance of the diodes.
The major source of the nonlinearity in the circuit is the variable resistance
of the forward-biased diodes, which is minimized through a high forward bias
current and hence a high LO power. Typical power levels for the LO are
between +5 and +2O  dBm,  and typical input intercept points are also between

V
R F  -

(a)

Figure 9.11 Schottky diode mixers: (a) single-balanced and (b) double-balanced
configurations.
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+5 and +20 dBm;  the input intercept point and the LO power track each
other closely. Improvements in input intercept point performance can be
achieved by placing additional diodes in series, although at the expense of a
higher required input power level. Because the mixers are inherently passive
devices, their DSB noise figures are very close to the mixer loss, which also
decreases with increasing LO power.

Figure 9.12 is a cross-sectional diagram and an equivalent circuit model
for a typical Schottky diode. The current through the diode is typically assumed
to be

I(V) = I,(e(v’++) - 1) (9.29)

where VT  is the thermal voltage (approximately 26 mV at room temperature)
and 7 is the diode ideality factor, approximately 1. The junction capacitance
is usually approximated by the expression

G
C ( V )  = I0

semi-insulating GaAs
subst ra te

(a)

Anode

Cathode

(9.30)

Figure 9.12 (a) Simplified cross-sectional view and (b) equivalent circuit of Schottky
diode.
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where C’O is the junction capacitance, Vb; is the built-in potential of the
Schottky diode, and 7 is related to the doping gradient of the semiconductor
material and is typically between 0.3 and 0.7.  In this case, it is desirable to
minimize both the zero-bias junction capacitance (Cio)  and the series resistance
(as).  Unfortunately, minimizing the capacitance by reducing the diode area
also increases the series resistance, so improvements have to come in the vertical
design of the device, either through improved materials or improved design
of the epitaxial layer. The loss in the diode due to its series resistance can be
approximated by [ 1 l]

(9.3 1)

where z, is the source impedance, fw is the frequency of operation, and fc is
the cutoff frequency of the Schottky diode. Typical cutoff frequencies for
microwave Schottky diodes are in the range of 100 to 1,000 GHz.

It has been pointed out [12] that there is an optimum value of rs that
minimizes S, which occurs when

r.s = z,-rnf
f (9.32)

C

and the optimum value of r, is usually no more than a few ohms.
.

The proper Impedance termination of the passive diode mixer is key to
obtaining the best possible performance from the device. In this case, the
reflection due to the load impedance will get mixed and delivered to the input
in the same manner that the desired input is mixed and delivered to the
output. A set of new frequencies is created by the mixing products, which
then experience further reflection and re-reflection, ad infinitum, as illustrated
in Figure 9.13. The only way to eliminate that situation is to present a 5Oi-l
termination to the device at all frequencies-a clear impossibility. Instead,
careful choice of the terminations usually can minimize the problem to an
acceptable level.

Figure 9.14 shows an FET version of the classic double-balanced diode
mixer. The diodes have been replaced by passive series MOSFETs,  and the
LO drives the gates of the transistors, alternatively turning them on and off
[ 131.  In this case, the linearity of the mixer is outstanding, but it is very difficult
to achieve comparably low series resistances to a high-frequency Schottky diode
with a silicon MOSFET. As a result, the noise figure and loss of the resulting
structure are high, although the linearity is very good-the typical III?3  is in
excess of 0 dBm.
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Figure 9.13 Illustration of the impedance termination challenge in Schottky mixers.
Careful attention must be paid to proper termination at all the mixing
products of the system.

Figure 9.14 Double-balanced MOSFET mixer.

Alternative implementations of the passive FET-based mixer involve a
single G&s FET, operated in the resistive mode, in which the LO drives the
gate of the common-source device, and the mixing occurs due to the time-

varying resistance of the channel [ 141.  An example of this approach is shown

in Figure 9.15. This technique achieves extremely good linearity and noise
performance, although it requires outstanding performance from the FET,
which is why GaAs FETs  typically are employed.

%O

%F

VI F

frequency

Figure9.15 A passive FET mixer, which uses the time-varying channel resistance to
achieve mixing operation.
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A pair of single FET mixers, suitably combined with an 180-degree
hybrid, can be used to realize a single-balanced mixer, as shown in Figure 9.16.
The drawback of this approach is that the IF output, which is typically at a
relatively low frequency, requires its own hybrid circuit, unlike the diode mixer
case [ 15]. The  balanced operation has the advantage of insensitivity to even
harmonics, at the expense of higher LO power required for a given linearity
and noise figure.

9.2.2 Active -Mixer  Design

The unbalanced passive FET mixer in Figure 9. I5  can be employed in the
active mode of operation, simply by increasing the drain voltage, to the point
where the transistor is in its normal bias range [ 161.  The mixing operation is
accomplished by the time-varying transconductance rather than the time-
varying resistance, as in the passive FET case. Operation of the FET mixer in
this mode tends to have worse linearity than the passive FET case, although the
mixer does exhibit gain, which can be beneficial in some cases. The impedance
matching of an active FET mixer must be carefully optimized, with special
attention paid to the impedances at the LO and RF frequencies [ 171.

The unbalanced FET mixer in Figure 9.15 has a disadvantage in that
the isolation between the LO and RF ports is intrinsically poor, because
both signals are applied to the same terminal (the gate). This drawback is
circumvented by the use of a dual-gate GaAs MESFET, as shown in Figure
9.17. In that case, the LO is applied to one gate terminal, and the RF input

Figure 9.16 A pair of single FET mixers combined to realize a single-balanced FET mixer.

Figure 9.17 An unbalanced dual-gate GaAs FET mixer.
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is applied to the other gate terminal. The performance of the dual-gate
mixer is extremely complicated, and the circuits have proved difficult to
optimize [ 181.

An alternative mixer implementation, more suitable for integrated circuit
implementation, is a transistor-based design. Such designs, which can be either
singly balanced or doubly balanced, are shown in Figure 9.18. The linearity
and noise figure of the transistor-based mixer are determined mostly by the
input devices. The input-referred linearity of the singly balanced case depends
on the input intercept point performance of the input device. In the case of
a bipolar mixer, the linearity of the input stage is determined by some of the
same issues that affected the linearity of the LNA. Resistive or inductive
feedback, as shown in Figure 9.18(c), can be employed to improve the linearity,
at the expense of increased noise in the case of resistive feedback.

One technique in particular has been developed recently for the improve-
ment of linearity in the doubly balanced mixer: the multitanh approach [ 191,
shown in Figure 9.19. A single differential pair has a transconductance response
or gain curve that falls off quickly outside a narrow range of input voltages.
Adding parallel d ffi erential pairs, with different offsets, can create an aggregate
transcdnductance response that is roughly constant over a wider range of input
vol tages .

A classical bipolar differential pair amplifier produces a differential output
current that follows a tanh response to input voltage. To offset the tanh response
and the peak of the transconductance curve, the emitter areas of the transistors
that form the differential pair are sized differently. The offset in the tanh
response is V~lti,  where A is the ratio of transistor emitter areas. The multitanh
approach is also applicable to CMOS differential pairs. In these circuits, the
offset is formed by the W/L ratio of the devices.

The small-signal
doublet, is given by

transconductance of a two-stage multitanh circuit, or

IT u
G, = -

2v7- (1 + &2
(9.33)

and is controlled by IT, the tail current. This circuit has increased dynamic
range compared to a simple differential pair.

The linearity of the Gilbert mixer is relatively poor compared to passive
mixer approaches and’ is essentially limited by the same constraints of the
common-source or common-emitter LNA. In those cases, there is an unpleasant
tradeoff between dc power consumption and linearity. This is especially diffi-
cult in a wireless communications system, because the input intercept point
of the mixer must be larger than the product of the input intercept point of
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Figure 9.18 Schematic of active bipolar mixers, suitable for integrated circuit
implementation, (a) single-balanced design, (b) double-balanced (Gilbert)
configuration, and (c) Gilbert configuration with emitter feedback to improve
linearity and input isolation.
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a t

Figure 9.19 Schematic diagram of multitanh differential pair, illustrating improvement in
linearity.

the preceding LNA and the
overall linearity performance.*

gain of the LNA, to avoid degradation of the
On the positive side, the Gilbert mixer typically

does not require the same level of LO power as a passive mixer, so the dc
power required to produce the high LO power of the diode mixer is eliminated.

Many practical issues are required to make the RF performance of the
Gilbert mixer adequate for most demanding applications [20,2 11. In particular,
the size of the upper switching devices can have a significant impact on the
linearity and noise figure of the resulting circuit. In the case of a bipolar
implementation, the emitter area of the switching devices should be minimized
to reduce the junction capacitance and speed the switching behavior. On the
other hand, the base resistance of the switching devices should be minimized
to minimize their noise contributions, which in turn implies that the device
size should be increased. The optimum sizing of these devices is best obtained
through careful simulation of the circuit.

9.3 Automatic level Control

The daunting challenge in mobile radio design is the wireless communications
environment. Various users, of different signal powers, unintentionally clutter
the communication channel and wreak havoc on the RF receiver. In addition,
the received signal strength of the desired signal varies rapidly and in an
unpredictable fashion.

The RF receiver must cope with the changes in the desired signal level
and also changes in any interfering signal levels. The AGC loop (see Section

4. Cascaded II?3  is detailed in Section 7.1.5.
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5.2.3) serves that purpose and relies on a VGA in the RF  receiver, with more
than an 85-dB  gain adjustment.

The VGAs  in the RF receiver differ slightly from those found in the RF
transmitter. That is due primarily to system requirements. In the transmitter,
output linearity was crucial, whereas in the receiver, input linearity is critical.
That is because the amplifiers in the receiver must be capable of handling
strong interfering signals without distortion, often providing attenuation instead
of gain and placing a larger burden on input linearity than on output linearity.

Figure 7.20(a) shows one approach to VGAs  in the RF receiver. The
circuit is a multitanh amplifier, which offers extended input range. The bias
currents, 1 1 and 1 2 , control the gain of the circuit. Furthermore, as mentioned
previously, paralleling additional differential pair amplifiers, offset from one
another, can further extend the input range.

A second approach is shown in Figure 9.20(b). In that circuit, the metal
oxide semiconductor (MOS) transistor Ml  simulates a variable resistor, provid-
ing emitter degeneration (local feedback) to the differential pair amplifier and
thus directly increasing the linearity of the amplifier. The channel resistance
of the MOS transistor is set using a replica device M2. Both the in-circuit
device and the replica transistor share the gate connection, which is driven by
an operational amplifier as part of a servo loop. The servo loop equalizes the
voltage drops across a known resistor RI and the replica transistor. As a result,
IlRl = Izrdrz and

ra51 =
0

LLR
12

1 (9.34)

where II,12,  and R 1 are defined in the circuit. The local feedback is adjusted
by the ratio of variable currents 11 and 12.

In practice, a second gain control point is needed in the RF receiver to
reduce front-end gain. In some situations, interfering signals can be strong
enough to drive the receiver into compression before the VGA. To avoid that,
a switch-controlled by the AGC algorithm-is added to bypass the LNA, as
shown in Figure 9.2 1. The switch is used in high-signal conditions and generally
is implemented using FET technology.

9.4 I/Q Demodulator

Modern modulation schemes, such as BPSK, QPSK, and GMSK, use the phase
of the carrier to convey information. If the received signal is separated into
orthogonal components, phase detection of the input signal is straightforward.
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Figure9.20 VGAs for the RF receiver: (a) multitanh amplifier and (b)
variable-degeneration amplifier.

An I/Q demodulator downconverts the IF signal and splits the baseband
waveform into its I and Q components. The resulting signal is then converted
to digital form. The schematic of the receiver, including the I/Qdemodulator,
was shown in Figure 9.1. The baseband portion of the receiver typically consists
of an I/Q demodulator, an analog filter, and an A/D converter.

The I/Q  demodulator can be implemented using analog or digital tech-
niques. Analog methods are subject to impairments that produce two basic
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Figure 9.21 Switched-gain LNA for handling high-level signals.

effects: increased receiver interference via adjacent-channel leakage [22] and
increased BER. A completely digital method requires a high-performance ana-
log-to-digital converter, with IF sampling at four times the data rate, and
wide dynamic range. In practice, CDMA IS95 radio receivers use analog I/Q
demodulation.

Imnairments  to the I/Q demodulator can create an interfering image
signal, where the
channel and vice
produces residual

energy from the quadrature channel can “leak” into the I
versa. That effect, referred to as adjacent-channel leakage,
sideband energy equal to

RSB =
1 - 2+f /A  COSAe  + m/A

1 + 24Liz7 code + AA/A
(9.35)

where AA/A is the power gain ratio and A.B  is the phase mismatch. Note that
(9.35) matches (8.3),  which describes leakage in the UQmodulator.  In practice,
the residual sideband energy typically is 30 to 35 dB below the desired spectrum
[23],  which is acceptable for most applications.

The design of the I/Q demodulator parallels the approach taken for the
I/Q modulator described in Section 8.1.2.

9.5 Baseband Channel Select Filters

The desired channel is selected by the receiver using an IF SAW filter and an
integrated baseband filter. The design of the baseband filter is based on standard
techniques [24-261 and specific CDMA IS95 issues.
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In any filter design, the shape factor and group delay characteristics are
important considerations. The characteristics generally are mapped to one of
four filter prototypes (listed in Table 9.2) that optimizes performance in some
aspect. In phase-modulated systems, phase linearity is crucial, while in high-
interference environments, stop-band rejection is important.

The baseband filters can be positioned before or after the A/D converters;
the decision affects the dynamic range requirements on the A/D converters
[27].  Analog filters attenuate interfering signals and thus lower A/D converter
requirements. Without the filters, the A/D converters need to transform the
desired signal plus any interfering signals to the digital domain, where digital
filters isolate the desired signal. In practice, the interfering signals can be
35 dB higher than the desired signal,5 which translates to more demanding
A/D converter requirements. As such, analog filtering typically is used, although
advances in AX modulator A./D converters are shifting filtering to the digital
domain.

Analog filters find use in a variety of applications, including PLLs, ND
converters, and D/A converters. The filters provide either discrete-time or
continuous-time operation, although discrete-time filters typically are not used
in wireless communications due to clock feedthrough, high substrate noise,
and increased cross-talk and interference [28-301.

Two continuous-time filters are commonly used for wireless communica-
tions: active RC and transconductance C. Active-RC filters are traditional filter
structures consisting of resistors, capacitors, and active gain stages. In these

filters, the gain stages typically are operational amplifiers and tuning steps are
discrete. A common active-RC filter is the Men-Key  topology, shown in
Figure 9.22(a).  It finds widespread use because it has a unity gain and therefore

Table 9.2
Comparison of Filter Prototypes

Prototype

Butterworth
Chebyshev

Bessel
Elliptic

Magnitude Response

Maximally flat
Equal passband
ripple
Flat
Equal ripple

Selectivity

Moderate
Maximum for
all-pole structure
Poor
Maximum

Phase Linearity

Acceptable
Poor

Excellent
Poor

5.  An interfering signal can be as much as 70 dB higher than the desired signal at the antenna

but generally is reduced 35 to 40 dB by the IF SAW filter.
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Input output

Figure922 Common active-RC filter: (a) Sallen-Key structure and (b) gain stage
implemented by simple follower stage.

can be implemented by a simple emitter follower or source follower, as shown
in Figure 9.22(b).

Transconductance-C filters are the most popular integrated continuous-
time filter structure. They use an integrator involving a transconductor and a
capacitor as basic building blocks to simulate inductance. The concept is
developed below. The following fundamental equations describe an inductor
and a capacitor:

di[ .v/I  = L- dvc
dt I, = cz

Notice that the two expressions in (9.36) are similar when voltage and
current are interchanged. As a result, a circuit that interchanges the variables
enables a capacitor to simulate an inductor. The interchange is possible in a
circuit known as a gyrator [3 11, a structure that consists of two transconductors.
It is shown in Figure 9.23 and is described by the following transfer function:

C dil
Ul =zdt

(9.37)
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Figure 9.23 Development of gyrator function.

where g,  is the symbol for transconductance,6 equal t0  ioutlV)in.

The utility of the transconductance-C filter is strongly tied to the linearity
of the transconductance circuits. The circuit needs to- exhibit linear operation
over the expected signal range; othetiise,  harmonic and intermodulation
distortion will be produced. Similarly, circuit noise muddles low-signal opera-
tion. To offset thermal noise, the impedance levels of the transconductors
and resistors are lowered. But that raises the capacitance, area, and power
dissipation of the filter. As a result, dynamic range (S/N),  capacitance (C),
and power dissipation (P) can be traded off using the following generalized
equations [32]:

(9.38)

2

P = 7$TQf
( 1
j$ (9.39)

where Q! and 7 are heavily dependent on the filter order, specifications, topology,
and active devices; k is Boltzman’s constant; T  is the absolute temperature;
and VP  is the peak signal value.’ Consequently, the dynamic range of the filter
is less than passive LC filters and is a key design consideration.

Transconductance circuits can use either bipolar or FET transistors. Bipo-
lar transistors offer larger transconductance values and wide tuning ranges

6. This leads to the shorthand notation, g,C  filters.

7 . Vp is assumed proportional to the supply voltage.
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because the collector current can be varied with little change in base-emitter
voltage. Figure 7.24 illustrates two example circuits, both of which use lineariza-
tion techniques to expand the useful operating range of the transconductance
circuit. Figure 7.25 shows two MOSFET transconductance circuits. In those
circuits, MOSFETs  are also used to linearize the voltage to current transforma-
tion.

Capacitor and transistor variations due to integrated circuit fabrication
are minimized by tuning methods. In general, those methods adjust the trans-
conductance of the gyrator circuit to achieve the desired filter response. Further-
more, tuning can be performed once during manufacturing or continuously
using a frequency reference. The approaches are detailed in [32-351.

The baseband channel select filters are seventh-order elliptic filters with
over 40-dB  adjacent channel rejection. The elliptic filter provides the sharpest
transition band and the lowest shape factor. As a result, the integrated filter
requires the fewest active elements and the lowest power consumption.

Figure 7.26(a) shows the LC prototype of the elliptic filter. In the g,C
filter structure, the inductors are replaced by gyrator-capacitor combinations,
as shown in Figure 7.26(b).

The elliptic filter distorts the signal phase near the passband  edge and
potentially lowers receiver performance. To compensate for that phase non-
linearity, the digital modulator in the base station includes a predistortion
filter [36].
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Figure 9.24 Two bipolar-based transconductors.



Figure 9.25 Two MOSFET-based transconductors.
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Figure 9.26 Elliptic filter: (a) LC prototype and (b) transconductance-C implementation.
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Next-Generation CDMA

As the demand for wireless services grows, new methods of delivery with greater
access and higher data rates are needed. That in turn requires more efficient
use of the limited radio resources.

The goal of third-generation (3G) communications is to provide high-
speed data with reasonable capacity, while improving multipath resolution and
increasing diversity [ 1, 21.  The target data rates are 144 Kbps for wide-area
usage and full mobility, 384 Kbps for urban use, and up to 2 Mbps for virtual
home service and low mobility. By comparison, the data rates for 2G networks
typically are under 20 Kbps. The higher data rates will increase voice capacity,
enable video communications, and introduce a slew of advanced digital services.
They will enable user-friendly access to the Internet, short messaging services
(SMS) with embedded photographs or video clips, video telephony, location-
based services, and other yet-to-be-imagined services.

To deliver those services efficiently, packet-data and packet-switched
connections are required, as opposed to existing circuit-switched connections
[ 1, 31.  Such a delivery method utilizes variable spreading rates, “bundled”
multiple data channels, and new spreading techniques. It also means changes
to the physical and logical channels, the network architecture, and the protocol
stack of 2G systems.

The 2G systems look to evolve to a single worldwide standard known
as the Third Generation Partnership Project (3GPP) [4]. That single standard
provides the potential for global communications by combinin three options

in a single framework. It consists of two single carrier options, F which receive

support from the Association of Radio Industry and Business (ARIB) in Japan

1. These optiofis  were originally proposed as WCDMA and TDMAKDMA.
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and the European Telecommunications Standards Institute (ETSI).  It also lists
a multicarrier option,2 which evolves directly from CDMA IS95 and draws
support from the Telecommunications Industry Association (TIA) subcommit-
tee TR45.5. Interestingly, all three options embrace direct-sequence spread-
spectrum CDMA  technology.

This chapter presents an overview of next-generation CDMA communica-
tion systems described by the 3GPP  standard. It introduces several key concepts,
which have evolved from the CDMA IS95 system, to provide greater access
and higher data rates. It also reviews the three options for next-generation
wideband  CDMA systems, single carrier with FDD operation, single carrier
with TDD arrangement, and multicarrier modulation.

10.1 Concepts of Next-Generation CDMA

Next-generation services will require improved network efficiency to provide
greater access and to deliver high-speed data. Second-generation neMrorks  limit
access through hard factors, such as time and frequency, that divide the radio
spectrum and circuit-switched connections that limit data throughput. These
networks assign fixed radio channels and dedicated network paths for each
user. In contrast, 3G networks introduce soft factors and packet-switched
connections that are dynamic and thus more efficient.

A packet-switched network assigns resources based on the data throughput
demands and the quality of service (QoS)  requirements of each application.
For example, voice services rely on low data rates and limit processing delay.
In contrast, Internet browsers and multimedia applications work with large
data bursts and can tolerate greater delay. Therefore, the two application types
require different resources from the nenvork.

The network efficiently maps the available resources to the needs of
each application using improvements in several key areas, including frequency
diversity, flexible data rates, spreading techniques, source or error correction
coding, and reverse-link coherent detection, which are outlined next.

10.1.1 Next-Generation CDMA and the Physical Channel

A wide bandwidth radio channel is used to deliver the high data rates needed
for advanced 3G services. It is nominally 5 MHz wide (that is, 99% of the
radio energy is contained in a ~-MHZ  bandwidth) and is formed by one of
two methods, depending on the available radio spectrum. In many places in

2. This option was first proposed as cdma2000  [5].
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the world, new radio spectrum, known as the IMT-2000 radio bands, is
available, as shown in Figure 10.1. However, in some countries like the United
States, this radio spectrum is not available, so reuse of the cellular and PCS
radio spectrum is needed. In other countries such as China, only a portion of
the new radio spectrum is available; thus, TDD operation is planned. Such a
scattered frequency plan presents a major obstacle for global communications.

The wide bandwidth signal is generated by direct sequence spreading of
one or multiple carriers. In the single-carrier approach, the spreading chip rate
is increased to form a wideband  signal, as shown in Figure 10.2(a). If the
forward and reverse links share the same frequency channel, TDD operation
is also employed. It divides the channel into time slots and alternately assigns
the slots to the forward and reverse links. In the multicarrier approach, the
wideband  signal is formed by three narrowband, contiguous direct-sequence
signals, as shown in Figure 10.2(b).  The adv a n t a g e of that approach is that
each narrowband signal is compatible with CDMA IS%-modulated  signals.
That concept is essential to 3GPP systems that overlay existing 2G networks.

The wider bandwidth signal provides improved frequency and multipath
diversity. Flat frequency fading occurs less often with a true wideband  signal.
Instead, a portion of the signal experiences frequency-selective fading. The
high-speed spreading sequence also results in a shorter chip period. That
provides sharper resolution of the cross-correlation function in the searcher,
which leads to better channel estimation and phase synchronization in the
Rake receiver [3]  but requires a more complicated receiver.

10.1.2 Multirate Design in Next-Generation CDMA

One of the motivations for 3G communication systems is increased flexibility,
which is introduced by packet data and multirate operation. Packet data allows
the connection to adapt to varying application requirements and, in some way,
enables the network to serve as many users as possible. Multirate operation
supports different data rates through variable spreading factors and multiple
spreading codes.

Multirate design maps variable-width data packets, also known as trans-
port blocks, to fixed-length data frames. The number of bits in each data
packet is linked to the application but is limited to a set of defined values. In
contrast, the data frame is constant, typically 10 or 20 ms in length, and holds
a fixed number of chips.3

The data packet is mapped to the fixed frame using two basic techniques:
variable spreading factors and multiple codes. In the first method, the data

3. The fured  data frame contains a defined number of chips, which produces the designated

modulation bandwidth.
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Figure 10.2 Proposed modulation schemes for next-generation CDMA: (a) single-carrier
and (b) multicarrier.

packet is spread to the size of the fixed frame by a variable spreading code.
The spreading factor, W/R, is given by

W BTF- - -
R - N

(10.1)

where B is the spread-spectrum modulation bandwidth (3.84 Mcps  for the
single-carrier options), TF  is the frame length, and N is the number of bits in
each data packet. The spreading factor W/R ranges from 4 to 256  and describes
the processing gain of the system. In the second method, the data frame is
formed by M  parallel channels with fixed capacity. Therefore,

N

M= RTF (10.2)

where R is the bit rate of the single channel. Furthermore, it is also possible
to combine the two methods.



256 CDMA Mobile Radio Design

The size and the frequency of the transport blocks fluctuate with most
applications. Ideally, the digital modulator would follow the changes, adjusting
the spreading factor and/or the number of coded channels instantly, thereby
providing the needed data throughput. In practice, that is impractical because
the changes affect the network and, more important, affect other users. Manag-
ing packet data and packet-switched connections requires network scheduling
via the radio resource control (or network) protocol layer. That protocol layer
defines transport block sets that cover lo-,  20-,  40-,  or 80-ms  intervals.

Figure 10.3(a)  is an example of a transport block set for voice service. It
contains one data packet, which repeats every 10 ms, and provides a continuous
connection. Figure 10.3(b)  hs ows a second example, in which two transport
blocks share the channel. Voice data packets fill every other slot, while data
bursts occur during the second and fourth slots. This transport block set repeats
every 80 ms.

These multirate approaches affect the received bit energy per noise density
ratio (Eb /N,), a key communication-link parameter. That is because the spread-
ing factor alters the bit interval and thus changes the received bit energy per
noise density ratio in the following way

Eb SW
N,= 07-F

P(t)

t Frame

User 1 *.
!‘! I I I II  I )

Frame +i I+1 OmSec Time

P(t)

User 2 L

(a)

Time

(10.3)

Figure 10.3 Examples of transport block sets: (a) voice only and (b) voice plus data.
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where S is the desired signal power and I is the interference power, which
includes the power from other users plus thermal noise. To obtain the same
value of Eb/N,  and thus similar link performance, the power allocated to
the wanted signal or the performance of the receiver must change. Adjusting
the receiver is impractical, so the link performance is optimized by adjust-
ing the transmit signal power to keep Eb/N,  roughly constant.

Although the resulting transmit power levels are unequal, the near-far
problem is not introduced, which the following example illustrates. Two users
are running different applications; the first user is connected to a voice call at
15 Kbps, while the second user is connected to an Internet application at
120 Kbps. Each user fills a fixed 1 0-ms data frame and spreads the data to
3.84 Mcps. To do that, the first user applies a spreading factor of 256, and
the second user applies a factor of 32. By design, the transmit power levels of
each user are selected to achieve equal Eb/N,  values. That means

(10.4)

The transmitted signal power levels allocated to the first and second user
are set co S and cuS,  respectively. In this example, the other user is assumed
to be the dominant source of interference, therefore 11 = CUS  and 12 = S.
Substituting into (10.4) yields a  = 2.74 and means the power of the second
user, S2, is optimally set 4.3 dB higher than the power of the first user, Sl .

The benefits of packet-switched connections are many. The connections
introduce a soft  factor, namely, power, to divide the radio resource. Because
of that, it is now possible to efficiently share the communication link among
multiple users with different data requirements, as shown in Figure 10.4.
The radio resource control protocol is responsible for multirate operation and
transmit power management [ 51.

10.1.3 Spreading Technique for Next-Generation CDMA

In CDMA communications, the spreading codes are crucial. They allow syn-
chronization to the network and provide the means for multiple access. Spread-
ing codes have additional requirements with multirate design, including better
correlation performance to improve synchronization and receiver performance,
a higher number of orthogonal codes to accommodate more users, and greater
code flexibility to handle variable spreading factors.

Pseudorandom noise (PN) sequences are used for synchronization because
these signals appear noiselike and demonstrate excellent autocorrelation features.
A typical PN sequence is an M-sequence, which is generated by an M-bit
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Figure 10.4 Power levels in a multirate system.

Time

Time

linear-feedback shift register. Each offset of the M-sequence is in fact a new
sequence with good autocorrelation properties. In practice, the usefulness of
M-sequences is limited by excess delay variations caused by the channel and
partial-correlation results produced in the demodulator.
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Spreading codes also need to separate users. That requires deterministic
codes with good cross-correlation properties. M-sequences become less orthogo-
nal with signal offsets, variable spreading factors, and asynchronous networks,
limiting their usefulness [6].

The Walsh-Hadamard recursive technique is an example of an algorithm
that generates orthogonal treelike  codes, as  shown in Figure 10.5 [ 1, 6, 71.
These codes are mutually orthogonal and are useful for variable-length spreading
when certain rules are followed. The rules prevent the use of codes from the
same code-tree path. That is important because the shorter-length codes are
used to construct the longer-length codes and thus have potentially poor cross-
correlation properties [7].

There are other types of spreading codes, including Gold [8]  and Kasami
codes [9]. These codes demonstrate good aperiodic autocorrelation properties

and deliver better cross-correlation performance than M-sequences. As such,
these codes are especially useful in asynchronous networks.

The pseudorandom and orthogonal codes are used to modulate the mes-
sage signal to the wide spread-spectrum bandwidth. CDMA IS95 uses the
balanced quaternary spreading technique shown in Figure 10.6(a).  It spreads
the message data using two orthogonal high-rate sequences. This approach
actually duplicates the message data to the two orthogonal signals.

To double the data rate, the message signal can be split into two indepen-
dent screams prior to spreading. This is shown in the dual-channel QPSK
spreading circuit in Figure 10.6(b). T o reduce the amplitude variation of the

modulated signal’s envelope, a complex spreading technique is introduced. It
uses a complex sequence or two real sequences and is illustrated in Figure
10.6(c).

Table 10.1 compares the characteristics of the spreading techniques. The

advantage of complex spreading- the choice for 3G communication systems-

(l,l,l)

(111)
Orthogonal

(n-1)

Orthogonal Codes
(1)

(1,-m

Subcodes  of (1,-l)

Figure 10.5 Code tree structure.
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Q Data

1 Data

Q Data

(c)

Figure 10.6 QPSK spreading techniques: (a) balanced quarternary spreading, (b) dual-
channel QPSK spreading, and (c) complex QPSK spreading.
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Table 10.1
Characteristics of Spreading Circuits Applied to a Single-Coded Channel

Spreading Technique Modulation Data Rate Envelope Variation

Balanced quarternary QPSK 5.6 dB
OQPSK 5.1 dB

Dual  channel QPSK 2x 5.7 dB
Complex spreading QPSK 2x 4.1 dB

is clear. That advantage grows with multicoded channels, which can have
envelope variations as large as 8 to 10 dB even with complex spreading.

10.1.4 Advanced Error Control Techniques for Next-Generation CDMA

A key benefit of digital communications is the robustness provided by error
control methods. Error control methods combat radio propagation effects and
allow the system to operate at lower transmit power levels. In general, error
control methods fall into one of two categories: forward error correction (FEC),
which provides data protection, and handshake protocols, which facilitate
detection of corrupted data and retransmission requests. The choice of error
control method is linked to the application: Low latency and moderate BER
(below 1 Ow3)  are needed for voice communication, while longer delay is tolerated
but lower BER (near 10e6) is desired for data transmission.

Convolutional codes are a common FEC method, with moderate coding
gains, and are suitable for voice communications because of their low latency
and low complexity [lo].  Convolutional codes are described by their code rate
and constraint length.

A new class of convolutional codes, turbo codes [ 11, 121,  provides an
alternative FEC technique. Turbo codes improve the reliability of communica-
tion links and amazingly approach the channel capacity (in AWGN) predicted
by Shannon [ 11, 131.  As such, turbo codes are ideal for data communications
with low BER requirements.

In general, two kinds of convolutional encoders are of practical interest:
nonsystematic convolutional (NSC) dc o ers and recursive systematic convolu-
tional (RSC) coders. The nonsystematic convolutional encoder was presented
in Section 5.1.2. The recursive systematic convolutional coder is actually
obtained from the nonsystematic convolutional encoder by using feedback and
setting one of two outputs equal to the input data. The two encoders, shown in
Figure 10.7,  are capable of similar error correction performance (i.e., equivalent
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Figure 10.7 Convolutional encoders: (a) NSC and (b)  RSC.

minimum free distance), although the RSC provides better performance at low
SNR levels [123.

A turbo encoder joins a systematic code with two parity codes, generated
by RSC encoders, as shown in Figure 10.8(a). The wo RSC encoders are
connected in parallel and separated by a nonuniform interleaver to dramatically
lower the probability of error at high data rates. The interleaver function, not
the constituent RSC encoders, actually sets the performance of the turbo
encoder. Ideally, the nonuniform interleaving provides maximum scattering of
the data, increasing the minimum free distance of the code and making the
two redundant data streams as diverse as possible [ 12,141.  Finding the optimum
interleaving function is the real challenge in turbo code design.
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The benefits of turbo codes are due primarily to the iterative decoding
algorithm. It uses a maximum a posteriori scheme based on the BCJR algorithm
[ 151.  Note that the Viterbi algorithm, which is a maximum likelihood decoding
scheme used for NSC codes, is not optimal for turbo codes.

The turbo decoder, shown in Figure 10.9, uses suboptimal, soft-decoding
rules that decode each RSC code separately. Furthermore, it shares those results
in an iterative fashion to extract the original data [ 161.

Each RSC code is decoded starting from the end of the frame and moving
backward, similar to the Viterbi algorithm. The decoding procedure produces
both intrinsic data and extrinsic data. The extrinsic data, which is unavailable
in the Viterbi decoder, is crucial to the turbo decoding process because it
prevents information produced by the first decoder and passed to the second
decoder from being fed back to the first decoder. As a result, it diversifies the
interative decoding process [ 111.

Recall that the Viterbi algorithm produces a log-likelihood function (see
Section 5.2.5) for the decoding path defined by

NdJx)  = lnp(+)  = C lnp(d(n)lx(n))
all  n

(10.5)

where x is the input vector and d is the decoded output vector. In a binary
system, where the d(n) is either 0 or 1, a related function-the log-likelihood
ratio-is useful. Here,

A(d(  ))n 1 gPId(n)  = 11x1
=  O p[d(n)  =  01x1 (10.6)

output

Figure 10.9 Block diagram of turbo decoder.
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where  p [4 ) 1 1n x is the a posteriori probability. In contrast to the Viterbi
decoder, the maximum a posteriori probability decoder produces an output
for each input bit [II, 12, 141. As a result, the log-likelihood ratio can be
factored into the following expression [ 1 l] :

where g2 is the variance of the received noise and w(n)  is referred to as the
“extrinsic” information. The extrinsic information is important because it is
independent of the input data x(n).

The turbo decoder iteratively processes the data until an error criterion
is met. In practice, the first few iterations provide the greatest performance
gain, as shown in Figure 10.10. Note that additional iterations further burden
the DSP and increase latency in the data path.

1 0

Eb/N, (dB)

Figure 10.10 The benefit of iterative decoding as applied to turbo codes (From: C. Berrou
and A. Glavieux, “Near Optimum Error Correcting Coding and Decoding:
Turbo Codes,” /EEE Trans. on Communications, 0 1998 IEEE).

-
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The second category of error control is based on error detection methods
instead of data protection techniques [5]. It uses a parity or error detecting
code to verify each data frame. If an error is detected, a repeat request is sent
and the frame is retransmitted. Because error detection is far simpler than data
protection, this technique is extremely efficient.

A common protocol of this type is the automatic repeat request (ARQ)
scheme [ 171.  It and other handshake protocols are useful only for data services
because any retransmission delays are unacceptable for voice communications.

10.1.5  Coherent Detection Methods

Coherent data detection of phase-modulated signals requires a reference signal
that can be sent by the data source or reconstructed from the received data.
In practice, it is often difficult to reconstruct the reference signal, especially
in wireless communications that are subjected to fading effects. When a reference
signal is transmitted, the performance benefit can be as much as 3 dB. However,
the performance gain is significantly lower when the reference estimate is poor.
Furthermore, differential modulation schemes, such as ?rI4DQPSK,  can provide
performance similar to coherent detection methods.

The phase reference signal is known as the pilot signal and is transmitted
either continuous!y  or is multiplexed into the data stream, as illustrated in
Figure 10.11. These approaches provide different benefits: The continuous
pilot is immune to fast fading, while the multiplexed pilot is better at minimizing
self-interference. In either case, the effectiveness of the pilot is based on the
transmitted power level.

10.1.6 Interoperability in Next-Generation CDMA

The three options for next-generation CDMA are not compatible at either
layer 1 (the physical layer) or layer 2 (the MAC and radio link control layers)
due to different modulation methods, physical channel designs, and logical
channel formats.

The single-carrier options (FDD and TDD) provide an upgrade path
for GSM and primarily interface with ISDN core networks using the mobile
application part (MAP) protocol [5]. The multicarrier option mirrors CDMA

IS95  and connects to the telephone network using the IS41 network protocol

WI.
These network protocols contain common attributes, namely notification

and control of the radio resources, QoS messages, and reporting information.
As such, it is possible for the three options to be compatible at layer 3 (the
network level). In fact, the 3GPP standard provides for interoperability at that
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Figure 10.11 Pilot signal concepts: (a) continuous and (b) multiplexed.

level and maps the different radio link control layers to the different network
protocols.

10.2 Single-Carrier CDMA Option

The evolution path for TDMA systems, such as GSM and NADC, leads to
the single-carrier options of the 3GPP  standard. For GSM systems, that path
includes high-speed circuit-switched data (HSCSD) networks [ 19, 201  at data
rates of 57 Kbps and general packet radio protocol system (GPRS)  networks
[21, 221  with maximum data rates of 170 Kbps. These intermediate steps
enhance the capabilities of 2G systems and lessen the urgency for 3G systems.

The 3GPP single-carrier option borrows the frame structure and protocol
stack from the GPRS enhancement. That ensures backward compatibility of
the single-carrier options at the higher protocol layers but cannot mitigate
differences at the physical layer and thus requires new radio spectrum.

The single-carrier options use a nominal chip rate of 3.84 Mcps  for direct
sequence spreading [2].4 The FDD . glsm e-carrier option also defines logical

4. The original chip rate was 4.096 Mcps,  but it has been standardized in the 3GPP proposal

to 3.84 Mcps.
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channels, generates data frames, and approaches synchronization differently
than CDMA IS95 systems, as outlined below.

10.2.1 Forward link in the Single-Carrier Option

The single-carrier forward-link modulator is depicted in Figure 10.12. Data
is FEC encoded and mapped to lo-ms  frames using static rate matching. Rate
matching repeats or punctures symbols to achieve the designated number of
bits per frame requested by the service and scheduled by the network. The
data frame is then interleaved to provide time diversity. Multiple services or
high-speed data are then multiplexed to a single dedicated channel, as specified
by the structure of the transport block set. The multiplexed data stream is
adjusted to fit rates supported by the network using dynamic rate matching.
Each transport block is then interleaved, channelized, and scrambled using
orthogonal variable spreading factors (OVSFs),  or long  codes. Root-raised cosine
filters, with a roll-off factor (ar) equal to 0.22, are used to limit the transmitted
spectrum to a nominal ~-MHZ  bandwidth [3]. Finally, the data is QPSK-
modulated using short PN sequences. *

The forward link of the single-carrier FDD option consists of several
logical channels, as shown in Table 10.2. These logical channels provide familiar
functions with increased capacity and flexibility.

The broadcast channel originates from the base station and communicates
information to the cell area or to the entire network. This logical channel
shares the radio resource with the sync channels in a TDMA scheme, as shown
in Figure 10.13. The sync channels are transmitted at the start of each slot
and are designed to coordinate timing in the network.

The forward-access channel carries control information and short user
packets within the cell boundary. It can be used to transport short bursts of
data without establishing a new dedicated data channel or modifying an existing
channel.

The paging channel carries control information to a mobile with an
unknown location. A short, uncoded  message, known as a paging indicator
signal, indicates whether the paging channel needs to be decoded.

The control and data logical channels combine to form a dedicated
physical channel, as shown in Figure 10.14. Each physical channel maps to
lo-ms  frames with 15 time slots. Each time slot includes the transport format
combination indicator (TFCI), transport power control (TPC), optional pilot
symbols, and data. The exact number of bits assigned to each field is based
on several factors, including overall data rate. In general, the number of bits
allocated for control is a small fraction of the overall data rate and is referred
to as overhead.
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Table 102
Fowvard-Link Parameters of Single-Carrier FDD Options [23, 241

Channel Data Rate (Kbps) Channel Coding Processing Gain

Pilot
Broadcast
Primary sync

Secondary sync

Access
Paging
Dedicated control
Dedicated data

-

30
256 chips, l/10 slot,
once per frame
256 chips, l/10 slot,
repeat every slot
16
16
15-l ,920

None
Rate l/2

Rate l/2
Rate l/2
Rate l/22
Turbo

-
256
-

-

240
240
N= 512 to 4

The TFCI specifies the number of bits, N, in each time slot using this
relationship:

N =  10~2~ (10.8)

where N is limited to the set defined by k = 0, 1, 2, . . . , 6.  The value of k
corresponds to a spreading rate (M/R)  given by

w 256
-=-
R 2k

(10.9)

If the spreading rate is known, so are the symbol repetition and puncture
rates. As a result, the rate information is readily available and rate determination
is avoided. Note that the TFCI is not used for fixed rate services.

The TPC instructs the mobile telephone to decrease or increase its output
power level. This feedback signal is used in the closed-loop power control
algorithm.

Pilot symbols are inserted in each time slot .to  provide a dedicated pilot
signal, which is used to augment the common pilot signal. This technique is
especially effective in adaptive antenna arrays and allows more efficient closed-
loop power control.

10.2.2 Reverse link of Single-Carrier Option

Figure 10.15 illustrates the reverse-link modulator, which performs the same
basic operations as the forward-link modulator. It uses dual-channel QPSK
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Figure 10.14 Dedicated channel frame structure for proposed 3GPP single-carrier FDD

option.
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Figure 10.15 Block diagram of the reverse-link modulator used in single-carrier COMA.

modulation and bundles additional channels in the multiplexer, differentiated
by orthogonal codes, to achieve higher data rates. The reverse-link modulator
uses the same OVSF codes as the fotward-link modulator to ensure orthogonal-
ity and thereby minimize interference.

The reverse link consists of several logical channels, which are listed in
Table 10.3 and outlined next.

The access channel initiates communications and responds to messages
sent on the broadcast, forward access, or paging channels. It is shared by all
the mobiles in the cell coverage area and is characterized by a risk of collision,
which occurs when more than one mobile radio requests service at the same
time.

The common packet channel transports small- and medium-sized data
packets that complement the data capabilities of the forward-access channel.

Table 10.3
Reverse-Link Parameters for Proposed 3GPP Single-Carrier FDD Option [23, 241

Channel Data Rate (Kbps) Channel Coding Processing Gain

Pilot - None -

Access
Data
Control

Common packet
Dedicated control
Dedicated data

15-120
15
30
15-960

Rate l/2
Rate l/2
Rate l/2
Rate l/2
Turbo

N = 256 to 32
256
256
N = 256 to 4
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It is a common channel, and as such, access is random and contention based.
It is strictly intended for burst traffic.

The control and data logical channels combine to form a dedicated
physical channel, as shown in Figure 10.16. Instead of time multiplexed (as
in the forward-link modulator), the channels are code multiplexed and applied
to different arms of a dual-channel QPSK  modulator. The values for the
number of bits per time slot, N, and the spreading rate, W/R,  are found using
(10.8) and (10.9).

The exact number of bits for the control channel--consisting of the pilot
symbols, TFCI, feedback indicator (FBI), and TPC-is not yet defined. In
general, the control channel and the data channel will have different data rates
and spreading factors. Furthermore, the number of bits allocated to the control
fields will b e very small compared to the data fields.

10.2.3 Acquisition and Synchronization

Synchronization occurs at three levels: slot, frame, and scrambling code. The
3GPP  single-carrier options promote a network asynchronous5 scheme to allow
continuous operation between indoor and outdoor environments. In those
networks, the base stations are not synchronized to each other and are indepen-
dent of external timing, such as the GPS system [25].  As a result, the problem
of synchronization in indoor networks, where GPS  timing is unavailable because
of weak signals, is avoided. That freedom comes with a price: It affects code
synchronization, cell acquisition, and handover. It also means the spreading
codes must be effective (i.e., have low cross-correlation properties) even when
offset or delayed.

Frame I I I.1 I I I I I I I I I II 15 time slots

*..* *..- *. .* 5..
_.-* **.*

Time slot
1 Data 1

Pilot FBI

TFCI  - transport channel format indicator
TPC - transport power control

Figure 10.16 Reverse-link frame structure for proposed 3GPP single-carrier FDD option.

5. This is different from systems based on CDMA  IS95 and the 3GPP multicarrier option,

which utilize base stations that are synchronized to each other.
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The synchronization process in asynchronous networks involves two code
sequences: the primary sync sequence and the secondary sync sequence. The
primary sync code (PSC) indicates slot timing, while the secondary sync code
(SSC) provides frame timing and the scrambling code.

The PSCs  and SSCs  are cyclic codes [26, 271. Cyclic codes provide the
feature whereby a cycle or phase shift of the code forms another code word.
In other words, the code demonstrates good aperiodic autocorrelation proper-
ties. An M-sequence is an example of a cyclic code [28,  291. Another example
is the Golay  code [3O], which is used to form the PSCs  and SSCs, as shown
in Figure 10.17(a).

The PSC is formed by modulating a known I &chip  sequence, a(n), by
an 8-chip Golay  complimentary sequence, b(n). The result is repeated and
masked by a l&bit  sequence y(n). Each bit of the sequence y(n) operates on
a 16-chip segment; the masking operation either passes or inverts the segment
data, as shown in Figure 10.17(b).  Th e result is the PSC c*(n),  which has a
length equal to 256 chips. The uniqueness of the code is due to the Golay
complimentary sequence, b(n), and is different for each system. The primary
sync channel repeats each time slot and, once decoded, provides time slot
timing.

The SSC is formed by taking the sequence b(n)  and adding it, using
modulo-2 arithmetic, to a Hadamard sequence /?k  (n  ). The Hadamard sequences
are rows of a 256-by-256  Hadamard matrix, indicated by the index k, and
span 256 chips. As a result, the SSC c,k(n)  also has a length equal to 256
chips and a period of one time slot. The index of the Hadamard sequence, k,
is different for each time slot within a frame, limited to every eighth row of
the Hadamard matrix, and restricted to the first 17 indexes (i.e., rows 0, 8,
16, . . . . 136). These indexes follow one of 32 patterns and indicate frame
timing and the scrambling code.

The acquisition time for an asynchronous network generally is longer
than for a synchronous network. That is because in the asynchronous network,
both the code phase and the associated chip timing are unknown at the receiver;
hence, a two-dimensional search space (time and code) is needed. By contrast,
in synchronous networks like CDMA IS95,  the M-sequence is known and
only the time space is searched.

10.2.4 Fast Power Control

The 3GPP single carrier option implements open-loop and closed-loop power
control schemes. As with the CDMA IS95 system, the open-loop technique
estimates the forward-link path loss, while the closed-loop technique adjusts
the received signal strength at the base station to equalize the signal-to-interfer-
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Figure 10.17 PSCs  and SSCs:  (a) block diagram of code construction algorithm and (b)
details of primary-code generation.
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ence  ratio of all the mobile telephones in the cell coverage area. As such, the
closed-loop technique ensures the quality of the communication links while
it maximizes system capacity.

The TPC information is used for closed-loop power control. It is transmit-
ted every time slot (0.667 ms), the equivalent of 1,500 Hz, which is nearly
twice as often as in CDMA IS95  networks. In addition, multirate design
demands more abrupt changes in transmit power level, for example, when the
spreading rate changes from 256  to 4.

10.2.5 Air Interface for the Single-Carrier Option

The single-carrier option is incompatible with 2G TDMA and CDMA systems,
As such, it requires new, dedicated radio spectrum, designated the IMT-2000
bands (1,920-l ,980 MH z and 2,11O-2,170  MHz). The paired frequency
bands all ow orf frequency  duplex operation.

T he system provides for up to four forms of diversity to improve the
wireless link. Channel coding and interleaving provide time diversity to combat
burst errors. Wide spread-spectrum signals enable multipath diversity, thereby
reducing the effects of small-scale fading. Multiple receive antennas at the base
station (and possibly at the mobile radio) provide spatial diversity and also
address small-scale fading effects. Supplemental transmit signals from the base
station can introduce transmit diversity if deployed and further reduce the
impact of small-scale fading. These network features lead to the 3GPP  system
performance parametrics  described in Table 10.4 and Table 10.5.

The single-carrier options measure moduiation accuracy with the error
vector magnitude (EVM) technique [3 11, which is defined as

Table 10.4
Minimum Performance Parameters for Mobile Radio Receiver Designed for

Single-Carrier FDD Option

Parameter Condition Requirement

Sensitivity
Maximum input
Blocking

IMD

BER c 1O-3
BER < 10”
Adjacent channel @ -30 dBm
BER < 10”
Adjacent channel @ -46 dBm
BER < 10”

-110 dBm
-25 dBm
-107 dBm

-107 dBm
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Table 10.5
Minimum Performance Requirements of Mobile Radios Designed for

Single-Carrier FDD Option

Parameter Condition Requirement 1

Maximum RF level (class II)
Minimum controlled RF level
Adjacent channel power

Transmit modulation accuracy

5 MHz offset
BW = 4.096 MHz

t23 dBm
-44 dBm
-32 dBc
-50 dBm
EVM < 17.5%

(10.10)

where e(k) is the vector error between the actual signal and the ideal symbol
and n is the range of symbols, equal to a time slot or frame.

10.3 TDD CDMA Option

The TDD option’ makes possible 3GPP networks in regions without paired
frequency bands or with limited radio spectrum. It uses the same ~-MHZ  radio
channel for both the forward link and the reverse link.

In a TDD system, dividing the radio spectrum into time slots forms the
forward- and reverse-link channels. These time slots contain spread-spectrum
modulated data that matches data found in the FDD option. As such, each
time slot is capable of high data rates. The time slots can be assigned in a
flexible way that supports asymmetric links, as shown in Figure 10.18. This
scheme is also known as TDMA/CDMA.

Only the dedicated channels are time multiplexed. All other channels,
both transport and physical, are transmitted continuously and are identical to
those found in the single-carrier FDD option. Furthermore, the mobile radio
must receive and demodulate at least two time slots per frame to maintain
closed-loop power control.

The TDD option also supports opportunity-driven multiple access
(ODMA) operation. In that mode, the time slots are also used as relay slots
between base stations. If ODMA is utilized, at least two slots are needed, one

6. PHS is an example of a TDD system.
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ORACH - random access channel
ODCH - dedicated channel

Figure 10.18 Time slot assignments in TOO option.

for random access and one for data. This relaying protocol can be used to
improve the efficiency  of the network by increasing the range of high-rate data
services [ 31.

The advantages of the TDD network include flexibility for asymmetric
links, compatibility with networks of limited radio resources, and availabili

‘3:
of reciprocal channel measurements for better open-loop power control [3].
In contrast, the TDD network suffers these disadvantages: discontinuous trans-
mission on the radio links, which creates pulse interference that affects local
and neighbor cells, and slower power control because of fewer TPC symbols.

10.4 Multicarrier CDMA Option

The evolution path for CDMA IS95  includes an enhancement known as
cdma2OOO(  lx) and leads to the multicarrier option of the 3GPP standard. The
cdma2OOO(  lx) standard provides the same flexible attributes (physical channels,
logical channels, and spreading codes) that are found in the 3GPP multicarrier
option but keeps the narrow modulation bandwidth associated with CDMA
IS95.8  The 3GPP multicafrier  system replicates the cdma2OOO(  lx) data channel
concept three times to produce the nominal ~-MHZ bandwidth and leads to
the common designation “cdma2000(3x).”  Note that the aggregate spreading
rate of the multicarrier scheme is three times the fundamental rate found in
CDMA IS95 systems and is different from the 3GPP single-carrier option.

Both cdma2OOO(lx)  and 3GPP multicarrier  systems are designed to be
compatible with existing CDMA IS95 networks. The systems share the same
radio spectrum and, as such, require similar air interface performance, which
is outlined next.

7. This concept uses the information in the previous slot’s secondary sync channel to train the

mobile phone’s receiver [3].  The training algorithm compares the received data with the

expected data and adjusts the receiver to maximize the cross-correlation result.

8. The narrowband spreading rate for both CDMA IS95 and cdma2000(  lx) is 1.2288 Mcps.



Next-Generat ion CC:&4 279

10.4.1 Fotward Link for the Multicarrier Option

The multicarrier forward-link modulator shown in Figure 10.19 resembles the
forward-link modulator used in CDMA IS95 systems. It performs the following
operations: FEC encoding, block interleaving, data scrambling, rate matching,
Walsh covering, complex spreading, RF translation, and amplification. To
minimize interaction and allow separate power control, the forward-link modu-
lator processes each physical channel independently.

The forward link consists of several different logical channels, as shown
in Table 10.6. Cdma2OOO(  lx) and the 3GPP multicarrier option introduce
several new channels to improve capacity, throughput, and flexibility. These
standards also adopt the logical channels from CDMA IS95, including the
common pilot channel, sync channel, paging channel, and traffic-fundamental
channel.

The auxiliary pilot channels provide dedicated pilot signals for beam-
forming applications and improved spatial diversity, thereby assisting demodula-
tion of high data rate signals. It is coded with a quasi-orthogonal Walsh function
to avoid interference.

The broadcast and forward common control channels communicate to
the mobiles within the cell coverage of the base station. The forward common
control channel carries system overhead information and dedicated messages
useful for the data link and network protocol layers.

The quick paging channel extends the standby time of the CDMA mobile
telephone. It does that by communicating a simple, uncoded  message about

Scrambl ing Di f fe ren t

R a t e match ing

Channel  cod ing
Data --)I  Rate matching

Walsh codes

-
wex  I

1  Interleaving 1

D a t a
Channel  cod ing
Ra te  ma tch ing

In te r leav ing

RF carrier

Figure 10.19 Block diagram of the multicarrier CDMA forward-link modulator.
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Table 10.6
Forward-Link Channel Parameters in Multicarrier CDMA [321

Channel Data Rate (Kbps) Channel Coding Processing Gain

Pilot - None -
Auxiliary pilot None up to 512
Sync 1.2 Rate l/2 1024
Paging 4.8, 9.6 Rate l/2 256, 128
Broadcast 4.8, 9.6, 19.2 Rate l/2 256, 128, 64
Quick paging 2.4, 4.8 None 512, 256
Common controlpower 19.2 None 64
Common assignment 9.6 Rate l/2 128
Common control 9.6, 19.2, 38.4 Rate l/4 128, 64, 32
Dedicated control 9.6 Rate l/4 128
Fundamental

Rate set 1 1.2, 2.4, 4.8, 9.6 Rate l/2 1024, 512, 256, 128
Rate set 2 1.8, 3.6, 7.2, 14.4 Rate l/2 682.7, 341.3, 170.7, 85.3

Supplemental 1.5, 2.7, 4.8N Rate l/4 819.2, 455.1, 256, 128/N
Turbo .

the common control and paging channels, which indicates whether to receive
(and demodulate) the encoded channels. That reduces processing time and
thereby improves standby time.

The common power control channel directs the power level transmitted
by the mobile telephones within the cell coverage of the base station. It consists
of multiple subchannels for multiple reverse-link channels and replaces power
control bits that were punctured into the data stream in CDMA IS95.

The common assignment channel provides fast reverse-link channel
assignments and thus supports random access packet data. The forward dedi-
cated control channel informs the user of transmission and signaling informa-
tion.

The hndamental  dara channels support the basic rate sets  associated with
existing vocoder standards, 8 Kbps (rate set 1) and 13 Kbps (rate set 2). Higher
rates are possible when additional or supplemental data channels are added.
Supplemental channels offer fixed rate (9.6 Kbps) or adjustable rate (1.2 to
307 Kbps for lx and 1 .O Mbps for 3x) service. The fuced  rate service supports
up to seven additional supplemental channels, while the adjustable rate service-
possible because of the variable spreading factors-supports just two supplemen-
tal ihannels.

The higher data rates provide less processing gain and thus less protection
against interference. To combat that, turbo coding can be used above data
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rates of 14.4 Kbps. In addition, control data can be arranged in 5ms  frames
instead of the standard 20 ms.

The forward-link logical channels in cdma2OOO(lx) and 3GPP multicar-

rier map directly to physical channels, which are separated by different extended
orthogonal codes.

10.4.2 Reverse Link of the Multicarrier Option

The reverse-link modulator, shown in Figure 10.20, differs noticeably from
the CDMA IS95 reverse-link modulator because it supports multiple physical
channels and uses continuous transmission. It still performs the same basic

operations, FEC encoding, rate matching, block interleaving, Walsh covering,
complex spreading, RF translation, and amplification. But unlike the forward-

link modulator, it combines the signals at baseband before RF translation and
amplification to minimize hardware in the mobile telephone.

The reverse link consists of several logical channels, as listed in Table
10.7.‘The  list includes the CDMA IS95 access and fundamental traffic channels
and introduces several new channels for increased capacity and flexibility.

The reverse pilot channel provides a true reference for coherent detection
at the base station and thus promises performance improvement of up to
3 dB. Its characteristics match those of the forward-link pilot signal. Also, the
transmitter uses the reverse pilot channel power level as a reference power for
the other physical channels.

The enhanced access channel performs tasks similar to those of the access
channel: It initiates communications and responds to directed messages. To
provide greater flexibility, the enhanced access channel offers three modes:
basic access, power controlled, and reservation access.

Scrambling
Rate Matching Different

Walsh codes

Transit
signal

Figure 10.20 Block diagram of the multicarrier CDMA reverse-link modulator.
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Table lo.7
Reverse-Link Channel Parameters for Proposed 3GPP Multicarrier Option [32]

Channel Data Rate (Kbps) Channel Coding Processing Gain

Reverse pilot
Access
Enhanced access
Common control
Dedicated control
Fundamental

Rate set 1
Rate set 2

Supplemental

- None -
4.8 Rate l/3 256
9.6, 19.2, 38.4 Rate l/4 32, 64, 128
9.6, 19.2, 38.4 Rate l/4 32, 64, 128
9.6, 14.4 Rate l/4 128, 85.33

1.2, 2.4, 4.8, 9.6 Rate l/3 128
1.8, 3.6, 7.2, 14.4 Rate l/2 85.33
1.5, 2.7, 4.8N Rate l/4 819.2, 455.1, 256/N
1.8, 3.6, 7.2N Rate l/4 682.7, 341.3, 170.7J  N

The reverse common control channel carries user and signaling informa-
tion to the base station when the traffic channels are inactive. Otherwise, the
dedicated control channel communicates that information.

The fundamental channel supports the basic rate sets 1 and 2. The
supplemental channels (a maximum of two is allowed) provide higher data
rates with variable spreading factors. With certain radio configurations, the
data rate of each supplemental approaches 1 .O Mbps and an aggregate rate of
2.0 Mbps. In practice, a high data rate on the reverse-link is almost never
needed because the radio communication is usually asymmetric, with much
more data on the forward link.

The reverse-link data channels can also use turbo coding above
14.4 Kbps. Requests for higher data rates are made through the reverse access
channels.

10.4.3 Power Control

A new outer loop power control algorithm, based on FER, is also introduced
for cdma2000(  lx) and the 3GPP multicarrier option [3]. The algorithm moni-
tors the FERs  for all the mobiles in the cell coverage area and adjusts the transmit
power level for the different users to optimize performance. It minimizes the
near-far effect and relies on performance measurements to improve capacity.
To achieve the tighter control required by the new outer loop algorithm, finer
power control steps are introduced, At the same time, more dramatic power
control steps are also needed to support multi-rate design.
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1 1
Advanced CDMA Mobile Radios

Many factors are spurring wireless communications, including phenomenal
subscriber growth, the convergence of mobile radios and computers, and the
potential services offered by next-generation CDMA systems. But there are
also many obstacles that are forcing advances to the mobile radio. These advances
target improved portability (smaller, lighter units with extended battery life),
multimode operation (to better support roaming), and increased utility (addi-
tional software applications).

Advances in mobile radio technology are occurring in every major technol-
ogy area. More powerful computers are enabling sophisticated algorithms and
new applications. More integrated and flexible RF systems are reducing the
size, weight, and current consumption of the RF transceiver, and more efficient
PAS  are extending battery life.

This chapter summarizes key advances in the areas of the digital system,
the RF receiver, the RF transmitter, and the frequency synthesizer.

11.1 Advances in Digital Signal Processing

The role of the DSP in the mobile radio is growing. It is being asked to support
next-generation applications, enable sophisticated digital receivers, implement
reconfigurable architectures, and replace traditional analog functions. That is
possible and actually highly desirable because of continuing improvements in
DSP  performance.

The massive use of digital signal processing algorithms is key to the
implementation of advanced CDMA mobile radio applications. The require-
ments placed on the signal processing algorithms will increase dramatically

205
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in the years ahead as higher data rates and more sophisticated modulation,
demodulation, and networking strategies become prevalent. Smart antennas,
adaptive multipath equalization, synchronization, and variable bit-rate coding
will all require significant improvements in DSP performance.

11 .l  .l DSP Performance

The mobile phone places a tremendous burden on the DSP,  a burden that is
growing as the number of DSI?  applications escalates and the allocated execution
times shrink. Fortunately, the DSP computer is developing at a phenomenal
rate, as shown in Figure 11 .l.

Advances in integrated circuit technology, architectures, and algorithms
are producing DSPs  with more computing power that dissipate less power, a
critical point for battery-powered electronics. Advances in integrated circuit -
technology are relentless; amazingly, CMOS transistor density continues to
double every 18 months [2]. That improves DSP functionality and, at the
same time, keeps power dissipation at reasonable levels because, as transistors
scale to smaller dimensions, the logic voltage levels and interconnect capacitance
shrink. The power dissipation of a CMOS logic gate (PA)  is given by

(11.1)

where Cbd  is the load capacitance presented to the logic gate, VP is the supply
voltage, and fclk is the clock rate for the gate. Equation (11.1) clearly shows

10000 1000

? ,po wer dissipated
*--

1982 1985 1990 1992 1995 1999 2002

Year

Figure 11.1 The computing power of the DSP is growing at an almost exponential rate
while power dissipation is shrinking 111.
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that power dissipation decreases with the square of the supply voltage. The
combination of lower supply voltage and lower interconnect capacitance in
advanced CMOS technologies neatly balances out the higher clock rates and
greater number of gates integrated into the DSP.  The surprising overall effect
is shrinking power dissipation.

Next-generation DSP computers can support several new algorithms,
including asynchronous pilot acquisition, advanced digital receivers, l/2  rate
vocoders, turbo decoders, and MPEG decoders [3]. The algorithms can be
hardware or firmware based, depending on the data rate and the flexibility
requirements.

Reconfigurable logic is another possibility; it combines the benefits of
high-speed processing and flexibility. Unfortunately, this option requires several
times more gates than hardwired solutions and therefore is limited to low-gate
count functions.

11.1.2 Improvements to the Digital Receiver

One of the motivations for next-generation wireless communications is
increased capacity, which is needed to serve a user population that is growing
at an amazing rate (see Figure 1.1). But additional users bring new challenges
to the mobile radio receiver. Next-generation digital receivers most likely will
contain the functions outlined here to solve some of those challenges.

In direct-sequence spread-spectrum communications, the received signal
at baseband is described in Section 2.1.1 as

r(t) = pn(t)Ad(t)  + n’(t) + i’(t) (11.2)

where pn  (t) is the pseudorandom modulating waveform, A is the amplitude
of the message waveform, d(t) is the message signal with bipolar values +I,
n’(t) is thermal noise, and i’(t) is interference. It is received by a conventional
digital receiver, based on the correlator shown in Figure 11.2(a),  which produces
an output signal equal to

pn  (t)r(t)  = p7z2(t)Ad(t)  + pn  (t)?/(t)  + pn  (t)?(t) (11.3)

Ideally, the PN sequences at the transmitter and the receiver are synchro-
nized so that pn2(t)  = 1 and, after integration, the bit energy is collapsed back
to its original bandwidth R. Additionally, any received interference z+(t) is
spread by the correlator to the relatively wide bandwidth W, and its effect is
lowered by the processing gain of the system, W/R.
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(a)
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Figure 11.2 Digital receiver structures: (a) correlator  and (b) Rake receiver.

The received signal, unfortunately, is a composite of many phase-shifted
and distorted versions of the transmitted waveform, known as multipath rays.
Multipath rays smear the transmitted data pulses and produce ISI. In nar-
rowband  TDMA single-user systems such as GSM, multipath delay spread is
mitigated by an equalizer [4]. In wideband  spread-spectrum systems, the Rake
receiver (described in Section 5.2.4) shown in Figure 11.2(b) constructively
combines the multipath rays.

The Rake receiver, however, is optimal only for a single-user system with
binary data. In practice, other users share the CDMA channel and degrade
system performance. This was first pointed out in the simple SNR analysis in
Section 2.1.2.  There, the other users were treated as noise and the SNR was
expressed as
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(11.4)

where thermal noise is neglected and S,  is the received power intended for
other users. At the mobile radio, the received power for each user may or may
not be equal. In fact, the received power is equal when the signals are transmitted
from a single base station. That situation is less likely, though, when the

received signals are from multiple base stations, because the transmitted signals
propagate via different radio channels. Consequently, the near-far problem [5]
can arise. The interference due to other user signals is generally labeled as
multiple access interference.

Another potential problem is in-band interference. In-band interfering
signals are unaffected by RF channel select filters. They are, however, suppressed
by the correlator in the digital receiver, although that is limited to the processing
gain of the spread-spectrum system [G].  Note that the interfering signals can
be troublesome for next-generation systems, where higher data rates use lower
spreading factors (and provide less processing gain).

The problems of in-band interference, multiple access interference, and
the near-far effect are addressed by two advanced digital receiver concepts,
interference rejection and multiuser detection.

11 .1.2.1  interference Rejection

A spectral filtering technique is used to remove in-band interfering signals.
The technique relies on notch filters, which greatly reduce the effect of the
interfering signal but also introduce distortion [7]. These digital filters typically
are programmed using estimation methods and are limited to a few percent
of the spread-spectrum bandwidth.

The estimation method is based on tapped delay line structures [7]. The
tapped delay line operates on half chip-rate (T,/2) samples of the desired
received waveform. The data are uncorrelated for the CDMA signal because
of the noiselike spreading signal pn  (t) but are correlated for the narrowband
interfering signal. As such, linear prediction [8]  can be used to estimate the
next sample, l as shown in the simple single-sided transversal filter in Figure

11.3(a).
It is also possible to use a two-sided transversal filter like the one shown

in Figure 11.3(b), although that increases processing delay. Here, past and
future samples are used to estimate the current sample.

1. Linear prediction is described in Section 4.2.2 for speech signals.
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Figure 11.3 Interference rejection techniques: (a) single-sided tapped delay line, (b)

transversal filter, (c) lattice filter, and (d) decision feedback equalizer (DFE).

The optimum tapped weights in the filter are computed using a least
mean square (LMS) algorithm that minimizes the MSE between the received
signal, r(t), and the expected signal, pn (t)Ad(t).  The LMS algorithm is an
approximation to the Wiener-Hopf equation 191:

where R-*[r(t)]  ’is  the inverse autocorrelation matrix for the received signal
and R[r(t), pn(t)Ad(t)]  is th e cross-correlation matrix of the received signal
to the expected signal. In practice, that approximation can be implemented
by a number of approaches, including the Widrow-Hoff [lo],  Levinson-Durbin
[4], and Burg [ 1 I] algorithms.

The relatively slow convergence of the .LMS algorithms has given way
to several other transversal filter structures, the most popular being the lattice
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Figure 11.3 (continued).

structure [7], shown in Figure 11.3(c).  In that structure, each section of the
lattice filter converges independently.

Another alternative to the transversal filter is the decision feedback equal-
izer [4, 91,  shown in Figure 113(d).  It strives to “whiten” only the noise and
the interference, not the desired signal. In principle, the DFE subtracts the
desired signal from the received signal before processing by a “whitening”
filter. The DFE relies on the output of the receiver to generate a replica of
the desired waveform. The drawback of this approach is that it relies on the
receiver output, which, if incorrect, can propagate errors [7].

11.1.2.2 Multiuser Detection and the Near-Far Problem

The effects of multiple access interference and imperfect power control can be
reduced using multiuser detection techniques. These techniques detect other
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user signals and mitigate their effects, thereby improving the SNR of the desired
signal [12-151.

The optimal communications receiver consists of a bank of correlators,
assigned to each possible transmitted signal, and a joint detector. In CDMA
communication systems, the number of correlators in the optimal receiver is
at least equal to the number of users. That is unrealistic because the complexity
of multiuser detector (MUD) schemes grows exponentially with the number
of users [ 161.

In the above receiver, it was assumed that all the received signals are
orthogonal, a relationship that breaks down in practice because signals are
rarely received synchronously [ 173.  That leads to measurable cross-correlation
between the multiple access signals and the desired signal, with

T/2

(11.6)

-T/2

where Tis the correlation length, pn  (t) are the multiple access spreading codes,
and T  is the time misalignment. An increase in the cross-correlation result leads
to greater probability of error in the detection process [ 12, 171.  Additionally,
multiuser detection techniques require signals with an adequate SNR for accu-
rate channel estimation. That is problematic in CDMA systems that continually
adjust the transmitted power to compensate near-far effects.

Another important consideration in the correlator receiver is its length,
T. Ideally, that should cover the spreading code and any excess delay due to
multipath propagation. However, that can be extensive in certain environments.

Because the optimal receiver is extremely complex, a suboptimal, less
complicated approach is needed [ 121.  As a result, these approaches are designed
to operate on the strongest signals because those signals contribute the greatest
multiple access interference (MAI)  and provide reliable estimates. Also, remov-
ing the strongest MAI signals combats the near-far problem.

In the multistage and the decision feedback detectors, the MAI from the
strongest signals is detected and subtracted from the received signal. The
detection process occurs at the bit rate after despreading. In the successive
interference canceler, estimates of the strongest MAI signals are made and
subtracted from the received signal. By contrast, this method uses sub-chip
rate samples.

The successive interference canceler is the simplest approach and yields
the best results [ 181.  Its structure consists of two or three canceling circuits
before the Rake receiver, as shown in Figure 11.4. The circuits remove the
effects of the strongest signals, which usually are selected a priori. The common
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Figure 11.4 Digital receiver with successive interference canceler: (g) block diagram, (b)
applied to pilot signal, and (c) applied to data.
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pilot, for example, is a prime candidate because it is the strongest transmitted
signal. Note that this signal is already estimated by the Rake receiver.2 Additional
candidate signals are the high data rate signals transmitted in next-generation
systems. These signals will be transmitted at higher power levels to maintain
the wireless link and EbIN, ratio. This information is available from the radio
resource layer of the protocol stack.

11.2 Advanced RF Receivers

Higher integration, lower power dissipation, and lower cost provide strong
motivation for research into advanced RF receiver architectures. The classic
problem in RF receiver design is the image response of the downconverter
mixer. Armstrong’s invention of the super heterodyne receiver in the 1930s
elegantly solved that problem. It consisted of a tunable front-end filter (to
filter out the image signal), tunable first LO, combined with a relatively high,
fixed, first IF frequency to ease the bandwidth requirements of that filter. The
resulting receiver, which is used extensively in CDMA mobile radios, has
outstanding selectivity and sensitivity.

A low-loss, tunable front-end filter is difficult to realize in solid-state
form and is bulky in its classic mechanical configuration. It is possible to
replace the tunable filter with a fixed filter with a very sharp cutoff and relatively
wide bandwidth, which is implemented in a straightforward manner with a
SAW device. The SAW filter has its own problems, including physical size,
high insertion loss, and cost. Hence, there is a need for improved RF receiver
architectures that eliminate the need for image rejection filtering.

11.2.1 Image Rejection Techniques

Most of the alternative architectures solve the image signal problem geometri-
cally, through the use of orthogonal signal techniques. There are essentially
two different image rejection techniques, one introduced by Hartley [ 191,
shown in Figure 11.5(a), and the other introduced by Weaver [20],  shown in
Figure 11.5(b). Both start with the same basic structure, which consists of two
mixers driven by orthogonal LO signals, cos o~ot  and sin 0~0~.  If the input
signal consists of two signals, the desired Ad cos wgt  and its image A i cos tilt,
the output of the first mixer after low-pass filtering-which removes the sum
products produced by the mixer-is

2. In the Rake receiver, the channel is estimated from the pilot signal (Section 5.2.2).
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Figure 11.5 Image reject receivers: (a) Hartley and (b) Weaver.

VA(t)  = (&COW& + A; cosw$)sinwLOt (11.7)

= $[sirl(q  - qo)t]  + +[sin(q  - w&t]

Similarly, the output of the second mixer is
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q(t) = (Ad cosqt  + Aj cosqt)  CowLOt (11.8)

= ~[cos(q  - qo)t]  + +[cos(oj  - qo)t]

At this point, notice that the image and the desired signals are both
downconverted to the same frequency but are orthogonal to each other. The
Hartley architecture takes the output from the first mixer (driven by sin w~ot)
and shifts it by 90 degrees (7rD).  That differentiates the downconverted signal
from the downconverted image signal and produces the signal3

 =
Ad

-TCOS(@d  - l.dLO)t  + (11.9)

When that result is subtracted from the output of the second mixer,
vB(t),  the image signal is canceled and the desired signal is obtained.

The Weaver architecture takes the outputs from each mixer and down-
converts them a second time to a final IF frequency, using another pair of
mixers. In some cases (e.g., TV tuners), the signal is first downconverted to
dc and then upconverted to a fixed IF frequency [21].  In the more typical
case, however, the output of the second set of mixers (once again after suitable
filtering) is at baseband and is given by

vc(d  =
Ad

-~COS(Od  -
Ai

WLo +  ULo2)t  +  yCOS(Wj  - OIL,0  - UL02)t  (ll.lOa)

v&J = Ad
yCOS(6ld  - A.

wLo + wLo2)t + -&os(w;  - wLo - uLo2)t. 2 (ll.Iob)

The result is the same as the Hartley image reject structure, when the
second output is subtracted from the first, that is, the image signal is nulled.

The Weaver architecture is the basis of the so-called wideband  IF down-
conversion architecture [22],  where the first LO is a fixed downconversion, and
the second downconversion is tuned to the desired IF frequency. A schematic of
this approach is shown in Figure 11 A.

Both the Hartley and the Weaver downconverters have the desirable
feature of eliminating the image response as well as the image noise, an important
practical advantage. However, although straightforward in principle, each has
some significant disadvantages in practice. First of all, it is important to note
that the utility of the scheme depends on the degree of image rejection that
can be achieved by the architecture.

3. This assumes high-side injection mixer, where Woo  > wm,  and results in OJ~ - WLO  < 0.



Advunced  CDM4  Mobi le  Radios 291

Baseband
outputs

Figure 11.6 Wideband  IF downconversion architecture [22].

Imperfect image rejection arises from gain and phase mismatches between
the two paths of the downconverter. If the relative power gain mismatch is

given by A/l/A,  and the phase error in radians is denoted by A@,  then the
image rejection ratio (the ratio of the image gain to the desired signal gain) is
given by [23]

+ he2

which is an approximation to (8.3) and (9.38). Typical results for an integrated
circuit process are better than 30 dB, indicating gain differences less than
approximately 1% and phase differences less than 3 degrees.

In most cases, this architecture is employed to allow a relatively low IF
frequency, potentially eliminating one extra stage of downconversion. However,
an image rejection ratio of 30 to 50 dB is inadequate for most mobile wireless
applications, due to the high level of in-band interferers. Image rejection
downconverters are more practical in dual-band receivers. One of the advantages
of the image reject  receiver is that it can select either the desired signal or the
image signal, depending on the sign of the summing block. That useful feature
can be employed ro  receive two widely separated bands (say at 900 MHz and
1,900 MHz) with a single downconverter and a relatively high IF frequency
(500 MHz in this case). The approach is shown in Figure 11.7 [24].  Although
the image rejection of the receiver itself is rather poor-still only 30 to

40 dB--the  overall image rejection is improved by the front-end duplex filter,
which provides an additional 40-50  dB attenuation.
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LNA

Figure 11.7 Dual-band receiver using switchable image rejection to select the desired
band of downconversion 1241.

11.2.2 Direct Conversion Receivers

An alternative to the image rejection approach is the use of homodyne, or
direct downconversion, techniques, as shown in Figure 11.8. The desired signal
is downconverted to baseband in a single step, eliminating the problem of
image responses completely. The architecture is highly amenable to completely
monolithic implementations of the entire receiver and is the focus of many
research efforts. The desired channel is simply extracted with an appropriate
low-pass filter at the output prior to ND conversion. This architecture is

To digital
demodulator

Figure 11.8 Homodyne architecture.
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elegantly simple in concept and solves most of the problems associated with
classical heterodyne approaches, but it introduces a myriad of problems of its
own.

The first problem is associated with the choice of the IF frequency-k.
Any dc offsets in the system will be indistinguishable from the desired signal.
Figure 11.9 summarizes a variety of sources of pernicious dc offsets.

To digital
demodula tor

Even order
distortion

interfering signals

63\ U H F

dc offsets

To digital
demodula tor

To digital
demodulator

03

Figure 11.9 Sources of dc errors in homodyne receivers: (a) LO leakage, (b) even-order
harmonic distortion, and (c) llfnoise  leakage.
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First, note that the desired signal and the LO are centered at the same
frequency. Any leakage of the LO to the input of the mixer or LNA will
downconvert right on top of the desired signal, as illustrated in Figure 11.9(a).

Second, note that any even harmonic distortion in the mixer can leak
through to the IF port. The problem here is that the entire input signal-the
desired signal, all the other signals in the channel, and the interferers-will
experience even-order distortion and downconvert to dc, as illustrated in Figure
11.9(b).  That is further complicated because any interference due to second-
order distortion has a bandwidth twice that of the original signal.

Finally, ail the circuits associated with the downconversion process exhibit
a nonnegligible systematic dc offset, as well as llfnoise,  as illustrated in Figure
11.9(c). These p roblems are inconsequential in most heterodyne receivers,
where the final IF frequency is still well above dc, but in the homodyne
architecture, they can be crippling.

In theory, such limitations can be overcome through a variety of well-
known dc suppression techniques. One possibility is ac coupling of the output,
in which the signal is high-pass filtered with suitably large capacitors to eliminate
the offsets, noise, and interference at dc. Unfortunately, that removes a portion
of the desired signal but does not eliminate all the noise and interference. At
most, only a small percentage of the bandwidth can be notched without affecting
the performance of spread-spectrum communications.

Differentiating the signal before digitization and then re-forming the
signal by integrating digitally can also mitigate the problem of dc offset in the
homodyne receiver. An implementation of this technique, shown in Figure
11.10, uses an adaptive delta-modulator. The feedback loop forces the output

Derivative of

demodulator
V 1 I
LNA

Figure11.10 Differentiation of the output signal of a homodyne receiver to reduce dc
offset effects [25].
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of the integrator to be equal to that of the input signal and therefore requires
that the input to the integrator be the derivative of the input signal [25].

In TDD systems, such as GSM, the dc offset and other system nonlinear
effects can be measured during a training sequence. That is not possible,
however, in full-duplex systems like CDMA IS95  and next-generation CDMA
systems .

One of the advantages of the homodyne receiver compared to the hetero-
dyne Hartley and Weaver architectures is its relative insensitivity to mismatch
effects in the two branches of the downconverter. That is because the image
signal is simply the desired signal itself. Furthermore, any gain mismatch can
be corrected digitally.

Another problem associated with the homodyne architecture is LO radia-
tion. Leakage from the LO port of the mixer to the RF port can couple to
the antenna and radiate, possibly corrupting the received signal of nearby users.
This is not implausible, because the mixer is driven by a strong LO signal and
LO-RF isolation is limited. In addition, the radiated LO signal can be re-
received and cause problems.

The LO radiation problem can be partially overcome by the use of a
harmonic mixer. In Figure 11.11 (a) [26], the mixer “mixes” on both the positive
and negative going waveforms of the LO, achieving an effective doubling of
the frequency. Alternatively, a two-level mixing scheme can be employed, as
shown in Figure 11.11 (b) [27].  The LO frequency is now precisely one-half
the desired frequency, which is easily filtered by the duplex filter. Additionally,
a fully differential structure will exhibit extremely low second harmonic distor-
tion of the LO, minimizing the output of the mixer at the desired frequency.
To work effectively, the harmonic mixers must be driven in half-quadrature
with respect to each other or at 45 degrees phase shift.

Another drawback of the homodyne architecture is the dynamic range

requirements imposed on the baseband filter and gain stages. The baseband
filters must provide extra stopband  rejection, or, alternatively, the A/D  convert-
ers must cover a wider dynamic range, since the IF SAW filter has been
removed. In practice, the dynamic range burden on the early filter stages means
those stages are often realized with purely passive elements [28].

11.2.3 Digital IF Receivers

In the classical super heterodyne architecture, the digital IF receiver shifts much
of the analog signal processing to the digital system. It does that by sampling
the received signal at the IF frequency and performing I/Q demodulation
digitally, as shown in Figure 11.12. The digital receiver exploits advances in
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diodes

w
Figure 11.11 Harmonic mixer for direct downconversion applications: (a) antiparallel

diode version and (b) two-level mixing approach.

A/D converter performance and digital technology to lower power dissipation
and achieve higher integration.

One of the major impediments to this approach is the performance of
the A/D converter. The problem of digitization becomes increasingly diffkult
as the IF frequency rises or dynamic range requirements grow. Progress in the
field of A/D converters has been incremental at best over the last 30 years, as
shown in Figure 11.13, with improvements on the order of 1 bit of resolution
every six to eight years [29].
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Downconverter VGA demodulator

Figure 11.12 IF sampling in the digital receiver relies on a high-performance A/D
converter.
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Figure 11.13 Progress of A/D converter performance (From: R. H. Walden, “Performance
Trends for Analog-to-Digital Converters,” IEEE Communications Magazine,

0 1999 IEEE).

It is not necessary to sample the IF signal at twice the IF frequency. That
is because the information is contained in the modulation or envelope of the
signal, not the carrier. As  such, it is acceptable to sample the IF signal at a far
lower rate, based on the bandwidth of the modulation. Furthermore, it is
convenient to sample the IF signal at four times the bandwidth of the modula-
tion. That produces an output pattern of I, Q, -1, -Q, which greatly simplifies
digital demodulation, because a simple demultiplexer yields I and Qinformation
with perfect balance.
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Subsampling at a frequency less than the carrier frequency dramatically
lowers the requirements on the A/D converter. Unfortunately, subsampling
receivers suffer from noise aliasing. Any noise present at the input to the A/D
converter is folded to the bandwidth of f,/2.  This is typically limited by an
antialiasing filter. But the bandwidth of the antialiasing filter must be wide
enough to pass the IF signal-including the carrier-to prevent distortion
prior to sampling. As a result, subsampling by a factor of m multiplies the
downconverted noise power by a factor 2772.  Furthermore, the error due to
sampling jitter (see Section 6.1.2) depends on the IF carrier frequency, not
the modulation frequency.

11.24 Comparison of Advanced RF Receiver Architectures

Current CDMA IS95  mobile radios primarily employ the super heterodyne
architecture. Table 11.1 compares the super heterodyne architecture with the
advanced receiver architectures, direct conversion, and digital IF.

11.3 Advanced RF Transmitters

The conflicting goals of linearity and power-added efficiency in transmitter
PAS  set a fundamental limit on the performance of RF transmitters. Next-
generation CDMA communication systems place a greater burden on the RF
transmitter, particularly the PA, because the proposed modulation schemes
produce a carrier envelope with a larger peak-to-average ratio. In addition, to
achieve maximum capacity in spread-spectrum communication systems, it is
important to keep the received power at the base station roughly constant. In

Table 11.1
Comparison of Prominent RF Receiver Architectures

Architecture Benefits Challenges

Heteradyne Proven architecture, high Integration, frequency plan
selectivity, wide dynamic
range

Digital IF Excellent I/Q  demodulation, Power control, dynamic range,
low power, fewer analog frequency plan, sampling
circuits process

Direct conversion Simple architecture, Self-mixing, second-order
integration, adaptive distortion, law frequency

noise
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a typical wireless environment, the mean output power is less than the peak
level and is always changing with time. As a result, the average efficiency of
the PA often is poor.

Achieving high efficiency and linearity across a broad range of output
power levels is the goal of many advanced RF transmitter architectures and
improved PA topologies. Such architectures and topologies are the subject of
active research and are described next.

11.3.1 Direct Conversion Transmitters

The direct conversion transmitter is similar to the direct conversion receiver.
It is a highly integrated solution that directly converts baseband orthogonal
signals to RF frequency, as shown in Figure 11.14.

There are several drawbacks to this architecture, many of them similar
to those associated with the direct conversion receiver. The output of the PA
is a digitally modulated signal centered at the RF carrier frequency that is the
same as the LO frequency. If even a small fraction of the PA output is injected
into the LO, the LO will acquire the modulation of the transmit signal, and
the modulation accuracy will be hopelessly compromised.

This well-known phenomenon of oscillator design is known as injection
locking-the LO becomes injection locked to the output of the PA [SO]. The
magnitude of the effect depends on how close the injection locking signal’s
frequency is to that of the (formerly) free-running oscillator. In the case of a
direct upconversion transmitter, the two frequencies are identical, and the
problem can be severe.

There are some possible solutions to this dilemma. One solution is to
use two LOS, each far removed in frequency from the desired signal, and then

From digital
demodulator

Figure 11.14 Direct upconversion architecture.
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multiply the two signals together to obtain the sum or difference frequency
for the required carrier. This approach is shown in Figure 1 I. 15. Each LO is
far enough removed in frequency that the output frequency has no chance to
“pull” either of the oscillators.

A second problem with direct conversion upconverters is related to the
same gain and phase mismatch problems as the downconversion architecture.
Orthogonal errors create some signal “leakage” from the I to the Q path and
vice versa. The magnitude of the signal leakage is approximately [23]

AA2
hvkage ( >A + A02

-=:
pahired 4

(11.12)

where AA /A  is the relative power gain imbalance between the two channels and
A h e is the phase imbalance between the two channels. Typically, a suppression of
greater than -40  dB is required. That is easier to achieve at lower frequencies
than at microwave frequencies, which is another. reason for the unpopularity
of direct conversion techniques in the transmitter.

11.32  SSB Techniques

A standard mixer generates both sum and difference products, one of which
is wanted while the other is removed to prevent spurious problems. The
unwanted product is typically removed by filtering or by using SSB mixing
techniques.

amplifier

Figure 11.15 Offset mixer architecture for realization of direct upconversion transmitter.
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An SSB mixer, shown in Figure 11.16, is based on the same principles
as the image reject mixer. For an input signal A cos tit, the output of the phase
shifter is A sin it and the output of the first mixer is

VA(t)  = AsinwIFtsinwLot (11.13)

A
= +@lF-  o&t

A
- +oIF + wLO)t

Similarly, the output of the second mixer is

VB (t) = A COS WIF t COS W,y-)  t

A

(11.14)

When  the outputs of the two mixers, VA  (t) and Vg (t) are combined, the
result is the difference product, referred to as the lower sideband. When the
output of the second mixer, VB(t),  is subtracted from the output of the first
mixer, VA  (t),  the sum product, known as the upper sideband, is formed.
Sideband suppression is analyzed using (11 .l 1).

Another SSB mixing technique uses the frequency translation loop [3 11,
shown in Figure 11.17. It consists of a phase detector, two low-pass filters, a
VCO, and an offset mixer. The system functions as a PLL, with the mixer
used to frequency shift the RF signal to IF. When the loop is in synchronization
mode, the output of the mixer is phase-locked to the IF input signal and is
at one of two frequencies, either fLo - fw or fw - fL0. The polarity of the
phase detector output selects the frequency of the VCO and, in turn, the
output frequency of the mixer.

The frequency translation loop greatly reduces spurs in the output of the
transmitter, since the RF signal is formed by the VCO, not an upconversion
mixer. Furthermore, this architecture is suitable for dual band transmitters.

IF Input

v,(t)

siW,,t
-41

coso,,t
output

Figure 11.16 Upconversion SSB mixer.
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Figure 11.17 Frequency translation loop [31].

11.3.3 Predistortion Techniques for Amplifier linearization .

One of the simplest conceptual approaches for the improvement of linearity
in the transmitter PA is the technique of predistortion. A typical PA exhibits
gain compression at high input powers, which results in AM-AM conversion,
and often exhibits excess phase shift  at high input powers, which results in AM-
PM conversion. Together, those effects create distortion and intermodulation in
the high-power output of the amplifier.

If the input to the PA could be predistorted with the inverse of its own
nonlinearity, the overall effect of the n&linearity could be canceled out. This
is shown conceptually in Figure 11.18. The predistortion circuit would ideally
compensate for both the gain and the phase nonlinearity of the amplifier circuit
and would therefore exhibit both gain and phase expansion at the high input
power levels.

Although straightforward in principle, the predistortion approach suffers
from several practical drawbacks. First of all, it is impossible to track precisely
the effects of temperature, process, and power supply variations on PA nonline-
arity. The problem is difficult  because the levels of acceptable distortion are
very low, and a small drift  between the PA and the predistortion circuit can
create substantial out-of-band interference.

It is also true that the predistortion could be performed at baseband using
digital techniques if the appropriate transformation function for the predistorter
were known in advance. That technique, illustrated in Figure 11.19, is known
as adaptive predistortion [32].  The distortion through the amplifier is measured
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Figure 11.18 Predistortion applied to PA linearization: (a) schematic diagram,
(b) predistortion transfer function, and (c) PA response.

periodically, and its AM-AM and AM-PM conversion is calculated. The data
is then fed to the DSP, which provides the I and Q signals for the baseband
upconverter, and the DSI? predistorts the output of the modulator to provide
the necessary linearizing response. Several different versions of adaptive predis-
tortion  have been developed.

The obvious practical problems with the predistortion concept naturally
lead to an exploration of more robust techniques for achieving the desired
goal. The traditional approach to linearization of a nonlinear analog system is
feedback. With appropriate feedback, the transfer function  of the predis-
tortion  circuit naturally tracks the highly variable transfer function of the
nonlinear PA.

An example of a possible feedback approach for a PA is illustrated in Figure
11.20(a). A linear operational amplifier supplies the necessary predistortion of
the signal in a precise manner, in response to the difference between the
(distorted) output signal and the desired input signal. This straightforward
approach has the obvious drawback that an operational amplifier with the
required bandwidth and output drive capability simply does not exisr at micro-
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Figure 11.19 Adaptive predistortion employs a measurement of the output waveform to
produce the necessary input compensation.

wave frequencies. Furthermore, the phase shift associated with a typical PA is
highly variable, making stability difficult to achieve under a wide range of
conditions.

Providing the feedback at lower frequencies by downconverting the ampli-
fied signal is one possibility, as shown in Figure 1120(b).  The first drawback
is that the downconversion mixers have to be as linear as the desired output
signal. That is not a problem in most cases, because only a small portion
of the output signal is required for feedback purposes, easing the linearity
requirements of the mixer considerably.

A larger problem is that of excess phase shift through the combination
of PA, mixer, and low-pass filter. In general, the phase shift is hard to control at
microwave frequencies and varies, depending on the power level. An additional
variable phase shift is, therefore, necessarily added to the mixer to ensure
stability under all conditions. That phase shift must be carefully controlled
over process, temperature, and power supply variations. The feedback approach
is also prone to problems associated with amplifier saturation and rapid changes
in output VSWR [33].

Digital modulation techniques typically require upconversion of both the
I and Q baseband signals. As  a result, feedback typically is applied to both
paths of the PA inputs, with a technique known as Cartesian feedback, shown
in Figure 11.20(c). Cartesian feedback has been an active research topic over
many years [34],  but it has not achieved widespread adoption because of
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Figure 11.20 Amplifier linearization using feedback: (a) simplified view of feedback
linearization approach, (b) use of frequency-translating downconverter to
achieve linearization, and (c) Cartesian feedback applied to provide both
gain and phase correction.

the inherent difficulties  in applying feedback across a large and complicated
microwave circuit. It is also possible to digitize the feedback signal and perform
the feedback using the DSP. That has the advantage of being able to alter the
phase shift adaptively in order to maintain stability. However, the approach
suffers from the same drawback that plagues all feedback control systems, that
is, the bandwidth of the system is limited by the loop delay. Hence, an ali-
digital approach to Cartesian feedback will have to await the arrival of drarnati-
tally  faster DSPs  and A/D converters.

11.3.4 Feedfotward PAS
The myriad of problems associated with the predistortion approaches-both
open-loop and feedback-point to an opportunity for alternative solutions.
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Figure 1120  (continued).

Rather than predistorting the input signal, it might be more effective to measure
the nonlinearity of the PA, subtract the error generated by the nonlinearity
from the ideal signal, amplify  the difference, and then subtract the difference
from the amplifier output. That approach, although seemingly complicated,
has been used successfully for many years to linearize satellite traveling wave
tube amplifiers (TWTAs)  and is known as the feedforward approach [35].  It
is illustrated schematically in Figure 11.21.

Feedforward techniques for amplifier linearization actually predate the
use of feedback techniques. Both were developed by Black in the 1930s to
solve the problem of linearization for telephone network repeater amplifiers
[36].  A close examination of Figure 11.2 1 reveals the reason that feedback
techniques quickly supplanted feedforward techniques for most lower frequency
applications. First of all, the gain and phase matching between the two input
paths of the subtractor circuit must be precisely matched to achieve acceptable
cancelation  of the distortion products. Second, the gain of the error amplifier
must precisely track the gain of the PA itself. Finally, the phase shift through
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Figure 1121 Feedfotward predistortion of nonlinear PAS.

the final phase shift nenvork  and hybrid coupler must precisely track the gain
and phase shift of the PA.

Despite those apparent obstacles, the use of feedforward approaches has
several adherents, although it is typically employed in base station and higher
frequency circuits, where power efficiency is less important than absolute lin-
earity.

11.3.5 linearized PAS With Nonlinear Circuits

The techniques described in the preceding sections rely on linearization of a
nearly linear amplifier to achieve the desired specifications. The two techniques
described in this section, envelope elimination and restoration (EER) and linear
amplification with nonlinear components (LINC), achieve linear amplification
through fundamentally nonlinear processes. Their advantage is potentially much
higher efficiency without a sacrifice in linearity,

EER (also known as the Kahn technique [37])  relies on the principle
that the PA operates in its most power-efficient mode at its peak output power,
for example, 78.5% in class B mode. However, the peak is rarely achieved
under normal operation if the power supply is fixed. That suggests the strategy
of varying the power supply of the amplifier in response to variations in the
input waveform. In the limit, the amplifier operates in a pure switching mode
(highly nonlinear and efficient), and all the variation in the output envelope
is provided by the variation in the power supply voltage. This approach is
shown in Figure 11.22. In theory, the overall efficiency of the technique is
limited by the efficiency of the dc-dc converter supplying the power supply
to the PA and the efficiency of the PA itself.

Several potential drawbacks with this approach need to be considered.
First, the phase shift benveen the two branches of the amplifier must be carefully
matched; any difference in delay will cause distortion in the resulting signal.
The phase shift associated with limiting stages has a high degree of amplitude
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Figure 11.22 EER technique.

dependence, so AM-PM conversion in the amplifier stage needs to be replicated
in the power supply stage.

Second, the power supply needs to accommodate variations in the enve-
lope, which can occur at roughly the chip rate in a direct-sequence spread-
spectrum system. Efficient switching power supplies that operate at those
frequencies have yet to be developed, although there do not appear to be any
fundamental technological obstacles to their development. In addition, the
response of the envelope detector and the power supply together now set the
overall linearity of the circuit, and careful attention must be paid to the linear
design of those circuits.

A possible alternative to a pure EER system is to operate the amplifier
in the class A/class AB mode and simply rely on variations in the power supply
to improve the efficiency, rather than rely on the power supply itself to supply
the needed envelope variations. This approach does not result in as dramatic
an improvement in power-added efficiency as the EER technique, but it mini-
mizes the need for precise phase alignment in the two branches of the amplifier.
This approach, which is shown in Figure 11.23, can lead to dramatic improve-
ments in power-added efficiency over the full range of output power in a
typical CDMA environment [38].  Because the load line of the amplifier does
not change, it is advantageous to change both the drain voltage and the bias
current in response to variations in the input amplitude to achieve the best
possible efficiency [3Y]. This optimized strategy is illustrated in Figure 11.24.

The concept of outphasing amplification has a long history (dating to
Chireix in the 1930s  [40]).  The technique has been revived under the rubric
of LINC and applied to a variety of wireless applications. The concept itself
is simple: Two amplifiers are operated with constant envelope input signals
(hence, very power efficient), and their outputs are summed to produce the
desired signal. The desired envelope and phase variation at the output is
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Figure 11.23 Variable power supply for tracking the envelope variations of the input
signal. The amplifier remains in the class A mode over its entire range of
operation.

vmax

Collector-Emitter voltage

Figure 11.24 Optimized load-line strategy for best performance of class A PA with
tracking power supply.

obtained by varying the relative phases between the two signals, as shown
schematically in Figure 11.25.

The desired phase variation between the two amplifiers originally was
obtained using analog techniques; now digital approaches are more typically
used.

Despite its apparent attractiveness, the LINC approach has several disad-
vantages that have limited its applicability. The first is that the power typically
is summed with a hybrid power-combining network, as shown in Figure
11.25(a). That portion of the power delivered to the hybrid that is not delivered
to the antenna is dissipated in the 5Oa  terminating resistor. As a result, the
amplifier achieves its peak operating efficiency only at maximum output power,
and its efficiency decreases linearly as the output power decreases. Such efficiency
behavior is comparable to that of a class A amplifier, which is known to have
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Figure 1125 Mustration of outphasing amplifier concept: (a) use of hybrid power
combiner for signal summation and (b) Chireix power-combining technique.

very poor overall efficiency. Of course, the peak efficiency of the LINC approach
is much higher than that of the class A amplifier, but it would be desirable to
do even better.

One problem with the previous power-combining approach is the power
wasted in the power-combining network. It is not desirable to simply connect
the output of the two amplifiers together, because the output phase of one
amplifier will affect the output phase and impedance of the other amplifier.
As a result, the load impedance presented to each amplifier appears highly
reactive over a large portion of the cycle, harming the efficiency. A partial
solution can be achieved using the so-called Chireix power-combining tech-
nique, illustrated in Figure 11.25(b) [41].  Two impedance transformers are
added to improve the efficiency. The added susceptance (which is inductive
in one branch and capacitive in the other branch) cancels out the varying
susceptance seen by each amplifier at one particular output power.
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A second problem associated with the LINC approach is the gain and
phase mismatch associated with the two branches of the amplifiers. Any mis-
match between the two can lead to severe intermodulation and distortion [42].
Typical requirements for CDMA applications are on the order of less than
O.3-degree phase mismatch and less than 0.5dB  gain mismatch, a near impossi-
bility in most practical cases. As a result, several compensation or calibration
schemes have been proposed [43].  Th o s e techniques have not achieved wide
application, because of their inherent complexity and lack of flexibility,

11.4 Advanced Frequency Synthesizers

The classical PLL architecture suffers from a variety of limitations, which make
its use for mobile wireless applications less than ideal. The most significant of
those limitations is the tradeoff between frequency spacing, which must be
equal to the reference frequency and is therefore a small fraction of the output
frequency, and the loop bandwidth, which should be as large as possible to
minimize phase noise. Because the loop bandwidth is limited to roughly no
more than a few times the reference frequency, it is difficult to produce both
narrow frequency spacing and broad loop bandwidth.

Fractional-N PLL architectures are one approach to overcome that limita-
tion. The frequency division inside the loop can take on noninteger values.
At least in principle, that allows the spacing between the output frequencies
to be less than the reference frequency, allowing for a wider loop bandwidth and
reduced phase noise. A variety of differing approaches to the implementation of
this circuit are available; Figure 11.26(a)  shows one example [43].

The implementation of a fractional-N synthesizer is straightforward and
relies on varying the modulus of a frequency divider between two adjacent
integers, for example, 10 and 11. Such frequency dividers are called dual-
modulus frequency dividers. If a 1 O/ 11 divider is operated in divide-by- 10
mode half the time and divide-by-l 1 mode the other half, then the average
division ratio will be 10.5. More generally, if the divider divides the output
of the VCO by N for / cycles and divides the output of the VCO by
(N + 1) for K cycles, looping bemeen  the two modes constantly, there will
be [N/  + (N + l)K] VCO pulses for every (/ + K) reference pulses. Then,

 + (N+  l)KbVCO  = (/  + K)TREF (11.15)

or
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Figure 11.26 Fractional-N PLL architectures: (a) J/K counter and (b) accumulator.

(11.16)

which is a noninteger fraction of the input or reference frequency.
Another approach employs a K-bit accumulator at the output of the dual-

modulus divider, as shown in Figure 11.26(b). The accumulator is preset to
a value F, where the division ratio is [IV + F/(2’ - l)].  Each time the accumu-
lator overflows, the dual-modulus divider divides by (N + 1) instead of N.

This approach to “fractional-N synthesis” is remarkably simple and ele-
gant. However, it suffers the major drawback of introducing spurious frequency
modulation of the VCO output. Those spurs can be identified by noting that
the divider does not really divide by a fractional value-it divides by either a
smaller- or a larger-than-desired value. During the time the divider is dividing
by a smaller-than-desired integer, say, 10 in the earlier example, a phase error
between the output and the input begins to accumulate. The phase error
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reaches a maximum at the point where the master counter has counted to /
pulses. Then the counter begins to count by a larger-than-desired value, and
the phase error begins to decrease. The average phase error (over time) is zero,
but the time-varying output of the phase detector modulates the VCO input,
as mediated by the loop filter. The period of this waveform is

Tmod  = rVCO(/ + K) (11.17)

which will create spectral sidebands around the desired frequency at integral
multiples of the resulting frequency, fvco(/  + K).

The spectral sidebands can be significant in a wireless receiver, because
of the problem of reciprocal mixing (outlined in Section 7.4.2). There are,
however, several different approaches to eliminate the problem.

The first approach is to note that the accumulating phase error is determin-
istic in the sense that it is precisely known for a given fractional division ratio.
Subtraction of the phase error by a compensating analog circuit is employed
in many commercial fractional-N synthesizers in an attempt to eliminate the
problem. This approach is shown in Figure 11.27 [44].  The drawback of this
approach is that the matching requirements of the analog compensation circuitry
and the PLL are difficult  to achieve in practice. Additionally, the noise generated
by the compensation circuitry must be extremely low, because it directly
modulates the VCO control line.

A second approach is to randomize the phase error in some manner, so
that the periodic modulation of the VCO control line is replaced with a
randomly varying control signal, as shown in Figure 11.28 [45].  If the energy
of the phase error is not increased and the average division ratio is unchanged,
then the total spectral energy that was originally in the discrete sidebands is
smeared out over a much wider bandwidth.

fREF

Phase
detector

Figure 11.27 Analog compensation of errors in fractional-N PLL.
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Figure 11.28 Elimination of discrete spurious tones in a fractional-N synthesizer output
through (a) randomization of the modulus and (b) AZ modulation of the
modulus.

The randomization process is usually accomplished by a pseudorandom
noise generator. The randomization can be chosen so that the average value
of the modulus is correct, but the division ratio is varied randomly between
Nand N + 1. Most pseudonoise sequences have flat spectral properties, generat-
ing broad-bandwidth spectral sidebands. Alternatively, the pseudorandom
binary data can be high-pass noise-shaped so that the spurious spectral sidebands
are outside the band of interest of the synthesizer [46].  A circuit that generates
this particular sequence of digital data is known as a AC modulator (see Section
6.2.4). This approach is particularly useful, because it places the noise energy
of the resulting synthesized output well away from the desired output frequency.
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BER. See Bit error rate

Bessel function, 16

Binary phase shift keying, 56, 64, 94-98,

182, 238

Binary voice decision, 73, 81

Binary waveform, 24

Binary-weighted scahng,  145-46

Bipolar junction transistor, 2 17-18, 220,

226

Bipolar mixer, 236-37

Bipolar transistor, 189, 211-12, 216-17,

243-45

Bit energy per noise density ratio, 28, 93,

117, 182

Bit error probability, 63

Bit error rate, 28, 181-82, 215, 240, 261

Bit rate, 23, 83

Bit synchronization, 111

BJT. See Bipolar junction transistor

Block coding, 114

Blocking, 177-78

Block interleaving, 113, 279, 28 1

Boltzmann’s  constant, 156, 243

Box-car filter, 52, 55

BPSK. See Binary phase shift keying

Branch metric,  115-18 *

Broadcast channel, 268, 272, 279-80

Broadcast speech quality, 83

Bundling, 4, 251

Burg algorithm, 290

Bus set, 44

Butterfly computation, 57-58

CAL Set  Communication air interface

Candidate set, 102

Carrier leakage, 189

Carrier recovery, 103-6, 112

Cartesian feedback, 3 1 O-l 1

Cascaded intermodulation distortion,

160-61

Cascaded noise factor, 156-57

C&code  transistor, 2 12-l 3

CDMA. See Code division multiple access

Cell sectoring, 40

Cell-to-cell interference, 40

CELP. See Code excited linear predictive

coding

Chaining-back procedure, 117

Channel coder/coding, 73-74, 9 1-94,

182, 276

Channel estimation, 112

Chebyshev filter, 34

Chip rate, 23, 88

Chip-rate signaI  processing, 45
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Chireix power combining technique,

314-17

Circuit offset, 127

Circuit-switched network, 4

Class A amplifier, 207-8, 210, 314

Class AI3  amplifier, 314

Class B amplifier, 208-10

Clock signal, 190, 192

Closed-loop linear predictive coder, 77

Closed-loop phase transfer function,

163-64

Closed-loop power control, 39, 79, 108-9,

270, 274, 276

CMOS. See Complementary metal oxide

semiconductor

Coarse converter, 129

Code division multiple access

concept, 2 1

standards, 17-l 9

Code division multiple access2000 lx,

278-82

Code division multiple access2000 3x, 278

Code division multiple access IS95, 18-19

concept, 29

data rates, 33-34

forward link, 29-34

MIPS requirements, 46

performance summary, 39-40

power control algorithm, 38-39

reverse link, 34-38

standards, 202

Code excited linear predictive coding,

79-83

Code rate, 92, 118

Coherence bandwidth, 1 O-l 1

Coherent detection, 101, 103, 266

Comb filter, 52-53

Common assignment channel, 280

Common-emitter amplifier, 204-5, 208,

212, 217-19, 225-26

Common-source amplifier, 225-26

Communication air interface, 32

Communication channel, 7, 11, 14-16

Communications quality speech, 83

Companding, 70-7 1

Comparator, 61-62, 128-29, 133

Complementary metal oxide

semiconductor, 43, 74, 220-2 1,

225-26,  235,  28687

Complex envelope, 153

Complimentary error function, 62-63

Compression. See Speech compression

Conditional probability, detection, 114

Conditional probability density function,

62

Constant envelope modulation, 97, 168

Constellation diagram, 103-5, 152

Constraint length, 92, 118

Continuous-time filter, 24144

Continuous-time waveform, 24, 130-3 1

Continuous transmission, 28 1

Control channel, 31, 268, 273

Control theory, 164

Convolutional coding, 29, 9 1-92, 113-18,

182, 261

turbo code, 261-U

Correlator, 24, 27-28, 109-12, 287-89,

292

Correlator function, 109-l 0

Correlator receiver, 63-64

CRC. See Cyclic redundancy check

Crest factor, 170

Cross-correlation, 10-12, 26, 37, 63, 102,

259, 273, 290, 292

Cross-modulation, 180-8 1

Current-scahng  D/A converter, 145

Cyclic code, 274

Cyclic redundancy check, 6, 33-34, 115,

182

D/A conversion. See DigitaI-to-anaIog

conversion

DAM. See Diagnostic acceptability

measure

Data burst randomizer, 35

Data communication, 4

Data link layer, G

Data logical channel, 268, 271, 273

Data rate, 52, 252-53

Data recovery, 113-18

DC offset correction, 189, 299-301

DC suppression, 300

Decimation, 52-53

Decision feedback detector, 292

Decision feedback equalizer, 29 1

Decoder, 69, 74, 75

Deinterleaving, 113

Delay-locked loop, 11 l-l 2

Delay spread, 12-13
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Delta modulation, 72, 320
Demodulator, 45, 87-88, 154, 173

IQ,  154, 173, 238-40, 301, 303

See alra  Digital demodulator

Despreading, 18 1

Detection error, 62, 105

Detection process, 60-64, 88, 10 1, 103,

109-13

multiuser, 29 l-94

DFE. See Decision feedback equalizer

DFT. See Discrete Fourier transform

Diagnostic acceptability measure, 84

Diagnostic rhyme test, 84

Differential nonlinearity, 143-45

Differential pulse code modulation,

71-72,  77

Differential quadrature phase shift keying,

266

Differentiated output signal, 300-l

Digital demodulator, 18 1

carrier recovery, 103-6

concept,  100-l

data detection, 109-l 3

data recovery, 113-l 8

performance, 240

pilot acquisition, 10 l-2

signal leveling, 106-9

Digital filter, 55-57

Digital modem, 87-88

Digital modulator

channel coding, 9 l-94

concept, 87-88

signal filtering, 94-l 00

synchronization, 88-9 1

Digital signal processing, 3, 43, 309, 311

architecture, 44, 45-46

advances, 285-86

detection process, 60-64

digital filters, 55-57

fast Fourier transforms, 57-58

memory, 46

performance, 286-87

receiver improvements, 287-94

sample rate conversion, 52-55

sampling theorem, 49-52

windowing operations, 58-60

Digital system, 18, 43

DigitaI-to-analog  conversion, 140-45,  2 4  1

architecture, 145-46

Direct conversion receiver, 298-301.,  304

Direct conversion transmitter, 305-6

Direct-sequence signal,  22, 23, 121, 253

Direct-sequence spread-spectrum

modulation, 11

concept, 21-24, 287-89

performance, 27-28, 39-40,  87

spreading codes, 24-27

Discontinuous transmission, 48

Discrete code, 70

Discrete Fourier transform, 57-59

Discrete-time filter, 24 1

Distortion, 122-25, 141, 157-61, 190,

197, 208-10, 225-26, 317

See also Harmonic distortion;

Intermodulat ion dis tor t ion

Dither signal, 138

DLL. See Delay-locked loop

DNL. See Differential nonlinearity

Doppler spread, 12

Double-balanced mixer, 228-33, 235-36

Double-dwell algorithm, 10 1

Double-sideband noise figure, 229, 231

Downconversion, 175, 176, 2 15

image reject receiver, 296-99

Downconversion mixer, 3 10

active design, 234-37

concept, 226-30

passive design, 230-34

Downfade, 106, 109

Downlink. See Forward link

DPCM. See Differential pulse code

modulation

Drain noise, 221-22, 224

Driver, 167

Driver stage, 204

DRT. See Diagnostic rhyme test

DSB noise figure. See Double-sideband

noise figure

DSD. See Digital signal processing

Dual-band transmitter, 307

Dual-channel modulation, 270, 272-73

Dual-channel spreading, 259-60

Dual-gate mixer, 234-35

Dual-modulus frequency divider, 3 17-l 8

Duplex operation, 150-5 1, 17 1, 203, 297,

301

E&M radiation. See Electric and magnetic

radiation



Early correlator, 111
EER. See Envelope elimination

Electric and magnetic radiation, 167

Electronic serial number, 37, 93

Elliptic filter, 244, 247

Encoder, 69

Enhanced access channel, 28 l-82
Enhanced variable rate coder, 8 1-82

Envelope elimination, 3 13-14
Equalization, 13

Error control, next-generation, 261-66
Error detecting code, 266

Error minimization, speech coding, 77

Error vector magnitude, 276-77

ESN. See Electronic serial number

ETSI. See European Telecommunications

Standards Institute

Euclidean distance, 84, 118

European Telecommunications Standards

Institute, 252

EVM. See Error vector magnitude

EVRC. See Enhanced variable rate coder

Excitation source, 77

Fading

flat, lo-11
multipath, 8- 13

small-scale, 8-9, 266, 276

Fast fading, 266

Fast Fourier transform, 57-58, 105, 109
Fast power control, 274-76

FBI.  See Feedback indicator

FDD. See Frequency division duplex

FDMA. See Frequency division multiple

access

FEC. See Forward error correction

Feedback A/D converter, 129-30

Feedback amplifier, 220, 222, 225-26,

235-36, 238, 309-13
Feedback control, 39, 82, 101, 106, 134,

195

See aho  Phase-locked loop

Feedback indicator, 273

Feedforward amplifier, 3 1 l-l 3

Feedforward converter, 129-30

FER. See Frame error rate

FET. See Field effect transistor

FFT. See Fast Fourier transform

Field effect transistor, 232-34, 238

Filtering, signal, 94-100

Filter transfer function, 53, 56
Fine converter, 129

Fine structure, 68, 72, 73

Finger, 109-13

Finger withdrawal, 199-200

Finite impulse response filter, 34, 55-57,

71, 99, 108
Finite impulse return filter, 197

FIR filter. See Finite impulse response

filter

First-generation system, 18

First-order modulator, 134-37

Flash converter, 128-29

Flat fading, 10-l 1

FM. See Frequency modulation

Formant  modes, 68-69,73

Forward-access channel, 268, 272

Forward common control channel, 279-80

Forward error control, 279, 281

Forward error correction, 29, 261, 268

Forward link

CDMA IS95,  29-34, 40, 101

multicarrier CDMA, 279-8 1

single-carrier network, 268-70

time division duplex, 277

Forward-link logical channel, 28 1

Forward-link modulator, 29-30, 113

Fourier transform, 12, 51, 95, 142, 209,

210

fast, 57-58, 105, 109

Fractional-N phase-locked loop, 317-20

Frame, 33, 35

Frame error rate, 182, 282

Frequency-dependency fading, 14

Frequency division duplex, 150, 266-67

Frequency division multiple access, 16-18,

28
Frequency domain voice coder, 69, 73-74

Frequency error, 103-6

Frequency-hopped signal, 22-23

Frequency modulation, 18

Frequency-selective fading, 1 O- 11

Frequency spacing, 3 17

Frequency synthesis, 149, 152, 161-66

advanced, 3 17-20

Frequency translation, 15 l-52, 167, 178,

226, 307-8
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Friis’s noise factor, 157
Full-duplex operation, 17 1,  203
Full-rate coding, 8 l-82

Fundamental data channel, 280, 282

Fundamental pitch frequency, 73

Gain

amplifier, 204, 209, 224-25

receiver, 177-80, 182-84

speech coding, 73-75

transmitter, 172-73, 190, 193-95, 204

Gain compression, 157-58

Gain mismatch, 317

Gallium arsenide, 210-l 1, 222-24, 226,

2 3 3
Gate noise, 221-22, 224

Gaussian-distributed noise, 61

Gaussian minimum shift keying, 97-98,

2 3 8
Gaussian probability density function, 63,

69

Gaussian random process, 6 l-62

General packet radio protocol system, 267

Gilbert mixer, 235-37

Global positioning system, 32, 91, 273

Global System for Mobile

Communications, 18-l 9, 78,

202, 266, 267, 288, 301
GMSK. See Gaussian minimum shift

keying

Golay  code, 274-75

Gold code, 259

GPRS. See GeneraI  packet radio protocol

system

GPS. See Global positioning system

Gray code, 128

Ground-loop problem, 199-20 1

Group delay, 196-98, 241

GSM. See Global System for Mobile

Communicat ions

Gyrator, 242-44, 247

Hadamard code, 26

Hadamard matrix, 2627, 31, 35, 37, 93,

274-75
Half-IF mixing, 176

Half-rate coding, 81-82, 92

Hamming distance, 118

Handoff, 33, 40, 47, 102

Hard-limited capacity, 28, 252

Harmonic distortion, 157-59, 208-l 0,

228, 243, 300-l
Harmonic mixer, 30 l-2

Hartley image reject receiver, 294-96, 301

Haven’s technique, 192

HBT. Set Heterojunction bipolar

transistor

Heterodyne receiver, 294-96, 30 l-4

Heterodyne transmitter, 167,  173

Heterojunction bipolar transistor, 2 1  O-l 3,

217

High-pass filter, 134, 190-9  1, 300

High-speed circuit-switched data nenvork,

267
HLR. See Home location register

Hold jump, 131

Hold mode, 130-3 1

Hold-mode feedthrough, 13 1

Home location register, 3

Homodyne conversion, 298-30 1

HSCSD. See High-speed circuit-switched

data network

Hybrid power combiner, 3 15-l 6

Idle mode, 48

IF. See Intermediate frequency

IIR. See Infinite impulse response filter

Image reject filter, 173, 2 15

Image rejection, 294-98

Image signal, 175

IMD. See Intermodulation distortion

Impedance

amplifier, 205-6, 2 16-26

mixer, 232-34

Impulse function, 97, 122-23, 126

Impulse smearing, 12-l 3

Impulse train, 50

IMT-2000 radio band, 253-54, 276

In-band interference, 138, 289, 297

Inductive series feedback, 220,  222,

225-26, 235-36
Inductor-capacitor filter, 190, 244, 247

Infinite impulse response filter, 55-57

Injection locking, 305-6

INL. See Integral nonlinearity

In-phase pseudorandom sequence, 29

Input signal, 136

Insertion loss, 198
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Integral nonlinearity, 143-45

Integrated baseband filter, 240

Integrated services digital network, 2

Integrated services digital network user

part, 7

Integrating converter, 133

Intercept point, 230-31, 235, 237

Interference, 16, 18, 93, 98-99, 289

Interference canceler, 292-94

Interference rejection, 289-9 1

Interleaving, 29, 31, 35, 40, 92-93, 113,
262, 276, 279, 281

Intermediate frequency, 16ln,  172-73,

175, 226, 228
Intermediate frequency filter, 173

Intermediate frequency receiver, 30 l-4

Intermodulation distortion, 157, 159-61,

169-70, 179-80, 203, 226, 243,

317

Intermodulation product, 109

Interoperability, 266-67

Interpolation, 52, 54, 82, 146

Intersymbol interference, 13, 98-99, 288

I/Q demodulator, 154, 173, 238-40, 301,

303
I/Q leakage, 189

I/Q modulator, 167

circuit techniques, 190-92

concept, 188-89

nonideal  effects, 189-90

IRF. See Image reject filter

IS95 standard. See Code division multiple

access IS95

ISDN. See Integrated services digital

network

ISI. See Intersymbol interference

I signal, 35, 93, 103, 154, 188, 239, 306,

309,310
Isolator, 167, 204

ISUD. See Integrated services digital

network user part

Iterative decoding algorithm, 264, 265
I-V curve, transistor, 206-7

Jitter, 126-27, 129, 304

Junction capacitance, 23 l-32, 237

Kahn technique, 3 13-l 4

Kasami code, 259

Knee voltage, 207-8

Laplace  transform, 50-51, 69, 163
LAR. See Log-area ratio

Late correlator, 111

Lattice transversal filter, 290-9 1

LC filter. See Inductor-capacitor filter

Lead/lag filter, 190-9 1
Least mean square, 290

Level control, 237-38

Level error, 127

Levinson-Durbin algorithm, 76, 80, 290

LINC.  See Linear amplification with

nonlinear components

Linear amplification with nonlinear

components, 313, 314-17
Linearity

amplifier, 168, 204-10, 216, 224,

308-17
filter, 24, 52, 55, 61, 75, 243

mixer, 196, 230, 234-35

transmitter, 304-5

Linear modulation, 97-98

Linear prediction filter, 80

Linear predictive coding, 67, 74-78,

82-83
Line-of-sight propagation, 8, 14-16

Line spectrum pair, 77, 80

LMS. See Least mean square

LNA. See Low-noise amplifier

LO. See Local oscillator

Load impedance, 205-7, 209, 232, 3 16

Loading factor, 125

Local  oscillator, 152, 161-62, 168, 173,

175-76, 190, 195, 227-28,
230-31, 233-34, 237, 300-l)
305-6

Log-area ratio, 80n

Logical channel, 31, 268-69, 272, 279,

281-82

Log-likelihood ratio, 264-65

Log-PCM companding,  70-7 1

Log spectral distance, 84

Long code, 29, 35, 37, 91, 93, 113, 268

Long-term predictor, 78-79

Long-term probability density function, 69

Loop bandwidth, 317

Loop filter, I66

Low-frequency noise, 178

Low-noise amplifier, 109, 173, 203,

2 15-26, 300
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Low-pass filter, 52, 55, 134, 140, 146,
163, 173, 190-91, 196-97, 298,
307-8, 310

LP. See Linear prediction filter
LPC. See Linear predictive coding
LSP. See Line spectrum pair
LTP. See Long-term predictor

MAC. See Medium access control
MAI.  See Multiple access interference
MAP. See Mobile application part
Masked long code, 35, 37, 93
Mason’s gain rule, 163
Matched correlator, 63-64, 109-l 0
Matched-filter digital receiver, 6 l-63
Maximal ratio combiner, 109-l 0, 112
Maximum-length shift register, 93-94
Maximun likelihood detector, 113-l 8
M-counter, 165
MCU. See Microcontroller unit
MDS. See Minimum detectable signal
Mean opinion score, 84-85
Mean square error, 77, 290
Medium-access control layer, 6,  47, 266
Memory, digital, 46
MESFET. See MetaI  semiconductor field

effect transistor
Message signal, 22-24, 94
Message transfer part, 7
Metal oxide semiconductor, 238
Metal oxide semiconductor field effect -

transistor, 189, 22 l-22, 226,
232-33, 244, 246

Metal semiconductor field effect transistor,
210-11, 216-17, 222-24, 234

Microcontroller unit, 3, 43
architecture, 44-46
power management, 47-49
protocol administration, 47

Microwave power amplifier, 209-10
Microwave signal, 15  1
Minimum detectable signal, 175-76
Minimum shift keying, 97-98
Mixer, 167-68, 173, 175-77, 195-96,

215, 294, 296, 301, 306-8
See alro Downconversion mixer

Mixer circuit, 15 l-52
MLSR. See Maximum-length shift register
Mobile application part, 266

Mobile switching center, 2-3
Modem. See DigitaI  modem
Modulator, 45, 87, 167

See alio Digital modulator; I/Q
modulator

MOS. See Mean opinion score; Metal
oxide semiconductor

MOSFET. See Metal oxide semiconductor
field effect transistor

MSE. See Mean square error
M-sequence, 257-59, 274
MSK. See Minimum shift keying
MTP. See Message transfer part
MUD. See Multiuser detection
Multicarrier code division multiple access

concept, 278
forward link, 279-81
power control, 282
reverse link, 28 1-82

Multicarrier modulation, 253, 255, 266
Multimode operation, 285
Multipath fading, 8-l 3, 106, 110
Multipath ray, 288
Multiple access interference, 289, 292
Multiple codes, 253, 255
Multirate network, 253, 255-57, 282
Multistage converter, 129-32
Multistage detection, 292
Multitanh amplifier, 238-39
Multitanh mixer, 235, 237
Multiuser detection, 29 l-94

NADC. See North American Digital
Cellular

Narrowband signal,  1 O-l 1, 13, 12 1
N-counter, 165
Near-far effect, 27, 38, 257, 289, 29 1-94
Neighbor list, 33
Neighbor set, 102
Network layer, 6
Network  quality speech. See Toll-quality

speech
NMOS. See N-type metaI  oxide

semiconductor
Noise

additive white Gaussian, 14-16, 88,
117-18, 261

amplifier, 166, 203, 21G-26
characteristics, 154-57
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out-of-band, 203

receiver, 177-78

transmitter, 170-7 1, 173

white, 14, 77, 136

See also  SignaI-to-noise  ratio

Noise factor, 155-57, 171, 217, 219

Noise figure, 155-56,  182, 228-29, 232

Noise floor, 170-71

Noise-shaping converter, 127-28, 134-39

Noise temperature, 223

Nonreturn-to-zero, 23, 141-42

Nonsystematic convolutional coder, 2G  1,

263-264

Nonuniform probability density function ,

69

Normal equation, 76

North American Digital Cellular, 18-19,

79, 202, 267

Notch filter, 289

NRZ.  See Nonreturn-to-zero

NSC. See Nonsystematic convolutional

coder

N-type metal oxide semiconductor, 216

Nyquist rate, 51-52,  57, 95, 98, 122,

134, 142

Nyquist rate converter, 127-28

ODMA. See Opportunity-driven multiple

access

Offset mixer, 307-8

Offset quadrature phase shift keying, 93,

9698,  170, 189

OMC. See Operation and maintenance

center

1 G system. See First-generation system

On-time correlator, 11 l-12

Open-loop phase-locked loop, 164-65

Open-loop power control, 38-39, 108-9,

274, 278

Open-loop RPE-LTI?, 79

Open-loop transmitter, 193

Open systems interconnection, 5

Operation and maintenance center, 3

Opportunity-driven multiple access,

277-78

OQPSK. See Offset quadrature phase shift

keying

Orthogonal coding, 26,  29, 31-33, 35,

40, 88, 93, 175, 190, 259, 272

OrthogonaI  variable spreading factor, 268,

272

OSI. See Open system interconnections

Other-cell interference, 39

Out-of-band rejection, 199-20 1, 203

Output power, 172-74

Output stage, 204

Overhead, 268

Overhead message, 33

Oversampling converter, 134-37

Oversampling digital-to-analog converter,

146

Oversampling ratio, 134, 138

OVSF. See Orthogonal variable spreading

factor

PA. See Power amplifier

Packet-switched network, 4, 25 l-57

Paging channel, 31, 33, 47, 268, 272,

279-280

Paging indicator signaL  268 -

Paging message, 48 .

Parallel converter, 128-29

Parallel correlator, 109-l 0

Parasitic capacitance, 130-3 1

Passive mixer, 230-34

Path loss, 7-8, 38

PCM. See Pulse code modulation

PDF. See Probability density function

Perceptual encoding, 84

Periodic impulse generator, 72-73

Personal Handyphone System, 18-19

Phase detector, 163,  307-8

Phase error, 103, 105, 166, 190, 192,

318-19

Phase-locked loop, 103, 161-66,  241, 317

Fractional-N, 3 17-20

Phase mismatch, 190, 3 17

Phase modulation, 152-54

Phase noise, 166,  177

Phase reference signal. See Pilot signal

Phase-sequence asymmetric polyphase

filter, 190-9  1

Phase shift, 310,  313-14

PHEMT. See Pseudomorphic high

electron mobility transistor

PHS. See PersonaI  Handyphone System

Physical channel, 252-53, 268,  271, 277,

279, 281
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Physical layer, 5-7

Piezoelectric transduction, 197-9  8

Pilot acquisition, 10 l-2
Pilot channel, 31, 32, 47, 100-1, 103,

105, 112, 266, 270, 273,
279-80

Pipelined converter, 129-30
I’LL.  See Phase-locked loop

DMOS. See P-type metal oxide

semiconductor

PN. See Pseudo-random noise

Portability, 285

Power-added efficiency, 207-l 0, 2 12,

304-5, 313-17
Power amplifier, 167, 170

design specifications, 202-4

design techniques, 204-10

devices, 2 1 O- 13

feedforward, 3 1 l-l 3
linearization, 308-l 1

nonlinear circuits, 3 13-l 7

performance, 304-5

transmitter, 200-2

Power control

CDMA IS95,  38-40

fast, 274-76

multicarrier, 282

transmitter, 19 3-Y 5
Power control group, 35, 92-93

Power density function, 123

Power management, MCU, 47-49

Power series expansion, 157, 224

Power spectra density, 27, 95-99,

123-24, 138, 153, 165

Prediction residual, 76

Predistortion techniques, 308-l 1

Primary sync code, 274-75

Probability density function, 10, 11,

14-16,  62-63

Processing gain, 28

Propagation

communication channel, 14-16

multipath fading, 8-l 3

path loss, 7-8

Protocol administration, MCU, 47

Protocol stack, 5-7

PSC. See Primary sync code

PSD. See Power spectral density

Pseudomorphic high electron mobility

transistor, 2 16

Pseudorandom noise, 21, 23, 25

Pseudorandom noise generator, 320

Pseudorandom offset, 32-33

Pseudorandom sequence, 25, 29, 31-32,

9 1, 93-94,  257-58

PTSN. See Public telephone switching

network

P-type metal oxide semiconductor, 211

Public telephone switching network, 2

Pulse code modulation, 67, 70-72

Pulse-shaping filter, 168

Push-pull amplifier, 2 10

QCELP. See QuaIcomm  code excited

linear prediction

Q channel, 35

QoS.  See Quahty  of service

QPSK  See Quadrature phase shift keying

Q signal, 93, 103, 154, 188, 239, 306,

309,310
Quadrature-phase pseudorandom sequence,

29
Quadrature phase shift keying, 56, 64,

96-98, 105-6, 152-54, 170,
182, 189, 238, 268, 270,
272-73

QuaIcomm  code excited linear prediction,

80-82
Quahty  of service, 7, 39, 252, 266

Quantization, 70-71,  83, 122, 127, 129,

131, 133, 146
Quantization error, 122-26, 132, 134,

136, 140

Quarter-rate communication, 8 1, 9 2

Quaternary spreading, 259-6 1

Radio frequency, 2, 226

Radio link control layer, 6, 47, 266

Radio signal, 121

Raised cosine filter, 99

Rake receiver, 100-2, 109-10, 112-13,
288, 292-94

Randomization of modulus, 3 1 Y-20

Randomizer, 93

Random sequence, 26

Rate determination, 80-8 1

Rate matching, 268, 281
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Rayleigh  communication channel model,

15-16
Rayleigh  fading, 118

Receive mode, 48

Receiver, 149, 150, 173-75, 215, 238

bit error rate, 181-82

frame error rate, 182

. gain distribution, 182-84

improvements, 287-94

selectivity, 176-S 1

sensitivity, 175-76

Receiver, advanced

architecture comparison, 304

concept, 294

direct conversion, 298-30 1

image rejection, 294-98

intermediate frequency, 30 l-4

Receiver-band filter, 150-5 1, 167

Reciprocal mixing, 176-77

Reconfigurable  logic, 287

Recovery. See Data recovery

Recursive converter, 129-30

Recursive systematic coder, 26 l-62, 264

Redundancy, 114

Register file, 45

Regular pulse excitation long-term

predictor, 78-79

Relaxation algorithm, 8 l-82

Remaining set, 102

Repeater, 35, 93

Residual analysis, 79

Resistive feedback, 226, 235-36

Reuse, frequency, 253

Reverse common control channel, 282

Reverse link

CDMA IS95, 34-38, 87-88, 92

multicarrier network, 28 1-82

single-carrier network,  270-73

rime division duplex, 277

Reverse-link modulator, 34-36

Reverse pilot channel, 28 l-82

RF. See Radio frequency

Rician communication channel model,

15-16

RMS.  See  Root mean square

Root mean square, 105, 107-8, 136, 138,

206

Root-raised cosine filter, 268

RPE-LTI?.  See Regular pulse excitation

long-term predictor

RSC. See Recursive systematic

convolutional coder

Sallen-Key filter, 24 l-42

Sample/hold amplifier, 129-3 1, 143

Sampler, 61

Sample rate conversion, 52-55

Sampling “alias,” 5 1

Sampling process

ideal, 122-26

nonideai,  126-27

Sampling theorem, 49-52

SAW. See Surface acoustic wave filter

Scaling digital-to-anaIog  converter, 145-46

Scattering functions, 11-12

Schottky diode mixer, 230-34

Scrambling, 113

Searcher, 100-2

Secondary sync code, 274-75

Second-generation system, 18, 29, 25 l-52

Second-order modulator, 137-39

Segmented signal-to-noise ratio, 84

Segmenting, 146

SEGSNR. See Segmented signal-to-noise

ratio

Selectivity, receiver, 173, 176-S 1, 183,

215
Self-interference, 38, 39

Sensitivity, receiver, 173, 175-76, 183,

215

Servo loop, 238

Set maintenance function, 47, 102

Shadowing, 8

Shannon’s capacity theorem, 117, 261

Shape factor, 196, 241

Short messaging services, 251

Short pseudorandom sequence, 32, 35, 93,

101-2, 268

Short-term probability density function,

69

Shunt susceptance, 3 16

SID. See System identification

Signal filtering, 94-l 00

Signaling system number 7, 5, 7

Signal leveling, 106-9

Signal-to-interference ratio, 170, 274, 276
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SignaI-to-noise  ratio, 24, 28, 64, 83-84,

106, 125-27, 134, 138, 155,
170, 173, 176-78, 180-83, 215,
288-89, 29 2

Sine  function, 53

Single-balanced mixer, 228-32, 234-36

Single-carrier code division multiple access,

266
acquisition, 273-74

air interface, 276-77

concept, 267-68

fast power control, 274-76

forward link, 268-70

reverse link, 270-73

synchronization, 273-74

Single-carrier modulation, 253, 255, 266

Single-sideband mixer, 306-7

Single-sideband noise figure, 229

S/I ratio. See Signal-to-interference ratio

Slotted mode operation, 48

Small-scale fading, 8-9, -38-39

Smearing, 197
SMS. See Short messaging services

Soft finger decision, 112-l 3
Soft handoff, 40, 102

Soft-limited capacity, 28, 39, 252, 257

Solid-state amplifier, 2 11

Source coding, 67, 91

Source conductance, 222

Source impedance, 224

Source susceptance, 222

Specrral  envelope, 68, 73-75, 77

Spectral regrowth, 168-70, 172-73, 203,

209-10

Spectral sideband, 3 1 Y-20

Speech characteristics, 68-69

Speech coding, 67

Speech-coding algorithms

concept, 69-70

waveform coders, 70-72

See aho  Voice coder

Speech compression, 67

Speech quality,  83-85

Spreading code, 24-27, 35, 257

next-generation, 257-6 1

Spreading factor, variable, 253, 255-56,

268, 272
Spreading technique, next-generation,

257-6 1

Spread-spectrum modulat ion,  11 ’

See aho  Direct-sequence spread-

spectrum modulation

Spurious signal, 166, 168-69, 190, 203,

306
Square root function, 108

SS7. See Signaling system number 7

SSB noise figure. See Single-sideband noise

figure

SSC. See Secondary sync code

Standards

carrier frequency, 16 1
Third Generation Partnership Project,

25 l-52
wireless networks, 16-l 9

Standby time, 48-49

Steady-state operation, I 65

Straight-line fit, 143, 145

Subsampling receiver, 304

Subscriber capacity, 18, 39, 40

Successive approximation converter,

132-33

Successive interference canceler, 29 2-Y 4
Surface acoustic wave filter, 188, 196200,

240, 301
Switched-gain low-noise amplifier, 238,

240
Sychronization  channel, 268

Symbol-rate processing, 45

Synchronization

digital modem, 88-Y 1

next-generation, 273-74

Synchronization channel, 3 l-32, 47,

279-80
Synchronization mode, 162-65
Synchronous network, 274

Synthesis-and-ana.Iysis  lineax

coder, 77-78

Synthesis filter, 74, 76, 77

Synthesizer, 105

Synthetic quality speech, 83

System identification, 33

predictive

Tail bit, 33-34, 115

Talk mode, 48

Talk  time, 48-49

Tanh response, 235

Tapped delay line, 289-9 1

Tap weighting, 198-199, 290
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TDD. See Time division duplex
TDMA. See Time division multiple access
Telecommunications Industry Association,

252
Telephone user part, 7
TFCI. See Transport format combination

indicator
Thermal noise, 27
Thermometer output code, 128
Third-generation code division multiple

access
coherent detection, 266
concept, 25 1-52
error control, 26 l-66
interoperability, 26667
multirate design, 253-57
physical channel, 252-52
spreading technique, 257-6 1

Third Generation Partnership Project,
25 l-52

3GPP. See Third G eneration Partnership
Project

Threshold comparator, G  1-62
TIA. See Telecommunications Industry

Association
Time coherence, 11
Time division duplex, 150, 266, 277-78,

301
Time division multiple access, 17, 28,

267, 268, 271
Time division multiple access/code

division multiple access, 277
Time-domain predictive algorithm, 69
Time interleaving, 29, 31, 35, 40, 92-93
Timer, 45
Time-tracking correlator, 111
Time-tracking loop, 90, 93
Time-variation fading, 1 O-l 2, 14
Time-varying channel resistance, 233
Time-varying transconductance, 234
Timing synchronization, 25, 32
Toll-quality digitized speech, 67,  83
TPC. See Transport power control
Traffic  channel, 31, 33, 37, 40
Trafhc-fundamental  channel, 279-80
Transceiver, 149-50
Transconductance, 2 18- 19
Transconductance-C filter, 241-44, 247

Transducer, 199-200
Transfer function, 122, 124, 136, 163-65,

224, 225, 228, 242
Transfer function linearity, 14345
Transistor-based mixer, 235
Translinear amplifier, 195
Transmit-band filter, 150-5 1
Transmitter, 149-50, 167-68

concept, 187-88
gain distribution, 172-73
linearity, 238
noise, 170-7 1
spectral regrowth, 168-70, 172-73
spurious response, 168

Transmitter, advanced
concept, 304-5
direct conversion, 305-6
feedforward power amplifier, 3 1 l-l 3
linearized power amplifier, 3 13-I 7
predistortion techniques, 308-l 1
single-sideband noise, 306-8

Transport block, 253, 256
Transport channel, 277
Transport format combination indicator,

268, 270, 273
Transport power control, 268, 270, 273,

276, 278
Transversal filter, 289-9 1
Traveling wave tube amplifier, 3 12-13
Trellis diagram, 113- 15
Tuning, 244
TUP. See Telephone user part
Turbo code, 261-66, 280-8 1
2G system. See Second-generation system
TWTA. See Traveling wave tube amplifier

UHF. See Ultra-high frequency
Ultra-high frequency, 16 1
Unvoiced sound, 68, 72-73, 77, 81
Upconversion, 187, 189, 195-96,  310
Upfade,  106
Uplink.  See Reverse link
User interface, 44

Variable-degeneration amplifier, 239
Variable gain amplifier, 167, 173, 187,

193-95, 238-39
Variable-rate coder, 34, 39, 81
Variable spreading code, 253, 255
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Variable spreading factor, 256,  268, 272
VCO. See Voltage-controlled oscillator
Vector processing, 192
Vector summed excitation linear predictive

coding, 79-80
Very high frequency, 16 1
Very large scale integration, 43, 74
Very long instruction word, 45
VGA. See Variable gain amplifier
VHF. See Very high frequency
Visitor location register, 3
Viterbi algorithm, 101, 113-17, 264-65
VLIW. See Very long instruction word
VLR. See Visitor location register
VLSI. See Very large scale integration
Voice coder, 29, 33, 34, 35, 39, 45, 70

channel coder, 73-74
code excited LPC algorithm, 79-82
concept, 72-73
linear predictive coder, 74-78
RPE-LTP algorithm, 78-79

Voiced sound, 68, 72-73, 77, 81
Voltage-controlled osciltator,  16  l-66,

307-8, 317-19
Voltage standing wave ratio, 204-5, 220,

222,310
VSELP. See Vector summed excitation

linear predictive coding
VSWR. See Voltage standing wave ratio

Walsh code, 29, 31-33, 35, 37, 40;93,
112, 279

Walsh-Hadamard code, 259
Waveform coder, 69-72
Waveform quality factor, 37-38
Weaver image reject receiver, 294-96, 301
Weighting filter, 81
Whitening filter, 291
White noise, 14, 77, 136
Wideband intermediate frequency

downconversion, 296-97
Wideband signal, 11, 13, 121
Widrow-Hoff method, 290
Wiener-Hopf equation, 290
Windowing operations, 58-60, 80
Wireless networks, l-2

architecture, 2-4
data communication, 4
linear prediction coding, 82-83
protocols, 5-7
radio propagation, 7-l 6
standards, 16-19

Yule-Walker equation, 76

Zero-mean probability density function,
1 4

Zero mean process, 6 1-62
Z-transform, 52, 71, 77, 136, 137
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