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Preface

Staggering are both the quantity and the variety of complementary-
metal-oxide-semiconductor CMOS memories. CMOS memories are traded
as mass-products world wide, and are diversified to satisfy nearly all
practical requirements in operational speed, power, size and environmental
tolerance. Without the outstanding speed, power and packing-density
characteristics of CMOS memories neither personal computing, nor space
exploration, nor superior defense-systems, nor many other feats of human
ingenuity could be accomplished. Electronic systems need continuous
improvements in speed performance, power consumption, packing den-
sity, size, weight and costs; and these needs spur the rapid advancement of
CMOS memory processing and circuit technologies.

The objective of this book is to provide a systematic and comprehensive
-Ansight which aids the understanding, practical use and progress of CMOS
methory circuits, architectures and design techniques. In the area of
semiconductor memories, since 1977 this is the first and only book that is
devoted to memory circuits. Besides filling the general void in memory-
related works, so far this book is the only one that covers inclusively such
modern and momentous issues in CMOS memory designs as sense
amplifiers, redundancy implementations and radiation hardening, and dis-
closes practical approaches to combine high performance, and reliability,
with high packing density and yield by circuit-technological and architec-
tural means.
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For semiconductor integrated circuits, during the past decades, the
CMOS technology emerged as the dominant fabrication method, and
CMOS became the almost exclusive choice for semiconductor memory
designs also. With the development of the CMOS memory technology
numerous publications presented select CMOS memory circuit- and
architecture-designs, but these disclosures, sometimes for protection of
intellectual property, left significant hollows in the acquainted material
and made little attempt to provide an unbiased global picture and analysis
in an organized form. Furthermore, the analysis, design and improvement
of many memory-specific CMOS circuits, ¢.g. memory cells, array wiring,
sense amplifiers, redundant elements, etc., required expertness not only in
circuit technology, but also in semiconductor processing and device
technologies, modern physics and information theory. The prerequisite for
combining these diverse technological and theoretical sciences from
disparate sources made the design and the tuition of CMOS memory
circuits exceptionally demanding tasks. Additionally, the literature of
CMOS technology made little effort to give overview texts and methodical
analyses of some significant memory-specific issues such as sense
amplifiers, redundancy implementations and radiation hardening by
circuit-technical approaches.

The present work about circuits and architectures aspires to provide
knowledge to those who intend to (1) understand, (2) apply, (3) design and
(4) develop CMOS memories. Explicit interest in CMOS memory circuits
and architectures is anticipated by engineers, students, scientists and
managers active in the areas of semiconductor integrated circuit, general
microelectronics, computer, data processing and electronic communication
technologies. Moreover, electronic professionals involved in develop-
ments and designs of various commercial, automotive, space and military
systems, should also find the presented material appealing.

The presentation style of the material serves the strong motivation to
produce a book that is indeed read and used by a rather broad range of
technically interested people. To promote readability, throughout the
entire book the individual sentences are chained by key words, e.g. a
specific word, that is used in the latter part of the sentence, is reused again
in the initial part of the next sentence. Usability is enhanced by developing
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the material from the simple to the complex subjects within each topic-
section and topic-to-topic throughout the book. Most of the sections are
devoted to circuits and circuit organizations, and for each of them a
section describes what it is, what it does and how it operates, thereafter, if
it is appropriate, the section provides physical-mathematical analyses,
design and improvement considerations. In the analyses, the equations are
brought to easy-to-understand forms, their interpretations and derivations
are narrated. The derivations of the equations, however, may require the
application of higher mathematics. Most of the physical-mathematical
formulas are approximations to make plausible how certain parameters
change the properties of the circuit, and what and how variables can be
used in the design. Knowledge in the use of the variables, allows for
efficient applications of computer models and simulation programs, for
shortening design times and for devising improvements for the subject
circuits. The simple-to-complex subject composition makes possible to
choose an arbitrary depth in studying the material. A considerable amount
of the material was presented by the author on graduate and extension
courses at the University of California Berkeley, and the response vitally
contributed to the organization and expressing style used in the book.

This book presents the operation, analysis and design of those CMOS
memory circuits and architectures which have been successfully used and
which are anticipated to gain volume applications. To facilitate convenient
use and overview the material is apportioned in six chapters: (1) Intro-
duction to CMOS Memories, (2) Memory Cells, (3) Sense Amplifiers,
(4) Memory Constituent Subcircuits, (5) Reliability and Yield Improve-
ment, and (6) Radiation Effects and Circuit Hardening. The introductory
description of CMOS memory architectures serves as a basis for the
_discussion of the memory circuits. Because memory cells make a memory
device capable to store data, the memory cell circuits are detailed in the
next chapter. Sense amplifier circuits are key elements in most of the
memory designs, therefore, in the third chapter a comprehensive analysis
reveals the intricacies of the sense circuits, voltage-, current- and other
sense amplifiers. Subcircuits, beside memory cells and sense amplifiers,
which are specific to CMOS memory designs are treated in the fourth
chapter. Reliability and yield improvements by redundant designs evolved
to be, important issues in CMOS memory designs, because of that, an
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entire chapter is devoted to these issues. The final chapter, as a recognition
of modern requirements, summarizes the effects of radioactive irradiations
on CMOS memories, and describes the radiation hardening techniques by
circuit and architectural approaches. Since the combination of radiation
hardness and high performance was the incipient stimulant to develop
CMOS silicon-on-insulator SOI and silicon-on-sapphire SOS memories,
this closing chapter devotes a substantial part to the peculiarities of the
CMOS SOI (SOS) memory circuit designs.

The circuits and architectures presented in this original monograph are
specific to CMOS nonprogrammable write-read and read-only memories.
Circuits and architectures of programmable memories, e.g. PROMs,
EPROMs, EEPROMSs, NVROMs and Flash-Memories are not among the
subjects of this volume, because during the technical evolution program-
mable memories have become a separate and extensive category in semi-
conductor memories. Yet, a multitude of programmable and other semi-
conductor memory designs can adopt many of the circuits and architec-
tures which are introduced in this work.

As an addition to this work, a special tuitional aid for CMOS memory
designs is under development. The large extent of memory specific tui-
tional details, which may be read only by a limited number of students,
indicates the book-external presentation of this assistance.

The author of this book is grateful to all the people without whom the
work could not have been accomplished. The instruction and work of Vern
McKenny in memory design, Karoly Simonyi in theoretical electricity and
James Bell in technical writing, provided the basis; the inspiration
received from Edwa{d Teller, Richard Tsina and Richard Gossen, gave the
impetus; the copstructive comments of the reviewers, especially by Dave
Hodges, Anil Gupta, Ranject Pancholy, and Raymond Kjar, helped to
improve the quality; the simulations and modelings by Robert Mento
generated many of the graphs and diagrams; the outstanding word
processing by Jan Fiesel made possible to compile the original manuscript;
the computing skill of Adam Barna gave the edited shape of the equations;
the exertion in computerized graphics by Gabor Olah produced the figures;
the mastery in programming of Tamas Endrody encoded the graphics; and
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the editorial and managerial efforts by Carl Harris resulted the publication
of the book.

This book has no intention to promote any particular design, brand,
business, organization or person. Amy nonpromotional suggestion and
comment related to the content of this publication are highly appreciated.

Tegze P. Haraszti
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1. Basic Units

Voltage [Volts]
Current [Amperes)
Charge [Coulombs]
Resistance [Ohms]
Conductance [Siemens]
Capacitance [Farads]
Inductance [Henrys]
Time [Seconds]

2. Schematic Symbols

Circuit Block

Data Path

—
-—
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Address Information

Other Connections

Inverter
AND Gate

In 1

In N :D_ Out
NAND Gate

In 1—

in N— Out
OR Gate

in 1t T



Conventions
NOR Gate

In 1~

XAND Gate

XOR Gate

In 1

In N — Out
Linear Amplifier

NMOS Transistor Device

Drain

MN
Gate —{% Substrate or Body

Source

PMOS Transistor Device
Drain

MP
Gate —{%— Substrate or Body

Source

xix
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Bipolar Transistor Device

Base ——|<

Collector
Emmitter

Diode
Anode —[>}— Cathode
Tunnel Diode

Anode —5"— Cathode

Complex Impedance
Resistor

Capacitor

- A



Inductor

%: L
Voltage Signal Source

CF v,v(1),V
Current Signal Source

(}) L),
Fuse
Antifuse

.. Positive Power-Supply Pole

Conventions
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Negative Power-Supply Pole or Ground
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Introduction to CMOS Memories

CMOS memories are used in a much greater quantity than all the
other types of semiconductor integrated circuits, and appear in an
astounding variety of circuit organizations. This introductery chapter
describes concisely the architectures of the circuit organizations which
are basic, have been widely impl d and have for ble future
potentials to be applied in memory designs. The architectures of the
different CMOS memories reveal what their major constituent
circuits are, and how these circuits associate and interact to perform
specific memory functions. Furthermore, the examinations of memory
architectures aid to understand and to devise performance improve-
ments through organizational approaches, and lay the foundation to
the detailed discussion of the CMOS memory circuits delivered in the
pext chapters.

-~ 11 Classification and Characterization of CMOS Memories
1.2 Random Access Memories
1.3 Sequential Access Memories
1.4 Content Addressable Memories
1.5 Special Memories and Combinations

1.6 Nonranked and Hierarchical Memory Organizations
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1.4 CLASSIFICATION AND CHARACTERIZATION OF CMOS
MEMORIES

CMOS memories, in a strict sense, are all of those data storage devices
which are fabricated with a complementary metal-oxide-semiconductor
(CMOS) technology. In technical practice, however, the term "CMOS
memory" designates a class of data storage devices which (1)are
fabricated with CMOS technology, (2) store and process data in digital
form and (3) use no moving mechanical parts to facilitate memory
operations. This specific meaning of the term "CMOS memory" results
from the historical development, application and design of semiconductor
data storage devices [11].

In general, data storage devices may be classified by a wide variety of
aspects but most frequently they are categorized by (1) fabrication
technology of the storage medium, (2) data form, and (3) mechanism of
the access to stored data (Table 1.1). From the variety of technologies
which may be applied to create data storage devices, the semiconductor
integrated circuit technology, and within that, the CMOS technology
(Table 12) has emerged as the dominant technology in fabrication of
system-internal memories (mainframe, cache, buffer, scratch-pad, etc.),
while magnetic and optical technologies gained supremacy in production
of auxiliary memories for mass data storage. The dominance of CMOS
memories in computing, data processing and telecommunication systems
has arisen from the capability of CMOS technologies to combine high
packing density, fast operation, low power consumption, environmental
tolerance and easy down-scaling of feature sizes. This combination of
features, provided by CMOS memories has been unmatched by memories
fabricated with other semiconductor fabrication technologies. Applications
of semiconductor memories, so far, have been cost prohibitive in the
majority of commercial mass data storage devices. Nevertheless, the
design of mass storage devices, which operate in space, military and
industrial environments can require the use of CMOS memories, because
of their good environmental tolerance.



to CMOS nories

(1) MEMORY

TECHNOLOGY

Semicoftductor Magnetic Optical Biological” Others

(2) DATA FORM

Digital Analog
(3) MECHANISM

Nonmoving Moving

Table 1.1. Memory Classification by Technology, Data Form and Mechanics.

SEMICONDUCTOR MEMORIES

BIPOLAR CCD MOS GAAS OTHERS

PMOS NMOS CMOS BICMOS OTHERS

BULK SOISOS)

tooloay b 1

Table 1.2. icond memory y
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Historically, system requirements in data form, performance,
environmental tolerance and packing density, have dictated the use of
digital signals in CMOS memories. With the evolution of the CMOS
memory technology, data storage in digital form has become dominant and
self-evident without any extra statement, and the alternative analog data
storage is distinguished by using the expression "CMOS analog memory."
Similarly, because all CMOS memories operate without mechanically
moving parts, an added word for mechanical classification would be
redundant. A plethora of subclasses indicates the great diversity of CMOS
memories, and includes classification by (1) basic operation mode,
(2) storage mode, (3) data access mode, (4) storage cell operation,
(5) storage capacity, (6) organization, (7) performance, (8) environmental
tolerance, (9) radiation hardness, (10) read effect, (11) architecture,
(12) logic system, (13) power supply, (14) storage media, (15) application,
(16) system operation (Table 1.3) and by numerous other facets of the
memory technology.

The vast majority of CMOS memories are designed to allow write and
read and, in a much less quantity, read-only basic operation modes.
In mask-programmed read-only memories the data contents cannot be
reprogrammed by the user. User-programmable (reprogrammable,
read-mostly) memories can also be, and are, made by combining
programmable nonvolatile memory cells (which retain data when the
power -supply is tumed off) with CMOS fabrication technologies.
During the advancement of the memory technology, nevertheless, user-
programmable nonvolatile memories emerged as a separate main class of
memory technology that has its own specific subclasses, circuits and
architectures. Therefore, the circuits and architectures of the user-
programmable nonvolatile memories are discussed independently from the
write-read and the mask-programmed read-only CMOS memories
elsewhere in other publications, e.g., {12].

In CMOS memory technology the classification by access mode and
by storage cell operation is of importance, because these two categories
can incorporate the circuits and architectures of all other subclasses of
CMOS memories. Consistently with the categories, this work first
provides a general introduction to the CMOS random-, serial- and mixed-
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1

ble memory

es and, then, it presents

- the dynamic, static and fixed type of memory cells and the other compo-

Basic Operation Modes:

‘Write-Read, Read-Only, User-Programmable.

Storage Mode: Volatile, Nonvolatile.

3. Access Mode: Random, Serial, Content-Addressable, Mixed.

4. | Storage Cell Operation: Dynamic, Static, Fixed, Programmable.

5. Storage Capacity: Number of Bits or Storage Cells in a Memory
Chip.

6. Organization: (Number of Words) X (Number of Bits ina
Word).

7 Performance: High Speed, Low-Power, High-Reliability,

8. | Environmental Tolerance: Commercial, Space, Radiation, Military, High-
Temperature,

9. Radiation Hardness: Nonhardened, Tolerant, Hardened.

10. | Read Effect: Destructive, Nondestructive.

I1. | Architecture: Lintear, Hierarchical.

12. | Logic System: Binary, Ternary, Quatemary, Other.

13. | Power Supply: Stabilized, Battery, Photocell, Other.

14. | Storage Media: Dielectric, ic,
Magpetic.

15. | Application: Mainframe, Cash, Buffer, Scratch-Pad,
Auxiliary.

16. | System O A k

Table 1.3. CMOS Memory Subclasses.




6 CMOS Memory Circuits

nent circuits which are specific to CMOS memories. The discussion of
component circuits constitutes the largest part of this book, and includes
the analysis of operation, design and performance-improvement of each
circuit type. Improvements in reliability, yield and radiation hardness of
CMOS memories by circuit technological means are provided separately,
after the discussion of the component circuits.

CMOS memory integrated circuits are characterized, most commonly
and most superficially, by memory-capacity per chip in bits and by access-
time in seconds or by data-repetition rate in Hertzes. Generally, the access
time indicates the time for a write or read operation from the appearance of
the leading edge of the first address signal or from that of a chip-enable
signal to the occurrence of the leading edge of the first data signal on the
data outputs. The data repetition rate represent the frequency of the data
change on the inputs and outputs at repeated writing and reading of the
memory. Operational speed versus memory-capacity at a certain state of
the industrial development (Figure 1.1) is of primary importance in
choosing memories to a specific system application. access and content-
addressable memory architectures and, then, it presents the dynamic, static
and fixed type of memory cells and the other component circuits which are
specific to CMOS memories. The discussion' of component circuits
constitutes the largest part of this book, and includes the analysis of
operation, design and performance-improvement of each circuit type. Im-
provements in reliability, yield and radiation hardness of CMOS memories
by circuit technological means are provided separately, after the discussion
of the component circuits.

For system applications, a CMOS memory is succinctly described by a
quadruple of terfhs, e.g., CMOS 32Mb x 8 25nsec DRAM, or CMOS-SOI
0.5Gbx1 200MHz Serial-Memory, etc. The first term states the tech-
nology; the second term indicates the memory storage capacity and
organization; the third term marks the minimum access time or the
maximum data rate; and the fourth term includes the access mode and
often, also the storage cells' operation mode. The capability to operate in
extreme environments, or, a specific performance or feature, are frequently
identified by added terms, e.g., radiation-hardened, low-power or battery-
operated, etc. Attached terms, of course, may emphasize any class,
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subclass or important property of the memory, e.g., synchronized, second-
level cache, hierarchical, etc., which may be important to satisfy various
system requirements.

G Bipolar and Gallium-Arsenide

2|8
E— CMOS Static

a

1M

o CMOS

5 Dynamic Magnetic Disk

e Magnetic Tape

M 00M 106
Memory Capacity [Bits]

Figure 1.1. A data-rate versus memory-capacity
diagram indicating application areas.

Performance requirements may also be expressed by cycle times in
-addition to access times. Commonly, cycle times are measured from the
appearance of the leading edge of a first address signal, or that of a chip
enable signal, to the occurrence of the leading edge of a next address or
next chip-enable signal, when a memory performs a single write, or a
single read or one read-modify-write operation.

Many of the memory applications in ing sy require data
transfer in parallel-serial sets. For data-set transfers the data-transfer rate £,
[bit/sec, byte/sec], data-bandwidth BWy, [bit/sec, byte/sec] and the so-
called fill-ffequency FF [byte/sec/byte, Hertz], rather than access and cycle
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times are important. The fill-frequency is the ratio of the data-bandwidth
and the memory-granularity MG [byte, bit], and it indicates the maximum
frequency of data signals that fills or empties a memory device completely
[13]. Memory-granularity, here, designates the minimum increment of
memory-capacity [byte, bit] that operates with a single data-in and data-
out terminal, and the data terminals of the individual memory-granules can
simultaneously be used in a memory and in a computing system.

For a 16Kbyte memory that consists of two 16Kbit RAMs performing
a maximum data-rate of 2.5 MHz the granularity is 16,384 bit and the fill-
frequency is 152.59 Hz. The fill-frequency of the memory should exceed
that of the computing circuits to obtain economic systems which are
competitively marketable.

During the evolution of computing systems, the gap between the
operational frequency of the central computing unit (fepy) and the data-
transfer rate of CMOS memories f;, has continually increased (Figure 1.2).
Since, at a given state of CMOS technology, f.py >> f;,, high performance
systems attempt to narrow the speed-gap by augmenting the bandwidth of
the data communication between central computing units and CMOS
memory devices, and by exploiting spatial and temporal relationships
among data fractions which are stored in the memory and to be processed
by the computing unit. A burgeoning variety of CMOS memory
architectures have been developed for applications in high-performance
systems. These performance-enhancing architectures are comprehensively
described and analyzed in the literature of computing systems, e.g., [14],
and memory applications, e.g., [15]. Furthermore, CMOS memories,
which are designed specifically for low power consumption, have been
developed to allow-for packing-density increase and for applications in
battery- and photocell-powered portable systems. Low-power systems and
circuits use some special techniques which are widely published, e.g.,
[16], and the publications include the applications of the special
techniques to low-power CMOS memory designs also, e.g., [17]. In this
book, design approaches to both high-performance and low-power
memories are integrated to the discussions of specific memory circuits and
architectures rather than treated as separate design issues.
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Figure 1.2. Widening performance gap between central processing units
and CMOS memory devices.

In' subject matter, this work focuses on write-read and mask-
programmed read-only CMOS memories which either have established
significant application areas or have foreseeable good potentials for future
applications. The material presented here, nevertheless, can well be
applied to the understanding, analysis, development and design of any
CMOS memory.
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1.2 RANDOM ACCESS MEMORIES

1.2.1 Fundamentals

In random access memories the memory cells are identified by
addresses, and the access to any memory cell under any address requires
approximately the same period of time. A basic CMOS random access
memory (RAM) consists of a (1) memory cell array, or matrix, or core,
(2) sensing and writing circuit, (3) row, or word address decoder,
(4) column, or bit address decoder, and an (5) operation control circuit
(Figure 1.3).

COLUMN DECODBER

SENSE and
WRITE AMPLIFIERS

i

MEMORY
CELL
ARRAY

ROW DECODER

Figure 1.3.  Basic RAM architecture.

Generally, the operation of a write-read RAM may be divided into
three major time segments: (1) access, (2) read/write, and (3) input/output.
The access segment starts with the appearance of an address code on the
inputs of the decoders. The N-in/2"-out row decoder selects a single
wordline out of the 2~ wordlines of the memory-cell array. In an array of
2V x 2" memory cells, this wordline renders the data input/output terminals
of 2V cells to 2V bitlines, and an N-in/2%-out column decoder selects S
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number of bitline. S is also the number of the sense and write amplifiers,
and S may be between one and 2". In the second read/write operation
segment, the sense and write amplifiers read, rewrite or alter the data
content of the selected memory cells. During the input/output time
segment, the sensed or altered data content of the memory cells are
transferred through datalines to logic circuits, and to one or more output
buffer circuits. The output buffer is either combined or separated from the
input buffer. A data input is timed so that the write data reaches the sense
and write amplifiers before the sense operation commences. Of course, no
write can be performed in read-only memories. Every memory operation,
e.g., write, read, standby, enable, data-in, data-out, etc., is governed by
RAM internal control circuits.

Most frequently, CMOS RAM:s are categorized by the operation of the
storage cells into four categories: (1) dynamic RAMs (DRAMs), (2) static
RAMs (SRAMs), (3) fixed program or mask-programmed read-only
memories (ROMs), and (4) user-programmable read-only memories
(PROMSs). The following sections introduce the architectures of CMOS
DRAMs, SRAMs and ROMs. CMOS PROM architectures are not
discussed here, as stated beforehand, because PROMs have emerged as a
distinct and extensive class of memories, and their architectures are
developed to accommodate and exploit the unique properties of the
nonvolatile memory cells (Preface).

1.2.2 Dynamic Random Access Memories (DRAMs)

Write-read random access memories, which have to refresh data in
their memory cells in certain time periods, are called dynamic random
aéées,s memories or DRAMs. CMOS DRAMs along with microprocessors
evolved to be the most significant products in the history of solid-state
circuit technology. Among all the various solid-state circuits, CMOS
DRAMSs are manufactured and traded in the largest volumes.

The attractiveness of DRAM devices is attributed to their low costs per
bit, which stems from the simplicity and minimum area requirement of
their fundamental elements, the dynamic memory cells. In a DRAM cells a
binary datum is represented by a certain amount of electric charge stored
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in a capacitor. Because the charges inevitably leak away through parasitic
conductances, the data must periodically be rewritten, or with other words
"refreshed" or "restored”, in each and all memory cells. Refresh is
provided by sense and write amplifiers associated with each individual
bitline. Commonly, the number of individual sense amplifiers is the same
as the number of the bitlines in the array, or, with other words, same as the
number of bits in 2a DRAM internal word. A DRAM refreshes the data in
all bits which connect to a selected wordline at all three operations,
at write, read and refresh, with the exception of the data of those bits
which are modified at a write operation.

A typical architecture of a DRAM (Figure 1.4) includes a refresh
controller, a refresh counter, buffers for row and column addresses and for
data input and output, and clock generators, in addition to the constituent
circuits of the basic RAM. The refresh controller and counter circuits
assure undisturbed refresh operation in all operation modes, i.e., it add-
resses sequentially and provides timing for the refresh of each row of
memory cells. The DRAM-internal refresh control simplifies the DRAM
applications in systems. Applicability is facilitated also by the address and
data buffers, while clocks are fundamental to the internal operation of the
DRAM.

The general operation of the DRAM has litile deviation from the operation
of the basic RAM (Section 1.2.1). Initially, the DRAM is activated by a
chip-enable signal CE. CE and the row and column address strobe signals
RAS and CAS generate control signals. Some of these control signals
allow the flow of the address bits to the decoders either simultaneously or
ina muhlplexed mode. Multiplexing can reduce pin-numbers and, thereby,
costs without” compromises in memory access and cycle times.
In multiplexed memory addressing, first the row address and, thereafter,
the column address is transferred to the row and column address buffers.
Next, the row decoder selects a single wordline from 2N wordlines.
The selected wordline activates all 2™ memory cells in the accessed row,
and 2V memory cells put a 2%-bit data set to 2" bitlines. On the bitline
terminals 2" sense amplifiers read and rewrite, or just write, the data in
accordance with the state of the write/read control signal W. From the 2™-
bit data set, the column decoder selects a single bit or 2 multiplicity of bits,
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Figure 14.  Typical write-read DRAM architecture.

and these data bits are passed to the output buffer and to the data output Q.
The time when the data are valid, i.e., they can be used to further
processing, is controlled by the output enable signal OE. The input data
are stored in the input buffer, and timed to reach the sense amplifiers
before the memory cells are activated. Timing is crucial in DRAM
operations, and a DRAM may apply over a hundred chip-internal clock
impulses to keep the wiring and circuit caused delays under control, and to
synchronize the operation of the different part-circuits which are
distributed in various locations of the memory chip. In this sense, almost
all DRAMs are internally synchronous designs. Historically, DRAM
designs with self-timed (asynchronous) internal operation have provided
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significantly slower and less reliable operations than DRAMs of internally
synchronous designs have done. Asynchronous interfaces may be applied
between synchronously operating blocks in a large-size DRAM chip to
recover from the effects of clock-skews. In CMOS technology,
nevertheless, the term "synchronous DRAM" reflects that the DRAM is
designed for application in synchronous system, and the DRAM operation
requires a system master clock and eventually other control signals which
are synchronized to the master clock.

Similarly to other memory devices, a DRAM is characterized by
features, absolute maximum ratings, direct current (DC) and alternating
current  (AC) electrical characteristics and operation conditions.
AC electrical characterization and operating conditions of DRAMs,
however, involves rather specific timing of clocks. The use of some
external clock signals such as row-address-strobe RAS, column-address-
strobe CAS, write control W, output enable OE and chip enable CE or
address change detection is required to most of the applications, and their
timing determines several performance parameters, ¢.g., the access times
from the leading edge of the RAS signal ty,c, from the leading edge of the
CAS signal t¢,¢, and from the appearance of the column address t,,, and
the read-modify-write cycle time ty, (Figure 1.5) and others.

The access and cycle times of a memory is determined by the longest
delay of the address and data signals along the critical path. In DRAMs, a
greatly simplified critical path includes the (1) row address buffer, (2) row
address decoder, (3) wordline, (4) bitline, (5) sense amplifier and
(6a) output buffer or (6b} precharge circuit (Figure 1.6). The output buffer
delay is a segment of the access times, while the precharge time is a
portion of the cycle times. Neither access nor cycle times are influenced
by the data input buffer delay, because the data buffer operation may be
timed simultaneously with the column address decoder or even sooner,
e.g., as in an "early write" operation mode. Furthermore, cycle times may
be shortened by performing precharge during column addressing and data-
output time.
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Figure 1.6. Simplified critical paths in a DRAM

Access and cycle times may be reduced by giving up some
randomness in the data access, ¢.g., by exploiting that the bits within a
selected row or column are sooner available than bits randomly from the
whole array. That type of randomness limitation is utilized in page mode
(PM) and static column mode (SCM) operations. For the accommodation
of the page and static column operation modes all DRAM array designs
(Figure 1.7) are inherently amenable. In page mode, after the precharge
and row activation, 2V data bits are available in the 2" sense amplifiers.
Any number of these 2V data bits can be transferred to the output, or
rewritten, in‘the pace of the rapidly clocking CAS signal when an
extended RAS signal keeps the wordline active for tg,s, time (Figure 1.8).
The data rate of the CAS signal clocks fg, =1/t,; is fast because
toc = toastiopt2ty. Here, toss is the width of the CAS pulse, te, is the
exclusive time to precharge the bitline capacitance, and t; is an arbitrary
signal transition time. Throughout the duration of ty,s column addresses
may change randomly, but the row address remains the same. A row
address introduces a latency time $p = tg,c + tgp  2t;, Where typ is the RAS
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Figure 1.7. Accommodation of page and static-column
operation modes in a DRAM array.

precharge time that appears after a sense operation is completed and before
the row address buffer is activated.

Furthermore, before the column address reaches the memory cell array
the precharge of the sense amplifier has to be concluded, and every
column address needs a setup time t,sc and hold time t,y. Precharge,
setup and hold time periods are inherent to traditional DRAM operations,
and constrain the possibility of obtaining gapless changes in address and
data signals in page mode or in its improved variations, e.g., in the
enhanced or fast page mode (FPM). The static column operation mode
attempts to make the fast page mode faster by keeping the CAS signal
"statically" low rather than pulsated, and the bits in the sense amplifiers
are transferred to the output or rewritten simultaneously with the
appearance of the column address signals. Thus, after a single preparatory
period, that consist of a row address, a setup, a hold and a transition time,
gapless column address changes (Figure 1.9) can be obtained during the
time when RAS signal keeps a single wordline active. Because the CAS
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signal is unpulsated, one t; transient time can be eliminated at each
column access, but the lack of defined CAS clocks for data transfers and
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Figure 1.9. Address and read-data signals in a static column operation mode.

the rather high implementation costs make the application of static column
mode less attractive than that of the page mode.

Apart from fast page and static column mode implementations, a large
variety of architectural approaches can increase DRAM data rates by the
accommodating operation modes which hide or eliminate some of the
internal DRAM operations for the time of a set of accesses. By little
extension in the DRAM architecture, e.g., by adding a nibble selector and
M-bit (traditionally M=4) input and output registers, a nibble mode
operation may be implemented. In a nibble mode read, the nibble selector
chooses M bits from the contents of the sense amplifiers, these bits are
transferred parallel to the output register which clocks its content rapidly
into the output buffer. In a write operation, the input buffer sequentially
loads the input register which transfers the M-bit data to the write and
sense amplifiers. Because most of DRAM-sense-amplifiers can latch data,
the input and output registers may be eliminated from the design.
In designs where the memory cell array is divided into M blocks, M bits
can be addressed simultaneously and used for fast data input and output in
a fast nibble mode. No extra input and output data register is needed in the
multiple /O configuration, but M simultaneously operating input and
output buffers transfer the data parallel into and out of the memory chip.
The parallel buffer operation dissipate high power, and may result in
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signal ringing or bounces in the ground and supply lines, which limit the
implementability and performance of wide I/O architectures.

Generally, DRAM performance in computing systems can be improved
through an i diw of both archi al and circuit techno-
logical approaches. Minor architectural modifications to accom-modate
page, fast page, static column and nibble modes provide only temporary
solutions for the demands of increasing DRAM data rates and bandwidths,
To keep up with the aggrandizing demand for higher performance (Section
1.1), DRAM architectures need to implement extensive pipelining and
parallelism in their operations, and to minimize the data, address and other
signal delays. The mostly applied architectural approaches to improve
DRAM data rates and bandwidths are described next (Sections 1.2.3-1.2.6)
and under the special memories and combinations (Section 1.5).

1.2.3 Pipelining in Extended Data Output (EDO) and Burst
EDO (BEDO) DRAMs

Pipelined architecture and operation in DRAMs are usually
implemented to increase the data transfer rate for column accesses,
although pipelining could increase the data rate at for row accesses as
well. Column access and cycle times are usually shorter than row access
and cycle times. An access to a particular row and consequent rapid
column-address changes within the single accessed row, can greatly
enhance the data rate of traditional DRAMSs.

The effect of pipelining on the data transfer rate can be made plausible
by a greatly simplified chart of successive critical paths (Figure 1.10).
Here, in a critical path; the time period from the appearance of address
change to the access of a femory cell is A(N); the time from the end of
A(N) to the accomplished data sensing is S(N); the delay from the end of
S(N) to the valid data output is O(N); and the total precharge time is P(N).
N designates the operations and signal delays associated with column
address N, while N+1 indicates the address that follows N in time.
The time period between A(N) and A(N+1) is tgp, and t, indicates the
efficiency of the pipelining schema. Some pipelining may inherently
appear in fast page mode, when the addressing phase A(N+1) follows the
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output delay O(N) rather than the precharge or initiation phase P(N).
Namely, in many designs P(N) = P(N+) is longer than O(N) = O(N+i),
where i is an integer, and the time difference between P(N) and O(N)
allows for shortening the data repetition time tcy,.

PN=1)
TIIEEEEEY
|O(N) AN+1) l S(N+1) | P(N+1) L

IO(L A(N+2) }

Figure 1.10. Covert pipelining in a fast page mode implementation.

Reduction in t, can easily be achieved by using extended-data-out
(EDO) architecture. EDO DRAM architecture connects a static flip-flop
(FF) directly to the common output of a row of sense amplifiers
(Figure 1.11). Since FF provides the data of the address N for the time the
data travels to the output, the next column addressing phase A(N-+1) may
-appear as soon as the data transfer from the sense amplifier into FF is
accomplished (Figure 1.12). FF allows CAS signal to go higher while
waiting for the data to become and stay valid on the output node, and
perform the precharge simultaneously with O@) and A(N+1).
This simultaneousness shortens tep, = tep in fast-page mode. The EDO fast-
page mode, also called hyper-page mode, may be controlled by OF or W
signals to turn the output buffers into high impedance states after the
appearance of valid output data.
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Figure 1.12. Pipelined timing in an EDO DRAM.

As a further improvement, the data transfer from the sense amplifier to
a digital storage stage FF may start as early as the output signal reaches
the level which can change the state of the storage stage. Moreover, the



to CMOS i 23

correct level of precharge or initiation can much sooner be provided on the
sense amplifier nodes than on the bitlines, because the bitline-capacitances
are much smaller than the sense amplifier node-capacitances. Separating
bitline precharge from the sense-input precharge, the bitline precharge can
be taken out from the critical path and hidden. Thus, in the critical path a
reduced precharge or initiation time PR(N) and a shorter sense time SS(N)
occur.
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CONTROL

R2 — R2
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Data
Figure 1.13. A pipelined BEDO implementation in a DRAM.

Pipelined burst EDO (BEDO) DRAMs take advantage of quick sense
SS(N) and precharge PR(N) operation by replacing FF by a two-stage
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register R1 and R2 so that the second R2 is placed close to the data output
buffer (Figure 1.13). In pipelined BEDO timing (Figure 1.14) R1 receives
the data from the sense amplifier, stores data during the precharge or
initiation time of the sense amplifier PR(N), and transfers data to R2.
While the data of address N is in RI and R2, most of A(N+1) and
SS(N+1) can be accomplished. The data from address N reaches the
outputs only after a follower CAS signal initiates an access to the data
stored on address N+1, A data burst is created by parallel access of one
memory cell in each of M subarrays, when only a single row and a single
column address is used with the RAS and CAS signals and the rest of the
column addresses are generated DRAM-internally. Column addressing,
inmost BEDO implementations, is also pipelined through the column
address buffer, a multiplexer and the decoder. This column address
pipeline allows a new random column address to start consequent bursts
without a gap. A change in row address, however, requires longer latency
time than that in EDO or fast-page mode DRAM.

ﬂ |R2(N—1) I R2(N) IRZ(N+1)

|R1(N—1)| R1(N) | RI(N+1}
A(N) |SS(N) IPR(N)]

AN+1) |SS(N+1)|PR(N+1)I

AN+2)

ta te te

Figure 1.14. Simplified timing structure of a pipelined BEDO operation.
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Neither the EDO nor the BEDO with pipelining can operate with such
data output and input signals which have no gaps between the periods of
their validity. Gaps among the valid output signals appear, because only
the data of one row can be sensed at a time by one set of sense amplifiers
and during the precharge time of the sense amplifiers data can not be
sensed, and because within a particular memory the delays for addressing,
sensing, and precharging are usually unequal.

1.2.4 Synchronous DRAMs (SDRAMs)

In RAMs pipelining can reduce the data repetition time t; to the time
period of the required minimum for output signal validity, and can allow
for a gapless input and output signal sequence (Figure 1.15). Gapless input
and output signal sequences can be provided in DRAMs which are de-
signed with synchronous data and address interfaces to the system and
which are controlled by one or more DRAM-external clock signals.

il

A(NY | S(N) | P(N) lO(N)

A(N+1) |S(N+1) |P(N+1) o(N+1)

Figure 1.15. Possible data-repetition time reduction in
pipelined synchronized DRAMs.

In an SDRAM, an external clock synchronizes the DRAM operation
with the system operation, and, therefore, such a clock controlled DRAM
is called synchronous-interface DRAM, or synchronous DRAM or
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SDRAM. Because of the synchronized operation a full period of the
master clock can be used as unit of time, €.g., 2 4-1-1-1-1 SDRAM uses
four clock periods of RAS latency time and after that it generates a series
of four valid data output signals in each clock period (Figure 1.16).
Here, the access and RAS latency times take four clock periods, the CAS
latency time lasts two clock periods and, thereafter, the data change back-
to-back in every single clock period. The number of back-to-back
appearing data bits can be as high as the number of the sense amplifiers,
when the CAS data burst mode is combined with a so-called wrap feature.
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‘l‘ - i CAS Latency‘ \l ':
RAS Latency ! ! I

Figure 1.16. Timing in 2 hypothetical SDRAM design.
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A wrap instruction allow to access a string of bits located in a single row
regardless of the column address of the initially accessed memory cell.

Synchronous memories may have either single data rate (SDR) or
double data rate (DDR) type of interface signals. In a single clock period,
an SDR interface uses a single valid input or output datum, while a DDR
interface accommodates two valid data which are synchronized with the
rising and falling edges of the clock signal.

Synchronization by external clock signals can be designed into any
memory, also in DRAMs which have single or multibank architecture.
Abank, here, includes the memory-cell array and its row- and column-
decoder, sense-, read- and write-amplifiers, read- and write-register,
data input and output buffer circuits. Single-bank SDRAM circuits have
been noncompetitive with dual-bank SDRAMs, because the dual-bank
architecture allows for significantly faster operation than the single-bank
approach does, and the chip size of both single- and dual-bank SDRAMs
can approximately be the same at same bit-capacities for both the single-
and dual-bank designs.

Although all dual-bank SDRAMs can exploit pipelining in some
forms, the nc lature distinguishes so-called pr hed (Figure 1.17a)
and pipelined (Figure 1.17b) dual-bank SDRAM data-interface structures.
The prefetch technigue brings a data word altematively from each bank to
a multiple-word input-output register during each clock cycle. A word,
here, is the number of columns in an array or of the sense amplifiers which
serve one bank. A prefetched dual-bank structure allows to run the data
inputs and outputs of the memory faster than the operational speed of the
‘individual banks, but disallows back-to-back column CAS addressing
during a word-wide data burst. In the pipelined structure, two separate
address registers provide addressing alternatively to the two banks,
no added register for data input and output is needed, and back-to-back
column CAS addressing is permitted. Nevertheless, the clock-frequency of
the data inputs and outputs is the same as that in the banks. Whether a dual
bank memory can achieve minimum output valid time in gapless
operation, it depends on the combination of its internal delays.
Thus, the addressing delays may limit the performance of those dual-bank
DRAMs which are designed with one set of address input. Internal time




28 CMOS Memory Circuits

multiplexing of the input address to each row and column access and 2
combination of prefetch and pipelined architectures may be used to further
improve cycle times in numerous designs.
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Cycle times can be minimized to minimum output valid times in
~ architectures which have more than two banks (Figure 1.18). Multibank
} DRAM (MDRAM or MSDRAM) architectures may include data first-in-
first-out (FIFO) registers (Section 1.3.5), data formatter, address FIFO
- register, timing register and a phase locked loop, in addition to the DRAM
- banks. The data and the address FIFO registers serve as interface buffers
- between the memory and the memory-external circuits which may operate
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Figure 1.18. A multi-bank SDRAM architecture.
(Derived from a product of MoSys Incorporated.)
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with different clock-frequencies. With the frequency of the system clock a
data formatter regulates burst lengths, burst latencies, data-masking and
their timings. The timing register may accommodate clock enable CKE,
master clock MC, mask data output DQM, function F as well as the usual
RAS, CAS, W and CE signals or other control signals to enhance system
applicability. Usually, a skew of the system clock is comected and the
memory operation is synchronized by a phase-locked-loop circuit
(Section 4.6.3).

In synchronous memories pipelining may be designed by applying the
staged circuit or the signal wave technique [17]. The staged circuit
technique requires the insertion of signal storage elements between the end
and the beginning of two pipelined subcircuits, ¢.g., a flip-flop set between
the sense amplifiers and the output buffers, or latches between the column-
address predecoder and decoder circuit, etc. Stage-separator storage
circuits buffer the variations in subcircuit delays and make possible to
synchronize memory-internal operations with the system's master clock.
Subcircuit delays may significantly differ, and the longest subcircuit delay
or part-delay and the largest part-delay variation restrict the maximum
data-rate achievable by staged pipelining. Wave pipelining divides the
total delay, from the inception of the address-change to the appearance of
the valid output data, into even time intervals, and in each interval an
address-change can occur. The duration of the intervals and the maximum
obtainable data-rate are limited, here, by the spread or dispersion of the
total delay time rather than by the sum of the largest part-delay and part-
delay variation. Since the maximum dispersion of the total delay is smaller
than the amount of the longest part-delay and part-delay spread, higher
data-rates are achievable by wave pipelining than by staged pipelining.

Generally, implementations of pipelined multibank SDRAM
architectures provide very attractive means to greatly increase the
input/output data rates of traditional DRAMSs, without improvements in
DRAMs' circuit and processing technologies. Multibank SDRAM
architectures, nevertheless, can not multiply the data rate and the
bandwidth of traditional DRAM proportionally with the number of
pipelined memory banks. The timing of DRAM and SDRAM operations
(Figure 1.16), namely include a row access strobe, or RAS latency time,
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which may last some, eg., four, clock-period long. At low frequency
operations, the RAS latency is only a small percentage of the write and
read times, but at high frequencies the RAS latency may several times be
longer than the write and read times. To decrease the influence of the RAS
latency in the write/read data rates, an increasing number of banks are
required. At a certain number of banks, however, the increasing number
and lengths of long chip internal i and the i i
complexity of the circuits, degrade the speed, power and packing density
parameters to unacceptable values.

1.2.5 Wide DRAMs

The bandwidth of communication between a memory and other
circuits can effectively be enhanced by the increase of the number of
simultaneously operating write and read data inputs and data outputs in the
memory chip. A random access memory that has a multiplicity of data
inputs and outputs is called wide RAM, and if dynamic and static
operation is particularly indicated, they are called wide DRAMSs and wide
SRAMS, respectively. Wide DRAMs feature significantly higher packing
densities than wide SRAMs do. Most of the wide DRAM designs are
required to provide a number of inputs and outputs which are integer-
factors of a byte, e.g., 8, 16, 32, or 64 bits, but some designs need to add a
few inputs and outputs, e.g., 1, 2, or 4 bits, for error detection and
correction. The multiple data inputs and outputs can most speed-efficiently
be supported by an architecture that divides the memory cell array into
blocks, which are simultaneously accessed.

The architecture of a wide DRAM (Figure 1.19) comprises Z number
of X x, Y memory cell subarrays, an X-output row decoder, a Y-output
column decoder, N-bit input and output data buffers, and a mask register
in addition to the traditional clock generators, refresh counter and
controller and the address buffers. Usually, in the data buffers N=ix 8,
where i = 1,2,4..., and in the memory cell array Z=N, e.g., for a subarray of
XxY=1024 an i=2 and a Z=N=16 are designed. During a read operation,
Zblocks of X sense amplifiers, e.g., XxZ=1024x16 sense amplifiers, are
active. Each sense amplifier bank holds temporarily the data from the
addressed X-bit row of its XxY bit memory cell array after the same rows
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in all Z arrays are accessed. When the same columns in Z arrays are
selected, the data of each individual one of Z columns are moved
simultaneously from Z sense amplifiers to Z=N output terminals. In a
write operation, the input data flow simultaneously from Z=N input
terminals to Z sense amplifiers. The data content of the sense amplifiers
may be masked. If the mask changes the data patterns during the
appearance of the consequent write enable W signals or of row address
strobe RAS signals, the masked write is called nonpersistent, otherwise the
masked write is persistent. Write enable may separately be provided for
Iower and higher byte sets, e.g., through WEL and WEH control signals.
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Figure 1.19. Data and address paths in a wide DRAM.

In systems, very high bandwidth and data rate can be obtained by
applications of wide DRAMs. Nonetheless, wide DRAMSs dissipate great
amounts of power due to the high number of simultaneously activated data
output buffers and sense amplifiers. Furthermore, the simultaneously
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operating output buffers and sense amplifiers cause large current surges,
which may degrade the reliability of wide DRAMS mainly by hot-carrier
emissions in the constituent transistors. Both the power dissipation and
reliability of wide DRAMSs can substantially be improved by using special
circuit techniques and coding in the design of the output buffers
{Section 4.9).

1.2.6 Video DRAMs

A video random access memory (VRAM) is a high-speed wide-
bandwidth DRAM, that is designed specifically for applications in
graphics systems. In graphics systems a display memory stores the data
representing pixels to be displayed, a buffer memory provides timing
interface and parallel-serial data conversion between the display memory
and a monitor, and a video monitor shows the pattern or picture assembled
from the pixel data (Figure 1.20).

DISPLAY BUFFER
MEMORY MEMORY MONITOR

Figure 1.20. Simplified graphics system.

High data rates and wide bandwidths of VRAMs are achieved by
combining the display and buffer memories in a single chip, by
constructing the display memory of a multiplicity of simultaneously
accessible arrays made of two-port or triple-port DRAM cells, and by
implementing the buffer memory in SRAMs. A VRAM architecture is
either dual-port with one random-access and one serial-access port, or
triple-port with one rando: and two serial ports. A dual-
port VRAM comprises only one buffer memory that restricts the
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sequential data flow to one direction at a time. Data can move in both
directions in and out of a triple-port VRAM simultaneously, because it has
two buffer memories and one display memory. In essence, the buffer
memory is a serial access memory SAM, that can move the columns or
rows of bits step-by-step sequentially, and in that SAM either a column, or
a row, or both can be written and read parallel.

To data writing and reading the design has to provide three typical
VRAM operations: (1) asynchronous parallel access of a DRAM data port,
(2) high-speed sequential access of one or two SAM ports, and (3) data
transfer between an arbitrary DRAM row and one or two SAMs. DRAM
and SAM ports must be accessible independently at any time except
during a data transfer between the DRAM and a SAM. Some design
requirements comprise data transfer only from DRAM to SAM, others
encompass bidirectional data moves between the DRAM and a SAM.
Not all VRAMs perform sequential data write, but all VRAMS have serial
read capability.

In a triple-port VRAM (TPDRAM) architecture (Figure 1.21) the data
transfer between the DRAM and both SRAMS is very quick, because these
memories are placed in close proximities to each other in the chip.
Each (X x Y)-bit memory cell array has Y number of sense amplifiers, all
the Z number of arrays are addressed simultaneously. The operation of
Y x Z number of sense amplifiers allow for minimizing both RAS and
CAS latency times and for speedy parallel data transfers from and to all of
the DRAM arrays. Data transfer rates in the SAMs are much faster than
those in the DRAMS, because SRAMs have inherently short access times
and because the size of each SAM (Y x Z)/2 bits is much smaller than that
of the DRAM (X x Y x Z) bits. Both SAMs may operate synchronously or
asynchronously and independently from each other. For independent
operation each of both SAMs is controlled its individual address counter.
While an address counter can point any word address in a SAM, a bit-
mask register controls the location of the bits in the word, which is to be
written and, in some designs, read also. A column mask register is also
used to modulate the DRAM's column address by the content of the color
register. Otherwise, the DRAM constituents and operation are the same as
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those for other DRAMSs with the exception of the memory cells, which are,
in the depicted architecture, triple-port dynamic memory cells.

Dual-port VRAMS, of course, apply dual-port memory cells, and their
architecture is similar to that of triple-port VRAMs, but dual-port VRAMs
have only one SAM array, one address counter and one serial data port.
Both the dual- and triple-port VRAMs allow for substantial increase in
system performance without placing stringent requirements on DRAM
access and cycle times.

1.2.7 Static Random Access Memories (SRAMs)

Random access memories which retain their data content as long as
electric power is supplied to the memory device, and do not need any
rewrite or refresh operation, are called static random access memories or
SRAMs. CMOS SRAMs feature very fast write and read operations,
can be designed to have extremely low standby power consumption and to
operate in radiation hardened and other severe environments.

The excellent speed and power performances, and the great
environmental tolerances of CMOS SRAMs are obtained by compromises
in costs per bit. High costs per bits are consequences of the large silicon
areas required to implement static memory cells. A CMOS SRAM cell
includes four transistors, or two transistors with two resistors,
to accommodate a positive feedback circuit for data hold, and one or two
transistors for data access. The positive feedback between two
complementary inverters provides a stable data storage, and facilitates
high speed write and read operations. The data readout is nondestructive,
and a single sens¢ amplifier per memory cell array or block is sufficient to
carry out read operations.

SRAM architectures and operations are very similar to that of the
generic RAM (Section 1.2.1), but an SRAM architecture comprises also
row and column address registers, data input-output control and buffer
circuits, and a power down control circuit, in addition to the constituent
parts of the generic RAM (Figure 1.22). The operation of the SRAM starts
with the detection of an address change in the address register. An address
change activates the SRAM circuits, the internal timing circuit generates
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the control clocks, and the decoders select a single memory cell. At write,
the memory cell receives a new datum from the data input buffers; at read,
the sense amplifier detects and amplifies the cell signal and transfers the
datum to the output buffer. Data input/output and write/read are controlled
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Figure 1.22. An SRAM architecture.

by output enable OE and write enable WE signals. A chip enable signal
CE allows for convenient applications in clocked systems, and system
power consumption may be saved by the use of the power down signal
PD. The power down circuit controls the transition between the active and
standby modes. In active mode, the entire SRAM is powered by the full
supply voltage; in standby mode, only the memory cells get a reduced
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supply voltage. In some designs, the memory-internal timing circuit
remains powered and operational also during power down.

In SRAM operations, the read and write cycle times tpc and ty, are
specified either as the time between two address changes or as the duration
of the valid chip enable signal CE, the address access time t,, is the period
between the leading edge of the address change signal and the appearance
of a valid output signal Q, the chip enable access time t,cg is the time
between the leading edge of the CE signal and the appearance of Q, t,y is
the time between address change and the end of CE, and tcy is the period
from CE to the write signal or the duration of CE (Figure 1.23). In certain
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Figure 1.23. Cy;:le and access times in an SRAM.
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SRAM designs, the output enable signal (OE) may also be used as refer-
ence for determining various cycle and access times. The critical path de-
termining cycle times comprises the delays through the (1) row address
buffer, (2) row address decoder, (3) wordline, (4) bitline, (5) sense ampli-
fier and (6) output buffer circuits (Figure 1.24). Precharge and initiation
times for sensing as well as column address buffer and decoder delays can
well be hidden in the critical timing of an SRAM.

For internal timing, SRAMs apply a high number of clock impulses
generated from an address change or chip enable signal in asynchronous
systems, or and from the systems’ master clock in synchronous systems.
Synck and asynct >us operation, here also, relates to memory-
system interface modes rather than to chip-internal operation modes.

The cycle times of SRAM operations can significantly be decreased by
pipelined designs, similarly to the pipelining in DRAMs. (Sections 1.2.3
and 1.2.4). Synchronized SRAMs or SSRAMs, designed with multiple
bank architectures, can serve very fast computing and data processing
circuits. Some SRAM circuit designs allow to implement pipelining
without using registers to separate the intervals of the individual delays in
the so-called wave pipelining schema (Section 1.2.4).
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ADDRESS | ADDRESS
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WORD 8IT SENSE | OUTPUT
LINE LINE |AMPLIFIER | BUFFER

Cycle Time

Figure 1.24. Critical timing path in an SRAM.
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1.2.8 Pseudo SRAMs

Pseudo-SRAMs are actually DRAMs, which provide chip-internal
refresh for their stored data and in effect appear as SRAMs for the users.
Like many DRAMs, pseudo-SRAMs also, allow three methods for refresh:
(1) chip-enable, (2) automatic, and (3) self-refresh. A chip-capable refresh
cycle operates during the appearance of the CE signal, the rows have to be
externally addressed, and the row accesses have to be timed so that none
of the data stored in the DRAM can degrade to an undetectable level.
Automatic data refresh cycles through a different row on every output
enable OE or refresh RFSH clock impulse without the need to supply row
addresses externally. Self-refresh does not need any address input nor any
external clock impulse. Without any external assistance, a timer circuit
keeps track with the time elapsed from the last memory access, and
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Figure 1,25, Refresh controller and timer in a pseudo-SRAM architecture.
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generates signals to refresh each individual row of the pseudo-SRAM se-
quentially.

The architecture of a pseudo-SRAM is the same as that of a DRAM
but for internal refresh some logic to the operation control an automatic
refresh controller and a self-refresh timer are added to the basic DRAM
configuration (Figure 1.25). Pseudo-SRAMSs' characterizations and appli-
cations are also similar to those for SRAMs. Pseudo-SRAMs operate some
slower than their SRAM counterparts due to the hidden refresh cycles, but
their smaller memory cell size makes possible to produce them at low
costs.

1.2.9 Read Only Memories (ROMs)

Random access memories, in which the data is written only one time
by patterning a mask during the semiconductor processing and cannot be
rewritten nor programmed after fabrication, are the read only memeries or
ROMs. CMOS ROMs can combine very large memory bit capacity,
fast read operation, low power dissipation and outstanding capability to
operate in radiation hardened and other extreme environments at low
manufacturing costs.

The combination of high performance and packing density with low
costs is attributed to the use of the one-transistor NMOS or PMOS ROM
cells. The sole transistor in the ROM cell can be programmed to provide
either high or low drain-source conductance at a certain gate-source volt-
age. Furthermore, the programming can be performed by one of the last
masks in the processing sequence, which results in short turn-around times
in ROM manufacturing. ROM cells may be arranged in NOR or NAND

“ configurations depending on the particular design objectives.

Both the architectural design (Figure 1.26) and the operation of ROMs
are basically the same as those of the SRAMs (Section 1.2.7) with the
exception that ROMs have no write-related circuits, signals and con-
troilers. The critical signal path in a ROM includes the delays of the
(1) row address buffer, (2) row address decoder, (3) wordline, (4) bitline,
(5) sense amplifier, and (6) output buffer. Sense amplifiers may be very
simple and fast operating because the hard-wired data storage provides
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large differences in signal levels. Pipelining of addressing and data signals
are commonly used in ROM designs, which along with synchronous
operation can greatly improve output data rates.
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Figure 1.26. ROM architecture.

1.3 SEQUENTIAL ACCESS MEMORIES (SAMS)

1.3.1 Principles _

1n a sequential or serial access memory (SAM) the memory cells are
accessed each after the other in a certain chronological order. The
locations of the memory cells are identified by addresses, and their access
time depends strongly on the address of the accessed memory ceil. In a
generic SAM (Figure 1.27), an address pointer circuit selects the requested
address and controls the timing of the data in- and outputs, a sequencer
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circuit controls the order of succession of addresses in time, and a memory
cell array contains the spatially dispersed data bits.

ADDRESS
POINTER
MEMORY

CELL
ARRAY

ADDRESS
SEQUENCER

Figure 1.27. Generic SAM structure.

Data In (D)

Data Cut (Q)

A SAM array is combined either of static or dynamic random access
memory cells, or static or dynamic shift register cells. Theoretically,
}nonvolatile data storage cells may also be used in sequential memory
 designs. In characterization of sequential memories the input/output data
 rate or frequency T, and the bandwidth BW indicate the speed performance
more unambiguously than the write and read access and eycle times do.
Namely, SAM access and cycle times are functions of the memory bit-
capacity, the location of the addressed memory cell, the used processing
technology and design approach. By design approach CMOS SAMs may
be categorized in three major groups: (1) RAM-based, (2) shift-register
(SR) based and (3) shuffle memories.

SAM circuits based on CMOS RAM designs provide lower frequency
‘data rates than their SR based counterparts do, because the length of each
input/output period is determined by the access times of the RAMs.
To circumvent the access time limitations RAMs in SAMs may feature
fast page, fast nibble, fast static column, extended data out or burst
‘extended data out modes, or they are synchronous, extended, cached or
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Rambus DRAM or SRAM designs. RAM based SAMs, by all means, have
the fundamental advantages against SR-based approaches, that RAM-cell
sizes are much smaller than the corresponding SR-cell sizes, and that the
power dissipation of a RAM is a small fraction of the power consumption
of a corresponding SR memory. The small cell size and power consump-
tion allow for designs of high-packing density large-bit-capacity SAMs
which can operate with rather high speed. Very high data rates,
exceptionally low power dissipation and high packing density can be
combined in shuffle memories.

1.3.2 RAM-Based SAMs

A RAM-based SAM consists of a complete DRAM or an SRAM
(Sections 1.2.2 and 1.2.7), an address counter, an address register and an
address comparator (Figure 1.28). The address counter generates the add-
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Figure 1.28. A RAM based SAM configuration.
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resses from 0 to N in an N-capacity SAM, and enables write or read, when
the content of the address register and the counter are the same.
The address comparator and the clock and controller unit provide the
timing signals, and the combination of the counter, comparator and
register circuits has the role of an address pointer circuit.

1.3.3 Shift-Register Based SAMs

E High-speed sequential data access can be provided by shift register
 (SR) based SAM. A single SR stage, however, contains at least two data
5 storage elements and two data transmission devices, and needs at least two
clock phases for operation. For a write or read operation, and in dynamic
E SRs during storage also, the entire data content of the SAM has to be
: oved simultaneously. The simultaneous transfer of all data results in
large power dissipation. Both the rather large SR-cell size and the
Eexcessive power consumption limit the bit-capacity of SR-based SAMs.
' Nevertheless, the application of SRs makes possible to eliminate the
_Edecoders, sense amplifiers, and the bitlines from the storage array.
' Ina CMOS SR-based array, the cells drive very little capacitive loads and,
erefore, very high input/output data rates can be achieved. Furthermore,
with SR-based memory designs the achievement of very high radiation
hardness is also possible, because SRs do not need sense amplifiers.

A typical SR-based SAM (Figure 1.29) includes a word-or-block-wide
barrel shift-register array, a clock generator, an address counter and
input/output control and buffer circuits. Input/output data may be
transferred serially bit-by-bit or parallel word-by-word depending on the
f state of the SPD signal. A W/R signal controls write or read operations, an
M signal selects masked or unmasked write or read, and an R signal
allows data recycle in the array. In an N x M bit array, with clock phase ¢,
- the data from the input/output register, or from the last N-th M-bit column,
are transferred into a first M-bit column, and simuitaneously the data
content from every second column storing complement data are
transferred into their neighbored odd numbered column 1,3,...N-1. During
clock phase ¢, the data content of all columns storing true data are
transferred simultaneously into their neighbored even numbered column,
and so forth with consecutive ¢, and ¢, clock phases. Always two
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neighbored columns contain a single one of each data word after the data
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F{gnm 1.29. A typical SR-based SAM architecture.

transitions are accomplished. Thus, only N/2 number M-bit words can be
stored and shifted in an N-column by M-bit SR-based SAM. The data shift
in an SR-based SAM may be made plausible in a 4 x 4 bit amray, i.e., in an
8 x 4 cell array (Table 1.4), in which the initial data content of the storage
cells is represented by numbers, and the storage cell locations correspond
to positions in the matrix. The location of a word is pointed by an address
counter, which can be controlled for serial or parallel address reception by
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an SPA signal. PR signals program the speed of two clock signals CL1
and CL2. CL1 and CL2 provide the two basic operation phases ¢, and ¢,,
and serve as references to various clock signals required for the operation
of the memory frequencies. The chip-enable CE signal keeps the memory
active, clocking may be stopped and started any time by an S/G signal,
or the stop and start can be determined by the content of the address
counter in most SR-based SAM designs.

11 il 12 2 13 i3 14 i
210 3 2 2 » B 24 A
31 31 32 2033 3B 34 3
41 ai 2 B 83 3 4 4
Phase 1
4 i no oz 12 3 13 1
24 31 21 B 2 B 23 24
3 31 3 @32 B 33 34
4 H 41 2 a2 3 43 44
Phase 2
14 4 11 ol 12 iz 13 3
24 3 210 7 2 2 23 B
24 3% 31 3 32 R 33 3
4 @ 4 A a2 2 48 0B

Table 1.4. Barrel-shifting in a 4 x 4 bit (8 x 4 memory cell) array.

The SR operation allows for gapless streams of input and output data
which appears synchronized with the applied mast