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PREFACE

This book covers many aspects of the design of integrated circuits for fiber-optic
receivers and other high-speed serial data links. Fundamental concepts are explained
at the system-level, circuit-level, and semiconductor-device-level. Several books have
been published on the broad topic of fiber-optic communications, covering various
aspects of optical systems, including, optical fiber technology, wave propagation in
optical fibers, optical sources, optical detectors, optical receivers, coherent optical fiber
communication, and applications of fiber-optics. since these books cover awiderange
of topics, the chapters on receiver design are necessarily abbreviated, and few books
even mention the challenging problem of high-speed clock recovery. Asit turns out,
clock recovery is the most difficult task to perform in broadband receivers. In this
book, which is devoted solely to discussing integrated optical receivers, techniques
for extracting timing information from the random data stream will be described in
considerabledetail, aswill all other aspects of receiver design. Thisbook could be used
as a text for graduate and upper undergraduate courses in both analog circuit design
and communication systems. It is written in a tutorial form and should aso prove
useful to practicing engineers wishing to update their knowledge through self-study.

Intended Audience

Communications systems are becoming increasingly complicated and ever smaller.
The personal communication revolution will see portable communication units fitting
in shirt pockets. Advancesin disk-drivesfor portable computersare resultingin higher
bit-densities, requiring higher speed serial processing. As a result of this trend —
of higher-speeds, coupled with smaller packages — more elements of the system are
being implemented in integrated form, and smaller systems are becoming increasingly
complex. This requires that the IC designer be sufficiently knowledgeable about
systems theory at the global-level, and semiconductor physics at the micro-level, to
provide a middle-ground for the development of monoalithic systems. This common-
ground isillustrated conceptualy in Fig. 0.1.

Xi
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SYSTEMS THEORY:
Communication, and
Signal Processing

ANALOG IC DESIGN:
Intermediate Frequnecy Amplifiers,
Oscillators, Mixers, Filters, etc.

MONOLITHIC OPTICAL AND MICROWAVE:
SYSTEM Design and Testing Techniques

SOLID-STATE PHYSICS:
Integrated Circuit Fabrication,
and Device Modeling

Figure0.1 lllustration of analog circuit designersfilling an important gap

Circuit designers are the intended audience of this book. These are the people who
choose the circuit topology, transistor dimensions, current and voltage levels, and do
the layout and testing of integrated circuit chips. It is hoped that this work will help
to fill two serious gaps that the authors have perceived in the design of integrated
systems. One is the gap between system designer and circuit designers. The second
is the gap between designers of traditional analog circuits and microwave engineers.
Traditionaly, the design of communication systems begins with systems theorists
who perform complex mathematical analysis and optimization on aglobal level. The
system engineer produces a block diagram containing various circuit building blocks.
Often microwave engineersdesign thefront-end amplifier, mixer, and oscill ator blocks,
leaving the design of the intermediate frequency building blocks to a circuit designer
experienced in standard analog techniques — a natural partition, since microwave
and analog designers rarely speak the same language. Despite the various disciplines
of engineering required for the design of a complete system, in the past, system-
engineers needed only a limited knowledge of circuit design, and conversely, circuit
designers needed only alimited knowledge of systems theory, for thisdivision of tasks
to fit seamlessly together. However, when the data-rate increases to a point where
the limitations of the transistors are reached, this seam becomes ever wider. Various
parasitics have alarge effect on system performance and need to be taken into account
in the system-design at the outset.

Design Philosophy

We contend that it is more appropriate for a skilled circuit designer to learn enough
about system theory to make modificationsin optimal architectures, that are realizable
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at high-speeds, than it would be for a systems-engineer to anticipate al potential
problemsin circuit design, and account for themapriori. The reasonsfor thisstatement
are both philosophical and pragmatic. From a philosophical point of view, the design
of a high-speed analog circuit is often as much a work of Art, as the result of a
mathematical prescription. The Art comes in developing an intuition about what can
be donein a given technol ogy, making aleap of faith to a possibleimplementation, and
then using analysis to fine tune the result. Often elegant analysis deriving an optimal
structure come after the fact, and only serve to justify the validity of thisintuitiveleap.
Optimizing acircuit on asystems level, without knowledge of the parasitic effects that
can render the circuit useless, is usually a waste of time. From a much more practical
standpoint, if a system is going to be designed on a single chip, it is chip-designers
who are ultimately responsible for getting the system to work. The chip-designer,
therefore, has no choice but to become, at least, a hovice system architect.

To aid circuit designers in filling the gap between themselves and system engineers,
Part | of this book explains the fundamentals of system theory required for the design
of broadband receivers in a manner that makes sense to a circuit designer. To this
end, emphasisis placed on intuition, and variousillustrationsare given to make results
clearer. It is hoped that by presenting the fundamentals in an intuitive manner, a
sufficient core knowledge of the subject can be digested to alow the reader to leap
beyond the mathematics, and apply the intuition gained to improve future circuit
designs. The mathematical development in Part | is rather lengthy, and the density
of equations may scare away circuit designers, who typicaly like to see more hand-
waving than at the launching of a cruise ship on its maiden voyage. Although the
chapters are dense with equations, many of the intermediate steps in the derivation
have been included. We believe this actually allows a longer book to be read faster,
than if it were shorter. Also, fundamental results are enclosed in boxes to set them
apart from steps in the derivation, and frequent rest-stops are encountered along the
way to reflect on the results and give examples.

Outline of the Book

The book is organized into two parts. Part | covers the theory of communications
systems as it applies to high-speed PAM (Pulse Amplitude Modulation) systems. The
primary emphasisis on clock recovery circuits, and two chapters thoroughly cover this
topic.

Theoretical concepts are generally grasped more easily by example. Therefore Part |1
is devoted to circuit design issues that illustrate example realizations of architectures
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described in Part I. Part |1 is not a comprehensive step-by-step guide for designing
receiver |1Cs, but fundamental concepts are presented so that the reader can grasp the
main ideas and begin to design circuits of his own.

Part |

The basic requirements of a fiber-optic receiver are briefly reviewed in chapter 1.
This providesan overview of the problemsthat will be dealt within considerably more
detail in the remainder of the work.

Frequency domain analysis of random data, and data derived signals, is the topic of
chapter 2. Although these results have appeared elsewhere, we found them difficult
to understand and interpret from the point of view of a circuit designer. Therefore,
We have presented results from first principles, in atutorial form, with an emphasis on
applicationsto receiver design. By the end of this chapter, the reader should have the
analytical tools to answer important questions about receiver design trade-offs. More
importantly, the reader should develop a feel for the characteristics of random data,
and be able to predict the basic behavior of certain circuits by inspection.

Inchapter 3, we addressthe problem of deriving an optimal receiver in the presence of
both non-white noise, and phase-jitter. Several books on communication theory cover
thistopic adequately. Our focus will be to discuss the application of thistheory to the
design of high-speed IC receivers.

In chapter 4, the theory of clock recovery in a broadband system is presented. The
recovery of a timing waveform from random data is the most difficult task that a
broadband receiver must perform. The speed of clock recovery circuits often limits
the maximum bit-rate of the receiver. Various clock recovery techniques are given,
and the advantages and disadvantages of each method are discussed. In addition,
clock recovery circuits based on maximum a posteriori (MAP) estimates in white
Gaussian noiseare considered, and theresulting architecturesare compared to heuristic
approaches.

Inchapter 5, practical architecturesfor clock recovery at high-speeds are given. Some
of these circuitsare modifications of previously reported schemes, and othersare novel.
One novel technique in particular is outlined that has several desirable properties.
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Part |1

InPart I we present the transi stor-level design, and measured results, of fundamental
building blocks and test circuits. A brief review of high-speed | C processes, applicable
to fiber-optic receiver design, is given in chapter 6. The theory and properties of
HBTs (Heterojunction Bipolar Transistors) is presented. Typical models of GaAs and
InP HBTsfor SPICE simulations are given at the end of this chapter.

A detailed noise analysis of a transresistance preamplifier is given in chapter 7,
showing the fundamental noise limitations of broadband receivers. Also, an InP
preamplifier design is discussed and simulated results are given. The preamplfier
circuit is integrated with a p-i-n photodiode for detection of light at a wavelength of
approximately 1.3-um. Thiswavelength isideally suited to single-mode glass optical
fibers, which display very low losses at wavelengths of 1.3-xm and 1.55-pm.

Test structures are essential for process evaluation and modeling. In chapter 8, we
report on two voltage controlled oscillators (VCOs). The measured results of the
oscillators were compared to SPICE simulations, and the model parameters of the
HBTs were optimized to fit the observed data.

In chapter 9, the circuit design and measured results of apatented VCO and a 6-GHz
phase-lock loop are presented. The VCO combines a ring oscillator with frequency
doublingto produce quadrature outputsat twicethe ring frequency, and athird output at
four timesthering frequency. The PLL wasdesigned using the VCO and demonstrates
functionality of key circuit building blocks of a clock recovery circuit.

Finally,inchapter 10, thedesign of acompleteclock recovery and dataretiming circuit,
based on the novel architecture of chapter 5, and utilizing circuits of chapters 7-9, is
presented. Simulation results are given which show that the circuits are applicable to
multi-gigabit-per-second communication systems.

It isour intention, that more than just reporting on the results of specific circuits, this
book will serve as a tutorial on the the design of integrated high-speed broadband
PAM data systems, such as, repeatersin long-haul, fiber-optic, trunk-lines, tranceivers
for use in LANs and WANS, read-channels for high-density data-storage devices,
and wireless communication hand-sets. We hope this work will provide a basis for
improved designs of the future.

AARON BUCHWALD
KENNETH W. MARTIN

Hong Kong
30 September 1994
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Perhaps it will one day be said
that | have written something of substance,

something useful,
that | have entered the Mystery.

When cutting an axe handle with an axe,
surely the model is at hand.

Each writer finds a new entrance into the Mystery,
and itis difficult to explain.

Nonetheless, | have set down my thinking
asclearly as| am able.

— Lu CHi, Wen Fu
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What we’ve got here — is a failure to communicate.

— DoNN PEARCE, Cool Hand Luke






INTEGRATED FIBER-OPTIC
RECEIVERS: AN OVERVIEW

1.1 INTRODUCTION

Once the exclusive domain of high-cost telecom applications, multi-gigabit-per-second
fiber-optic communicationscircuitsare finding there way into a variety of datacom sys-
tems. A new class of networksisemerging, which uses SONET (Synchronous Optical
Network) or SDH (SynchronousDigital Hierarchy) hardwareand ATM (Asynchronous
Transfer Mode) packet-switching for multimedia data communication. Plans to build
avenues connecting thisinfor mation super-highway to the public will create alarge de-
mand for fiber-optic communication systems. Another, potentially enormous, market
for fiber-optics is wireless personal communication; widespread usage will require a
large number of base-stations, separated by afew hundreds of metersin densely popu-
lated areas. It islikely that communication between base-stations will also be through
high-speed optical systems. With this large demand for fiber-optic systems, focus has
shifted, from high-speed-at-any-cost approaches, toward economical systemsfor high-
volume production, thereby creating a large incentive for designing fully-integrated
receivers and transmitters. Previous receivers, which used highly tuned and expensive
discrete microwave components for low-volume telecom circuits, are now being re-
placed with low-cost integrated circuit transceivers. As aresult, the task of receiver
design now falls upon IC chip designers, who may not be as familiar as they would
likewith system-level issues and clock recovery difficulties. In thisbook we cover the
relevant theory and discuss circuit design issues so as to equip I1C designers with the
necessary toolsto realize next generation fiber-optic receivers.
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Scope of the Book

Several books on fiber-optic systems cover the subject thoroughly — from components
and devices — to applications. Four excellent books are those by Personick [1],
Keiser [2], Green [3], and Senior [4]. In this book we will narrow our scope and be
primarily interested in the design of high-speedintegrated receiversfor pulseamplitude
modulated (PAM) transmission of digital data. We will only discuss direct-detection
receivers, coherent systems will not be covered. By high-speed, we mean speeds
close to the limitations of the transistors used. This implies data-rates of from 1—
2 Gb/s for fine-line CMOS, 2-10 Gb/s for advanced silicon bipolar, and 10 Gb/s
and beyond for [11-V FETs and heterostructure devices. By integrated, we mean a
high-degree of integration, although we include multi-chip hybridsin this definition.

This isin contrast to systems built primary with discrete microwave components, or
with monolithic-microwaveintegrated circuits (MMICs), containing only afew active
components per chip. Although MMIC techniques are not considered here, this does
exclude their usage in a practical cost-effective receivers.

The circuitsconsidered contain on the order of 100—1000 active devices, and thedesign
methodol ogies use traditional analog techniques, relying on small intra-chip distances
so that transmission-line effects can beignored. Still, a multitude of problems arise at
these very high speeds, making the design task difficult. The primary challenge of the
design of high-speed integrated receivers, therefore, isto makethecircuit insensitiveto
deleterious parasitic effects, which become increasingly troublesome at high-speeds.
Thisis considered both from an overall system standpoint, by choosing an acceptable
architecture, and from a physical standpoint in the IC layout. Most of the circuits
presented in this book used 11—V heterojunction bipolar transistor (HBT) structures
(GaAs and InP). However, they are also directly applicable to Si-bipolar, and the
design techniques and architectures presented can be realized using either CMOS or
high performance FETs with appropriate circuit modifications.

Target Applications

Much of this book focuses on the design of circuits and development of architectures
that will lead to the eventual implementation of a 10-Gb/s fiber-optic receiver for
long-haul telecommunication trunking. Prototype circuits were designed to meet this
objective. In what follows, the term receiver will refer to al the electronics, after,
and including the photodetector. A block diagram of a typical fiber-optic receiver
is shown in Fig. 1.1. Aside from the primary usage in telecom applications, the
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architectures and circuits presented here have a wider applicability to any high-speed
PAM communication system; such applicationsinclude the following.

m  LANSs (Local Area Networks), providing broadband data communication links
between computers over optical fibers such as FDDI (Fiber-Distributed Data
Interface).

= WANS (Wide Area Networks) for multimedia applications (as mentioned above
these can be based on SONET hardware with ATM switching).

= High-speed read/write channels for magnetic data-storage (as the bit-density of
data storage devices is reduced, the serial data-rates are fast approaching the
gigabit-per-second range).

m  Date transfer between wirel ess-communication base-stations.

m  High-speed serial data communication on metallic transmission media, such as
coaxial cable and twisted pairs.

= Video-on-demand, Cable TV, and two-way video communications to the home.

m  High-speed interconnections between integrated circuits, highly-parallel connec-
tions for neural networks, and conceivably, interconnections between electronic
and biological signal processing systems.

An attempt was made in the writing of thisbook to keep the analysis, and design tech-
nigues as general as possible, making the results readily applicable to all applications
requiring high-speed processing of serial data. In thisfirst chapter we will present a
brief overview of integrated fiber-optic receivers and note some of the challengesfaced
in the design of circuits for multi-gigabit-per-second systems.

1.2 ADVANTAGESOF FIBER-OPTICS

In recent years there has been a significant research effort in the area of high-speed
electronicsfor communication. Higher speeds are required in order to take full advan-
tage of the broadband capabilities of optical fibers. In particular integrated solutions
are sought for practical systems to reduce cost and improve reliability. One of the
target bit-rates for integrated fiber optic receivers is 10 Gb/s, which is consistent with
the SONET hierarchical specification [5]; practical transmission systems at these ex-
tremely high data rates will open the way to unexplored territory in networking. Each
of these systems will require high-speed, low-cost interface electronics.
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Currently, the bandwidth of optical fiber (1400 GHz-km for 1.3 um single-mode
fibers) and low losses (0.15 dB/km) can not be fully exploited. A bottleneck in
system throughput exists due to speed limitations of the electronicsin the receiver and
transmitter. This bottleneck can be circumvented by optically multiplexing severa
lower data-rate channels through a single fiber. Both a 9.6 Gh/s wavelength-division
multiplexing (WDM) system [6], and a 20 Gb/s time-division multiplexing (TDM)
system [7], have been demonstrated in laboratory experiments. These systems are
capable of handling enormous data rates, because al of the high-speed processing,
including amplification, can be done optically. These systems, however, are quite
expensive and complicated.

1.3 STATUSOF INTEGRATED FIBER-OPTIC RECEIVERS

In the near term, optical communications systems must rely on electronic circuits for
high-speed data processing. A low-cost solution to high-capacity fiber-optic trans-
mission is to integrate high-speed electronic transmitters, and receivers onto a single
chip, or a chip-set for use in a hybrid system. This requires circuits capable of
processing multi-gigabit-per-second data. Several front-end circuits, such as: pream-
plifiers, postamplifiers, decision circuits, multiplexers and demultiplexers have been
reported [8, 9, 10, 11, 12, 13, 14, 15], as shown graphically in Fig. 1.2. Although
most of these circuitscan process data at rates above 10 Gb/s, with others still capable
of handling rates greater than 20 Gb/s [16, 17], little has been reported on fully-
integrated clock extraction circuitsabove 2 or 3 Gb/s[18], with recent results of 8 Gb/s
demonstrated in the laboratory [19].

Inthisbook, new clock extraction architectureswill beinvestigated, and transistor-level

circuit solutions will be developed to enable the integration of a fiber-optic receiver

operating in the multi-gigabit-per-second range. The IC technology used, and the
maximum date rate will depend on the application. Bulk CMOS can be used for 622-
Mb/sto 2.5-Gb/ssystems (SONET levels 12-48). SONET and SDH levelsare givenin
table 1.1. SONET isahierarchical systems and development isunderway for circuits
operating at level OC-192 (STM—-64) at a bit-rate of 9953.28-Mb/s(~10-Gb/s). These
10-Gb/s circuits could use silicon bipolar processes, GaAs FETs, BiCMOS, or SOI-
CMOS (Silicon on Insulator)-CMOS. For even higher speeds, heterojunction devices
such as HBTs (Heterojunction Bipolar Transistors) or HEM Ts (High-Elector Mobility
Transistors) could be used.
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Figurel.2 Status of fiber-optic receiversfor nonreturn-to-zero digital data as of 1993.

Bit Rate (Mb/s) SONET-Level SDH-Level

51.84 0OC-01
15552 0OC-03 STM-1
622.08 0OC-12 STM4
124416 OC-24 STM-8
1866.24 OC-36 STM-12
2488.32 0C-H48 STM-16

Tablel.l Bit-ratesand correspondingSONET (North America) and SDH (Europe) levels.
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Figure1.3 Block Diagram of a Fiber-Optic Receiver

1.3.1 High-Speed Integrated Circuit Processing Technologies

Most of the prototype circuits in this research were fabricated using TRW’s Al-
GaAs/GaAs HBT process (fmax ~=40-GHZz), which has consistently demonstrated a
level of integration with over 1000 devices. Other smaller circuits were be realized
in TRW'’s developmental indium-phosphide (InP) HBT process (fmax ~=80-GHz).
Dissimilar materials are utilized in an HBT to form a heterojunction, such that the
bandgap energy on the emitter side of the junction is larger than the base bandgap
energy. This energy difference gives the process engineer an additional parameter
for controlling device behavior. In particular, emitter-injection-efficiency is domi-
nated by the bandgap energy difference, and is no longer controlled by the ratio of
emitter-to-base doping levels. This allows doping levels to be optimized for high-
speed performance, without being constrained by current-gain considerations. It is
not uncommon for the base to have a higher doping concentration than the emitter,
resulting in lower base resistances, and lower emitter junction capacitances, and thus
higher speeds. Due to bandgap engineering, the HBT can have anywhere from a 20%
to a 100% speed advantage over homojunction devices with similar dimensions. More
will be said about HBTs in chapter 6.

1.4 OVERVIEW OF FIBER-OPTIC RECEIVER DESIGN

A simplified block diagram of a fiber-optic receiver is shown in Fig. 1.3. It consists
of a high impedance detector at the front-end. This can be either a p-i-n diode, or
an avalanche photodetector (APD). The low-level signal from the photodetector is
amplified by a low-noise preamplifier, followed by a main amplifier with automatic
gain control. A clock extraction and data regeneration circuit recovers the timing
information from the random data, and samples the data stream at the appropriate
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instant. Finally, a serial to parallel converter demultiplexes the retimed seria datato
a lower rate, where it can be processed by other circuitry. What follows is a brief
description of each of these blocks, and the problems that must be solved to produce a
successful receiver 1C.

14.1 Photodetector

When light pulses, traveling down an optical fiber, reach their destination, they are
focused onto a photodetector diode, which absorbs the light energy and generates
electron-hole pairs. These electron-hole pairs are swept across the depletion region
of the diode, resulting in a current that is proportional to the incident optical power.

The absorption mechanisms of single-mode glass fibers are such that three separate
wavel ength windows exist, where the attenuation of light pulsesin the fiber achieves a
local minimum. These windows are at wavelengths of 0.82 m, 1.3 um, and 1.55 gm.
For low impurity fibers, the dominant loss mechanism inside these windows is due
to Rayleigh scattering. Since Rayleigh scattering is inversely proportional to the
fourth power of the wavelength in a given material, the lowest loss is at the longest
wavelengths, specifically 1.55 pm for glass fibers[1].

The wavelength of light absorbed by AlGaAs photodetectorsis approximately 0.8 pm.

Thisiswell matched to the short wavelength low-loss window for glass fibers. How-

ever, the attenuation at thiswavelength isabout 10 dB higher than at 1.55 ym. Because
the attenuation at 0.8 um isrelatively high, three separate implementations can be pur-
sued with regard to the photodetector when using AlGaAs HBTs. The first is to
integrate a p-i-n diode using AlGaAs with the receiver circuitry to obtain a lightwave
communication system at a wavelength near 0.8 yum. This system will be capable of
processing high data rates, but the scattering losses of the fiber will restrict the distance
between repeaters to at most 10-20 kms, which is applicable to short-haul trunk-lines
and local area networks. The second alternative is to use an external long-wavelength
detector. Lower losses of the long wavelength transmission system will enable com-
munication over alonger distance. However, theinterconnect between the detector and
preamplifier will increase parasitic capacitances and inductances, which can degrade
both the noise performance, and the frequency response. As a third aternative, a
photodetector and a low-noise preamplifier can be integrated in an InP based material

system. InP has a bandgap energy that corresponds to a wavelength of about 1.3 ym.
InP HBTswith extremely high f;s( 60-110 GHz ) can be fabricated on the same chip
with the photodetector. Although this technology is not very mature, ten transistor

circuits can be fabricated with a reasonable yield. Using InP for the detector and the
preamplifier will improve the noise performance, because the InP HBTSs are faster
than the GaAs HBTs. We will see in the next section that the noise of a preamplifier
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Figure 1.4 Block diagram of atransimpedance preamplifier.

at high-speeds is related to the maximum speed of the transistors. Integrating the
photodetector with the amplifier eliminates interconnect problems, because intercon-
nections are now made between the preamplifier output, and the postamplifier input,
where impedance levels are much easier to control. Also, noise performance is not
degraded at this point, because any added noise will be well below the noise floor.

1.4.2 Preamplifier

Thelow-level signal current from the photodetector must be amplified so that additional
processing will not add significantly to the noise. A preamplifier is used to convert
this current into a voltage for subsequent processing. The sensitivity of the receiver
and the signal-to-noise ratio will be determined at this stage. Therefore, a very
low-noise amplifier is required. A transimpedance amplifier, like the one shown in
Fig. 1.4, has typically been used for this purpose, and its noise performance is well
characterized [20, 21, 22, 23, 24, 25]. Theinput referred current-noise spectral-density
for a preamp with a bipolar input device is given by

4kT 291 4T (27 fCrg \°
Sun(f) = == 4 2C L Ak Try (20 fCs) o+ [2ch + —] (M) (1.1)
Rp g Re m
and for an FET input device theresult is
4kT 4kTY (27 fCrp\°
Spn(f) = — + [4kTF m+ —] <7) 1.2
() R g e " (1.2)
where Rr = feedback resistor

Re¢ = collector/drainresistor in first stage
rp, = base resistance
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C4s = detector plus stray capacitance
Crp=0Cq +Cr+0C,
Crp =Caqs+ Cys + Cya
I' = FET excess noise factor.

The noise at lower frequencies can be shown to be dominated by thermal noise in the
feedback resistor, and by the base-current shot-noise, for a bipolar front-end. Because
an FET device lacks this base-current shot-noise term, it has generally been accepted
that FET devices will exhibit superior noise performance. However, input noise levels
comparable to, and even lower than FETS are obtainable using bipolar devices when
the bandwidth is broadened [24]. Thisis possible because at higher frequencies, the
collector current shot-noise becomes dominant, and the input-noise-current spectral-
densities for a bipolar device reduce to

2
Snp(f) & ATy (27 fCas)” + [2ch n %] (%) NG

and for an FET device,

41<:T] (@ )2 . (1.5)

SﬂF(f) ~ |:4kTFgm + Re Im
Since HBTs can be fabricated with very low base resistance, thefirst termin (1.4) can
be made small. The remaining term is proportional to the square of a capacitance-
transconductance ratio, or an effective time-constant. For a bipolar device with large
bias current, thistime constant asymptotically approaches 7, the forward transit time
in the base, which can be quite small for high-speed HBTs (~1ps). Since HBTs
have higher gain than FET devices, the same transconductance can be obtained at a
much lower bias current. Therefore, at high data rates, where the collector-current
shot-noise is dominant, an FET device will generally require significantly more bias
current to reduce theterm C'r /¢, in order to achieve the same noise performance as
abipolar device at equal temperatures. However, since the noise power is proportional
to temperature, the FET can have higher noise than an HBT of equal speed due to the
increased power dissipation of the FET. Therefore, inafully-integrated receiver, where
power dissipation must be kept low, achieving low-noise with low bias currentsis an
extremely advantageous property. Aside from the noise penalty due to an increase in
operating temperature, an FET device may never reach the same noise level of an HBT
device with alow base-resistance, high /3, and small 7, even when the bias current of
the FET israised beyond practical limitsof a single-chip preamplifier (100-200 mA).

A schematic of an electro-optical InPintegrated |ow-noise transimpedance preamplifier
isshownin Fig. 1.5. This amplifier has a p-i-n photodetector integrated on the same
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Figure1.5 A low-noise InP transimpedance preamplifier.

chip. The design of this circuit, and a detailed noise analysis will be presented in
chapter 7.

143 Main Amplifier

The main amplifier will act to buffer the circuit from process variations and changes
in signal strength, and will aso perform noise shaping. It must contain either a
limiter, or an automatic-gain-control circuit to provide the proper signal level to the
clock-extraction and data-recovery circuit, regardless of the output power of the preamp
circuit. Thesingle-ended signal from the preamplifier will be converted to adifferential
signal, and fully-differential circuitswill be employed throughout the remainder of the
receiver. The main amplifier circuit will make extensive use of adaptive biasing
techniques to automatically adjust its dc levels to match the common-mode level of
the clock extraction and data recovery circuit. The saturation characteristics of this

stage will be considered carefully as they will affect the overall dynamic range of the
receiver.

Specific challenges in this circuit are in providing dc level restoration. Since long
seguences of data can be transmitted without transitions, the data can contain low-
frequency information. Therefore, a dc restoration that subtracts the average-data
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Figure 1.6 Block diagram of aclock recovery and data retiming circuit using a bandpass
filter.

from the input data is forbidden. Another challenge is in conversion of the single-
ended output from the preamplifier to a differential signal. At high-speeds, care must
be taken to equalize the delays in the positive and negative paths.

1.4.4 Clock Extraction and Data Recovery

Clock extraction circuits for nonreturn-to-zero (NRZ) data can be grouped into two
main categories: open loop filters, and closed loop synchronizes. Formally, filters
have been used almost exclusively in high bit-rate receivers. With this open loop
technique, the periodic timing information is extracted from the data by first using
a nonlinear edge-enhancement circuit to generate a spectral line at the bit rate. The
signal isthen passed through a narrowband filter, centered at the bit-rate frequency, as
showninFig. 1.6. The filter must be highly selective (high @) in order to minimize the
phase-jitter in the clock signal. Typically, surface-acoustic-wave (SAW) filters have
been used for this purpose, however commercially available SAW filters are limited to
afrequency of lessthan 3 GHz [26].

The open-loop technique is attractive because it doesn't suffer from instabilities and
nonlinear problems, such as frequency acquisition and cycle-dlipping. However, open-
loop systems usualy need to be manually adjusted to center the clock-edge in bit-
interval. This one-time adjustment will not track phase offsets due to temperature
variations and component aging. The filter is aso external to the receiver electronics
and bulky, leading to both packaging and interconnect problems.

In contrast to an open loopfilter, aclosed loop system isintegrable, and can continually
compensate for changes in the environment and the input bit-rate. This technique
requiresthat avoltage-controlled oscillator (V CO) be tuned by a suitably filtered error
signal, so asto align itstransitionsto the center of the bit interval. Thisisillustrated
conceptually in Fig. 1.7. Although the loop has the desirable property of being self-
adjusting, complications due to nonlinear frequency acquisition and tracking makes
the circuit difficult to design.
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Figure1.7 Block diagram of aclock recovery and dataretiming circuit using aPLL.

Clock recovery circuits presently limit the obtainable data-rate of multigigabit-per-
second integrated fiber-optic receivers. Currently, practical receivers that include
methods for extracting the clock signal are limited to about 2.5 Gb/s, both for systems
usinga SAW filter for clock extraction[27, 28], and systemsusingaPLL [18], athough
recently reported experimental circuits are fast approaching the 10-Gb/srange [19].

Several groups are working to produce practical 10-Gb/s integrated fiber-optic re-
ceivers. Among them are: AT&T, Bellcore/Rockwell, NTT, NEC, Rihr Univer-
sitat in Bochum Germany, and UCLA/TRW. Preamplifier and postamplifier 1Cs [29,
30], an amplifier and mixer [31], a demultiplexer and phase-aligner IC [32, 33], a
phase/frequency-detector [34, 35], a PLL (phase-lock loop) [36, 37], and a clock-
extraction and data-retimming circuit [19] are among the circuits presented recently.
Thus far, all of the main functional blocks of a 10-Gb/s receiver have been demon-
strated with one notable exception — the clock recovery circuit. This circuit is the
most complicated, and the most difficult to design; it’snot surprising that devel opment
of high-speed clock recovery has lagged behind development of the simpler amplifier
and demultiplexer circuits.

One of the major thrusts of this book will be in developing the clock extraction and
data recovery circuit. Several special challenges exist in designing a single chip
system. In keeping with the goal of economy, the amount of external trimming
should be minimized. For an integrated solution, a phase-locked loop will be used.
Several advantages of integration will be exploited in thiscircuit. For example, smple
oscillator circuits, such as multivibrators and ring oscillators, can be realized with
sufficiently low phase-jitter, and PLLs can be used to further purify the spectrum and
reduce low-frequency jitter and drift. Also, one can take advantage of the matching of
devicesto obtain continual phase alignment and frequency acquisition.

A conceptua diagram of a self-correcting clock-recovery and data-retiming circuit
using thistechniqueis shown in Fig. 1.8. The clock recovery loop measures the clock-
phase and aligns it so as to minimize the bit-error-rate. Since we propose to design
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Figure1.8 Block diagram of a self-adjusting clock recovery circuit.

afully-integrated receiver, no external delay lines can be used for tuning. Therefore,
the optimal phase alignment of the clock recovery circuit must be done on chip; a
self-correcting circuit additionally requires the decision circuit to be included in the
feedback loop for final clock-phase adjustment. Thisisshown explicitly inFig. 1.8 as
the phase error correction signal.

Practical High-Speed Clock Recovery and Data Retiming Circuits

Clock recovery circuits are explained in considerable detail in chapters 4 and 5. Here
we will briefly describe three self-adjusting circuits capable of high-speed operation.
One method of recovering the clock was first described by Alexander [38]. A block
diagram of thisapproach is shownin Fig. 1.9. The basic idea of thiscircuit isto use
the decision flip-flop in conjunction with an identical reference flip-flop to obtain a
differential error signal. The sample (a) isthe previous data symbol, and the sample (c)
isthe current datasymbol. The reference sample (b) istaken at the data crossover. The
timing of these three samplesisillustrated in Fig. 1.10. The digital logic block 1ooks
at the three samples, and decides whether the clock was early, late, or indeterminate
for each sampling interval. Thisdecision isaveraged, and used to control aV CO.

A second method isavariation on the early-late gate technique. Thiscircuit, illustrated
inFig. 1.11, issimilar to the one previously described, in that it usesidentical decision
circuits to arrive at a differential phase-error measure. In thiscircuit, data is detected
using an early clock, a late clock, and an on-time clock. By subtracting the late
from the early signal, and multiplying by the retimed data to remove random polarity
variations, a phase-error signal is derived, which will go to zero when the early and

Data out

Clock
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Figure1.12 Block diagram of adatatransition trackingloop for timing recovery and data
regeneration.

late clocks are exactly centered about the optimal sampling point. The usua depiction
of the early and late gates as dumped integrators has been replaced by a matched
filter with sample-and-holds, which facilitates high-speed operation. An aternative
implementation of this circuit could use two levels of bit-interleaving, so that dual

track-and-holds can be multiplexed to perform the sample-and-hold function, and the
VCO would run at half the data rate. Since the early- and late-gate correlators are
matched to the decision circuit correlator, their delay times will track each other, and
the circuit will be automatically, and continually, optimally phase aligned.

A practical clock recovery circuit will require some type of frequency acquisition aid.
A PLL-based clock recovery circuit is only capable of pulling-in a frequency error
of the same order of the closed-loop bandwidth, which is typically a factor of 1000
less than the bit-rate. Therefore, without frequency acquisition aids, the VCO center
frequency will have to be stable to within 0.1% over al processing and temperature
variations, which is quite a stringent specification.

A third clock recovery circuit that was adopted for application to 10-Gb/s systems
is known as a data transition tracking loop (DTTL) [39, 40]. A conceptual block
diagram of DTTL circuit is shown in Fig. 1.12; this circuit is discussed in detail in
chapter 5, and simulations results are given in chapter 10. A freguency discriminator
wasaddedtothe DTTL toincrease the pull-inrange, and thecircuit can beimplemented
using two levels of bit-interleaving. A block diagram of the interleaved DTTL with
frequency detectionisshowninFig. 1.13. Thiscircuit has several desirable properties
as discussed in section 5.4; these advantages are briefly outlined in table 1.2.
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Advantages of DTTL Clock Recovery Circuit

= Canfunction at very high-speeds

= |sinherently self-adjusting

= Using Sample-and-holds before decision circuitsimproves sensitiv-
ity

m  Phase-detector function is monotonic over the bit interval
[-T/2,T/2], improving phase-tracking and frequency-acquisition

= The phase-error isindependent of the transition density, eliminating
pattern dependent jitter.

= Resampling the phase error only after a data transition eliminates
ripple, and significantly reduces ripple-induced phase-jitter

Tablel.2 Advantagesof datatransitiontrackingloop for clock extractionand dataretiming
of random NRZ data.
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In order to understand the design trade-offs employed in the optimization of circuit
performance, a solid grasp of the fundamentals of communication theory, asit applies
to high-speed, broadband digital receiversis required. This theory is outlined in the
remainder of Part |, and special emphasis in placed on clock recovery in broadband
systems. The circuit designs, and measured results of the fabricated test structureswill
be presented in Part 11.
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MATHEMATICAL PRELIMINARIES:
POWER SPECTRAL DENSITIES
OF RANDOM DATA AND NOISE

In this chapter techniques for determining the power spectral density (PSD) of random
data and random signals derived from the data will be presented. There exists a
complete theory for determining the spectral content of random signas [1, 2, 3, 4].
However, the genera theory involves a knowledge of probability distributions, and is
restricted in application only to stationary, or wide-sense stationary random signals.
The condition of stationarity is violated for random binary non-return-to-zero (NRZ)
data, and the general theory cannot bedirectly applied to theproblem at hand. However,
an NRZ data stream in not totally random; such signals are termed cyclo-stationary
because their statisticsare cyclic. There existsawell defined structurein thedata such
that the absolute value of the signal in the bit period T is precisely known — only
its polarity israndom. Therefore it is reasonable to assume that the representation of
thisrandom data stream in the frequency domain can be obtained directly by applying
the definitions of the Fourier series and Fourier transform, and problems with non-
stationarity can be averted.

The spectral analysis of random data has been considered previously. Bennett’s work
on the statistics of regenerative digital transmission at Bell Labs was published in
1958 [5], and Titsworth and Welch of the Jet Propulsions Laboratory published their
work on power spectra of random signalsin 1961 [6]. These works are significant, but
theaverage circuit designer will likely gain littleinsight from these formul ations based
on Markov chains and probability transitions matrices. Our god in this chapter is not
to repeat these works, but rather to illuminatetheir applicability to fiber-optic receiver
design. To meet thisgoa, we will develop a frequency domain description of random
data, and data-derived signals systematically, starting fromfirst principles. Theresults
will then be generalized, and related to the genera theory of random signals. By
presenting the power spectral densitiesin thismanner, theinterpretation of the results
is straightforward. Moreover, intuition is enhanced that will enable us to find quick

27
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solutionsto complex problems, especialy when the data-derived signa resultsfrom a
nonlinear operation on the data, asis required in clock recovery schemes.

21 ANALYTICAL EXPRESSIONSFOR NRZ BANDLIMITED
DATA

A random data stream can be represented anaytically as the sum of pulses shifted in
time by a multiple of the bit-period T. If the datais binary and symmetric, then the
pulse shape will be identical for each bit. Multiplication by a random varigble r,, ()
determines the polarity, such that the data signal is given by*

d(t,-) = Z_: o ()pr(t — nT). (2.1)

If the datais NRZ, then the only pulse that can be used to represent the data in this
manner is a rectangular pulse that is unity in the interval [0, 7] and zero elsewhere.
Therefore,

pr(t) = rect(t/T —1/2), (22)
where the rectangular function is defined by
A [1 forjt| <T/2
ect(t/T) = 2.3
rect(t/T) {0 for |t| > T/2. (23)

If the NRZ data has non-zero rise times, then memory must be introduced into the
expression for d(t, -), because the shape of thefunction during atransitionwill depend
on thepreviousdatavalues. The data can then berepresented ana ytically asthe output
of alinesr filter with rectangular NRZ data as an input, such that the bandlimited data
isrepresented by the convolution;

. (2.4)

LA random variablerr, (-) representsthe entire ensemble of possible outcomesof random trials. If each
random trial were given labels[€1,¢2, €3, .. ], then r, (&1) isthe value of the random variable resulting
from the outcome of the first random trial. Likewise, arandom process can be represented asd(-, -). The
interpretation of this notation is that d(-, -) is an ensemble of all possible sample functions of the random
process. At any given value of time, d(t,-) is arandom variable. d(-,&;) is the sample function, over
all time, that correspondsto the outcome of the first random trial. Finally d(t, ¢1) is the value of the first
sample function at time ¢. This notation may seem a bit cumbersome, but the authors have found it helpful
in keeping track of which variables are random, and which are deterministic.
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Figure2.1 A rectangular data pulse

4 pr(®) 4 pr(®)

1 1
- t -

f:BT fZZBT

Figure 2.2 A rectangular data pulse superimposed with tones whose frequencies are a
multiple of thebit-rate By = 1/T.

2.2 FOURIER SERIES FREQUENCY DOMAIN
REPRESENTATIONS

Qualitative Analysisof Frequency Content Beforegettingbogged downinthedetails
of determining the precise functional form of the PSD for NRZ data, we should spend
afew momentsto consider qualitatively what type of resultsto expect. For rectangular
NRZ data the pulse shape is shown in Fig. 2.1. The frequency content of a signa
is obtained by correating the signal with tones of various frequencies. We can first
consider any tone at a frequency that is a multiple of the bit-rate, asin Fig. 2.2. A
tone at frequency Br or any harmonic of this tone will complete an integer number
of cycles within on bit-period. Since there is a positive portion to precisely cancel a
negative portion of the signal inatime 7", the correlation of these harmonic toneswith
the data pulse (the integral of the product of the tone with the data signal) is easily
seen to be zero. Therefore, onewould expect to find nullsin the PSD of the data steam
at integer multiples of the bit-rate. Further, we can consider the contribution to the
correlation integral when thefrequency of the toneisincreased. Fig 2.3 showsthe data
pulse superimposed with two tones of different frequencies. The symmetric portion
of the integral is shown shaded; the residual unshaded portion is the contribution to
theintegral. As the frequency of the tone isincreased, the portion of the signal that
contributes to the integra is reduced in proportional to the reduction in the period.
Therefore, we should also expect an envelope of the frequency spectrum proportional
to the period of thetone, or 1/ f, where f isthe frequency of thetone. Since the PSD
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Figure2.3 Rectangular data pulses superimposed with tones of different frequencies.

psd(f)

Figure 2.4 Approximate power spectral density of NRZ data based on qualitative argu-
ments

is obtained by squaring the the frequency spectrum, the PSD will have an envelope
proportional to 1/ f2.

Now we can sketch the approximate shape of the frequency content of the data signa
based on the previous qualitative observations which can be summarized as follows:

= Thefrequency spectrum has nullsat multiplesof the bit-rate.
= ThePSD hasan envelope proportional to 1/ 2.

This approximate PSD is plotted in Fig. 2.4. Based on previous experience, we might
assume that the PSD has the form of a (sin(z)/x)? function. The next few sections
are devoted to deriving this functional form precisely, and interpreting exactly what it
means to speak of a power-spectral-density when the time-signal is random data.

2.2.1 Fourier Series Representation of NRZ data

A rectangular NRZ random data stream d(¢,-) of length N-bits has an anaytica
representation given in (2.1). A pseudo-random data sequence dy(?,) can be
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generated from d(t, -) by repeating the signal every N bits. Since dy (¢, -) is periodic
with aperiod of NT', it can be represented by a Fourier series of theform

dy(t,) = “OT() +§::1 () cos (2”’”) Z bya(-) sin (2”?). 25)

The coefficients of the Fourier series are random variables and can be extracted from
the origina signa. Since al harmonics of the fundamenta frequency are mutually
orthogonal when integrated over the period N7', random spectral coefficients are
determined according to

() = % /ONT dn (1, ) cos (Q;T;t) dt 2.6)
bo(-) = %/ONT dn (1) sin (2;?) dt. 27)

These coefficients of the Fourier series can be considered as “ dot-products,” or equiv-
alently, projections of the data signal onto the orthogonal basis functions. Since the
cosine and sine are quadrature signas, they are also mutually orthogonal, and both
must be included in the Fourier series expansion, with the relative magnitudes of the
coefficients a, (-) and b,,,(-) determining the phase. In the analysis that follows both
am (+) and by, (-) will be evaluated directly from the above definitions, and the inter-
pretation of the result will be clear. Later the complex form of the Fourier series and
negative frequencies will be introduced for analytical convenience.

The process of finding the power spectral density of the random data begins by evalu-
ating a, (+) directly. Applying the definition,

9 N7 27mi
am () = ﬁ/o HZ:% rn(-)pr(t — nT) cos ( NT ) dt, (2.8)

interchanging the order of integration and summation,

_ 2NN ()/NT (t = nT)cos [ 2200 gy (29)
Clm(~) =NT 2 n ; pr nl’) cos NT , .
and recalling that the pulse pr(¢) is rectangular, such that
1 for nT<t<(n+1)T
t—nT) = - - 2.10
pr(t=nT) {0 elsewhere, (210)

am () can now be expressed as the sum of integrals

N—1
2 (n+1)T 2mmt
)= N7 HZ:% / cos ( NT )dt. (2.11)
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Evaluating theintegrals

() = %Nifrn(.) [sm (%A) — sin (2”];””)] (2.12)

n=0

To facilitate manipul ation of the sinusoids we define

A 2mmn

N

A TN

The result in (2.12) can now be simplified. Leaving in al of the intermediate steps,

1 V=l L .
am () = — (1) {ejenejw — 6‘79"} (2.139)
n=0
| Nl
am () = — (1) {ej¢ej€" [e‘M’ — e_j¢]} (2.13b)
n=0
1 V=l o
am () = — (1) {emeﬁ" [2j sin(q/))]} (2.13¢)
n=0
. N-1
am () = 28:;(;5) (1) {jej¢ej€"} (2.13d)
n=0
. N-1
() = 28;%‘/’) ra(+) cos(0p + ). (2.13¢)
n=0

Using the definition of the sinc function

. A sin(wx
sinc(z) = 7590 ),

then the Fourier series coefficients a,,, (+) are given by

N-1

n() = Sancln/N) Y- ra(heos (T wr1/n) . @)

The random coefficients b,,, (-) can be found in a similar manner.

NT N-1
b () = %/0 S ra()pr(t = nT) sin (Q;T;t) & (215)
n=0
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Thistoo can be expressed as the sum of integrals

(n+)T
b NT Z / sin (2;7;t)dt. (2.16)
n=0

Theresult of theintegrationis

bo() = _%Nim(.) [cos (”Tm(]vﬂ) — cos (2”];””)] (2.17)

n=0

From (2.13) it can be seen that b,,, () can be expressed similarly,

. N-1
b () = _QS:;(:‘S) 3" ()R {jei el ) (2.18)
n=0

and after simplifying

N-
b () = zsmc (m/N) Z ) sin ( Nm (n+ 1/2)) (2.19)

The pseudo-random rectangular NRZ data stream has now been represented by a
Fourier series expansion, where the coefficients given in (2.14) and (2.19) are random
variables that depend on the actua data stream. It is desirable to find the average
behavior of the data in the frequency domain so that the result would correspond to
the output of a spectrum analyzer, averaging several sweeps. Each sweep measures
the time-averaged power in a given bandwidth, and the final display is an average
over several smaller segments of the complete data signal. To perform this operation
analytically, we first need to find the time-averaged power of the random data in a
given bandwidth. This power will be a random variable which also depends on the
actua data sequence. By averaging over the ensemble of al possible data sequences
the statistical average of the time-averaged power? can be determined.

For adeterministic signal of the form,

F(t) = am cos(2m fmt) + by, sin(27 fint), (2.20)

2Thusfar we havenot definedthe unitsof a,, and b, . However, if wewant to talk about power, then they
clearly must have units proportional to +/Watts. Normally we will consider the signal f(¢) to be a either a
current or avoltage. Therefore, aresistance must be associated with the coefficientsto obtain a power. If we
associatea 12 resistor with each coefficient, then for avoltage signal the units are Volts/+/1€ = +/Watts,
andfor acurrenttheunitsare Ampsy/ 12 = /Watts. However, usually wewill ignorethe 12 normalization
and till talk about the power when the units are actually Amps?® or Volts? and not Watts. Althoughthisisa
misnomer, we will use the word “power,” when it should be kept in mind that we actually mean the power
dissipated in a 152 resistor.
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the time-averaged power P,, isequal to

aZ + b2,

P =
2

(2.21)

A periodic deterministic signal can be represented by a Fourier series, such that

+ Z am cos(2mft) + Z b SIn(27 fint). (2.22)

m=1 m=1

%o
2

Since the basis functionsare mutually orthogonal , then the power inthe m!”* harmonic
isalso given by (2.21), except at dc where the average power is

_ &
Pr=L. (2.23)

Tofacilitate power cal cul ationsit isconvenient to express the Fourier series coefficients
asthereal and imaginary parts of acomplex number. From (2.14) and (2.19) it can be
seen that a,, (+) and b, (-) can be expressed in the following form

N-1
am () = %QHC(m/N)% { > rn(~)e‘j¢e‘j9n} (2.243)
2 n;V‘l o
bin(-) = —7ysinc(m/N)3 { > rn(~)e‘f¢e‘39n} : (2.24b)

Defining a complex Fourier coefficient as

& () = jbn()

em(+) — g (2.25)
then
1 Nol o
em(-) = Lrsinc(m/N) { > rn(~)e‘f¢e‘39n} : (2.26)
n=0

The squared magnitude of ¢,, (+) is proportional to the average power,

lem()* = em (Yo (1) = == (227)
S0 that e f 0
- em (- orm =
Pn() = {2|Cm(.)|2 for m £ 0. (2.28)
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Now the magnitude of ¢, (-) can be determined from (2.26).

2 N-1 N-1

lem ()] = (%sinc(m/]\f)) D ra()eT eI N " (el el (2.29)

n=0 n=0

and writing this as a double summeation we have

1 2N-1N-1 )
(17 = (snctm/N) ) 32 3% ra(mgel . 230
n=0 k=0

Ensemble Expectations of the Average Power Continuingwith the analysiswe want
to find theensemble average of P, (). To do thisrequiresaknowledgeof the stetistics
of the random variable r,, (-). Since r,,(-) represents the polarity of the pulse, it can
only take on values of +1 or -1. It will be assumed, unless otherwise specified, that the
dataisequally likely to be positive asit is negative. Therefore,

B {+1 with Probability 1/2 (2.31)
") =121 with Probability 172, '
As aresult, the mean of the datais zero,
Elrn()] = 0. (2.32)

It isfurther assumed that all data bitsare uncorrelated, so that a knowledge of one, or
more bits, gives no information about the value of any other bit. Therefore,

1 forn==%
Er Gl ={) o, 39
Now the expected value of |c,,(-)]* can be determined.
1 2N—-1N-1 )
Ellen()F) = (psnetm/N)) 30 X Blrain(e = (@3
n=0 k=0

The inner sum vanishesfor all valuesof £ # n, so that the double sum can be replaced
by asingle sum.

Z

Ellen (7] = (sinetn/) ) Y () (239
1

3
I

= —sinc(m/N) (2.36)
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Figure 25 (a) Power of Fourier series constituent tones for N = 16, (b) Cumulative
power.

L etting the mean of the of the time-averaged power be defined by

P £ E[Pn()],

then

1
— form=20

P = 12v (2.37)
Nsincz(m/]\f) for m # 0.

P, isplottedin Fig. 2.5afor the case of N = 16 bits. We recall that thisis a plot of
the expected value, over all possible periodic pseudo-random sequences with a period
of 16 bits, of the time averaged power in each of the harmonics of the Fourier series
representation of NRZ data. We can use Parseval’s Theorem that equates the average
power in the time and frequency domains to check thisresult.

NT
Piime 2 E d2(1,)dt| =1 (2.38)
o N
12 K.
Prreg & 3 + 2 2 Snc(m/N) = 1, (2.39)
m=1

and we see that the expected value of the time-averaged power isthe same in both the
time and frequency domains as anticipated. The cumulative power of the coefficients
is plotted in Fig. 2.5b, where it can be seen that 80% of the expected signal power
lieswithin abandwidth of By /2. Since the frequency increment in the Fourier Series
expansionis

Af = Br/N =1/NT, (2.40)
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a spectral-density coefficient can be defined that gives the power in a given harmonic,
divided by the frequency spacing;

_{ T form =20
~ 27sinc?(m/N)  form # 0.

b

(2.41)

Inter pretation of Results

It isinteresting to note that the power spectrum of the random NRZ data contains a
component at dc, even though the data is balanced around zero, and isequaly likely
to be positive, asit isto be negative. The emergence of adc component arises because
P,,, was derived using an ensembl e expectation operator which averages the square of
one particular sample function of the random process. Therefore, we need a moment
to clarify what is actualy meant by the presence of a“dc” term. The interpretation of
theresultsis, for every possible combination of sequences N-bits long, there will not
always be an equal number of positive and negative pulses (“ones’ and “zeros’) inthe
bit sequence. The average dc value of this sequence will be the difference between the
number of “ones” and “zeros’ A, divided by thetotal bit length N.

Naturally, any deterministic, periodic sequence will have awell defined dc value. |If
the number of positive pulsesisequa tothe number of negative pulses, then A, /o = 0,
and the dc valueisaso zero. However, if the sequenceisvery long, and isbrokeninto
several subintervalsof length N, then each of these subintervalswill have an average
value that may not be zero. Therefore it can be considered to have a“dc” component,
if the idea of “dc” isinterpreted to mean a frequency that varies slower than can be
observed in the given measurement interval. For example: if we have a 65.5 KHz
clock and a pseudo-random sequence of length, N = 25 — 1, then the sequence will
repeat once every second. If the“dc” valueis measured onceevery 0.1 s, squared, and
averaged over a one-second interval, then a non-zero result can occur.

Findingthe dc Power inthe Time-Domain Instead of finding P, asin (2.37) we could
doitinthetimedomain. The average dc power for the sample function corresponding
to therandom event ¢; isthen

Po(&y) = (A”#(&))Z , (2.42)

and the expected value of the dc power for al possible sample functionsis

Py=F (%0())2] ) (2.43)
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Figure2.6 Random NRZ dataand atonewith afrequency of one-half of the bit-rate.

This operation implies that we need to find the difference between the positive and
negative pulses for al possible sequences and average the square. This seems an
ominoustask and it illustrates the power of the using the expectation operator and the
statistical correlation between bits. P, can be obtained as follows;

| N2 2
N 2 7 ( ] (2.44)
| N-IN-1
-5 Bl (el 245)
n=0 k=0
=1/N, (2.46)

which isthe same result obtained in the frequency domain. The result also showsthat
the dc value does approach zero, for equaly likely 1 signals, as the length of the
period NT'isincreased.

The reason for devoting a lengthy discussion to the power in the dc component is
because the expected value of all harmonic power components P,, have a similar
interpretation. The mean of the random Fourier coefficients a,, (-) and b,,(-) arein
fact al equal to zero as can be seen from (2.14) and (2.19). Fig. 2.6 illustrates how a
tone at half of the bit-ratelines up in phase with the data half of the time and is out of
phase with the data the other half. Hence, there is no frequency component at any of
the harmonicson average. However, any individua samplefunctionwill have bitsthat
line-upin theappropriate order such that thereisaresidua component at, for instance,
the 37¢, or the 7t*, harmonic. When these values are squared and averaged over all
possi ble sampl e functions, a non-zero average power P, is obtained.

Thishasbeen arather longjourney to confirm theresult that was anticipated in Fig. 2.4,
that the PSD is a sinc? function in the ensemble average. In the sections to follow,
these results will be considered within alarger framework so that similar results can
be obtained much more readily.
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Figure 2.7 NRZ data, edge-detected data, and a tone at the bit-rate that is in phase-
alignment with the edge-detected signal.

2.2.2 Fourier Series Representation of Edge-Detected Data

It was determined in the previous section that the PSD of NRZ data has a null at
the bit-rate, but clearly, if bits are being transmitted at a rate of Br, then there must
be information about the bit-rate contained within the data signa itself. Since any
linear operation on the data will always contain anull at the bit-rate, it is appropriate
to consider what types of nonlinear operation can be performed on the data that will
generate a tone at either By or a multiple of By. One such nonlinear operation is
edge-detection. Since the data does not return to zero in the bit-interval, there is no
discernible timing information contained in the data, unless adjacent bitsare different.
Therefore the timing information is contained in the transitions between adjacent,
non-identical, bits. However, since this transition is equaly likely to be positive as
negative, a any timet = n7 for [n = 1,2,3 .. ], thisrandom phase reversal, as was
illustrated in Fig. 2.6, prevents the accumulation of a steady-state resonance if the
data signal were applied directly to the input of a bandpassfilter. It was found that a
residua signal at half the bit-rateexists simply duethe the random placement of bitsin
the proper phase, but thisfrequency component issmall and indistinguishablefrom all
of the other frequency componentsin the data signal. Noticing that the random phase
reversals are what prevents aresonant circuit at By /2 from sustaining oscillation, we
can devise an operation that removes the random phase reversals, and a signa with
a strong clock component can be derived. Consider generating a positive pulse for
a fraction of the bit period every time that a transition of the data is encountered.
This operation isillustrated in Fig. 2.7. It can be seen that the edge-detected pul ses
en(t, ) are dways in-phase with a resonant signal at the bit-rate; ex (¢, -) could be
used as theinput to aresonant circuit, and a sustained oscillation at afrequency of Br
would result. Therefore, onewould expect to find a strong component in the frequency
domain description of ex (¢,-) @ Br. Thetask at hand is to determine the PSD of
en (¢, -) and predict the power in the derived clock signal.

Functional Form of the Edge-Detected Signal  Thesignal ex (¢, -) can be expressed
in the same manner as the NRZ data. The fundamental pulse shape e (t) isshownin
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Figure 2.8 Pulse shape for edge-detected data

Fig. 2.8, where
1 for0<t<m
t) = = ='F 2.47
er(t) {0 elsawhere. (247
A timelimited signal derived from an N-bit data sequence is then given by
N-1
e(t,) = sa(-er(t —nT), (2.48)
n=0

where s, (-) is arandom variable derived from two adjacent data bits. If the data bits
areidentical then s,,(-) = 0, and s, (-) = 1 when the adjacent bits are different. It is
clear that adjacent data bits are equally likely to be identicd as they are different so
that
_ {1 with Probability 1/2
$20) =0 with Probability 1/2
The random variable s,, () can be written in terms of arandom variable ¢, (-).

sn(-) = 1/2(1+ ga (")), (2.50)

where ¢, (-) has statistics that are identical with the original data polarity random
varigble 7, (-).

(2.49)

_ (+1 with Probability /2
q”(')_{—1 with Probability 1/2, (251)
and
Elgn(1)] =0 (2.52)
1 forn==%k
Emmmuﬂ:{ofgnih (253)

Therefore, e(t,-) can be written as the sum of a deterministic signal and a random
signal. This decomposition into two partsisillustrated in Fig. 2.9, and the signal can
be expressed anayticaly as,

e(t,”) = % er(t —nT) + % > ga(Jer(t — nT). (2.54)



Mathematical Preliminaries 41

12345 5 5859 {10f11] 12 13 14 15! 16

LN o nnnnn:

ep® LML L L L L L L L Y

1/2

eR(t, ) W 0
-1/2

Figure2.9 Decomposition of aedge-detected NRZ random signal into adeterministic and
random parts.

Thesigna ey (2, -) isnow derived by repeating e(t, -) indefinitely.

Power Spectrum of the Edge-Detected Signal  Sincee (¢, -) isperiodic withaperiod
of NT', it can be represented by a Fourier series with a fundamental frequency of
Br /N . Obtainingthe Fourier series coefficientsisalinear operation, so we can utilize
superposition to determine the coefficients due to the deterministic part and random
parts of the signal separately. We can write

eN(t,~):6ND(t)—|—6NR(t,~), (255)
and the deterministic portion can be written as

apo 2 Mt - . [ 2nMt
enp(t) = - —|—ZaDMcos< T )—i—MZ_:lbDMsm< T ) (2.56)

M=1

Evduated ap 5s directly from (2.6)

2 (11 2m Mt
apy = T/ §eT(t) cos ( T ) dt (2.579)
_ ! / (2”M t) dt (2.57h)
_ . 2rM T,
= 57 S0 ( T ) (2.57¢)
L M, M,
= —7sin ( T ) cos ( T ) , (2.57d)

and defining a pul se-width parameter

p 2 /T, (2.58)
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Figure2.10 Thepowerin harmonicsof the deterministic portion of an edge-detected NRZ
datasignal: (@) p = 0.5, (b) p = 0.4. Thedotted line is the sinc function envelopethat is
controlled by the shape of the edge-detected pulses.

the Fourier coefficients ap s for the deterministic part are

apy = pSinc(Mp) cos(mMp). (2.59)
The quadrature coefficients bp 5r are found similarly to be

bpay = psSinc(Mp) sin(w Mp). (2.59b)

Clearly the power in each harmonic for the deterministic portionis

- %2 forM =0
Ppyr =4 5 (2.60)
E-sinc®(Mp) for M #£0
where the frequency increment between harmonicsisnow By instead of By /N asin
the previous section. Comparing the average power inthetimeand frequency domains,

o P ST g P
> Pow =7 lz 2psinc’(Mp) +p| = . (2.61)
M=0 M=1

Thisis equivaent to the time-domain result obtained by averaging the square of the
deterministic pulse over one period T, which has a magnitude of 1/2 over the time
interva [0, pT]. The average power intheharmonicsisplottedinFig. 2.10forp = 0.5
and p = 0.4. Noticethat particular harmonics of the bit-rate can be nulled by choosing
the value of p appropriately. For p = 1/2.5 = 0.4, thereisa spectra null at multiples
of 2.5 By sothat every 5! harmoniciszero. Forthecaseof p = 1/2, al even harmonic
are nulled.
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Figure2.11 Graphica illustration showing the sum of cosines and sines as projects onto
“x" and“y” axesof unit magnitude vectors.

We now want to add these deterministic Fourier coefficients with those obtained from
the random portion of thesignal. A problem arisesin that the the random portion hasa
period that is N-times longer than the deterministic part. This can be fixed by stuffing
zeros in the coefficients for the deterministic part at frequencies that are not amultiple
of Br. Alternatively we could have obtained this result directly by using a period of
NT instead of T". In this case the Fourier series coefficients for the deterministic part
are

N-1
_ P pm 27mm
apm = 4-SiNC (—N ) ngzo cos <—N (n —|—p/2)) (2.62a)
p pm = 2mm
bpm = Nsmc (W) ngzo sin (T (n —|—p/2)) (2.62b)

The two summation terms in (2.62) are the sums of the projections onto the “x” and
“y" axes respectively of N equally spaced vectors around the unit circlewith an initia
phase offset of ¢o(m) = mpm/N radians. This sum can beillustrated graphically, as
in Fig. 2.11. Since the tota phase between successive vectors is 2mm/N, each new
vector is traced by traversing the unit circle Integer(m/N) times, and then adding a
phase increment of 27 times the remainder of m/N. For the case of N-odd, there are
always N equally spaced vectors, and for N-even, the vectors continue to double-up,
depending on whether N isdivisibleby a power of 2. In both cases the distribution of
thevectorsissymmetric, so that if these vectors were the spokes of abicyclewhed that
were balanced horizontally on its hub, then hanging an equal weight from from each
of the spokeswill keep thewheel in alevel position. Dueto this symmetry, the vector
sumisequa to zero inthese cases. If the spokeswere distributed in an unsymmetrical
way, then thewheel wouldtip over inthedirection of thevector sum of the spokes. For
the above summations, only in the case where m isamultipleof N (mody (m) = 0)
do all the vectors line up on the offset angle and their sum accumulates to a non-zero
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value. Therefore the Fourier coefficients are given by

{ Lsinc (Et) N cos (§™)  for mody (m) =
aApm =
P 0 for mody (m) #

0
0

) for mody (m) =0
for mody (m) # 0.

{ Lsinc(&F) N sin (&
bpm = 0

(2.633)

(2.63b)

Clearly theaveragepower Pp,,, isthesameas Pp s givenin(2.60), where M = m/N.

Now we need to determine the Fourier coefficients for the random portion of e (¢, -).
Thiswill be ssimple, however, since the form of the signal is very similar to the form

of therandom NRZ dataitself. Recall that ey (2, ) iSgiven by,
enr(t Z gn(-Jer(t —nT).
whereas the dataitself is
dn(t, )= ) ra()pr(t —nT).

n=0

It was shown in (2.11) that the Fourier coefficient a,,, () for NRZ datais

N—
2 ()T 2rmit
J= = E dt
am ( NT 2 /n cos( NT ) ,

whereas a g, () for the random part of the edge detected signal is

(n+p)T 2rmit
ClRm Z qn /n cos ( NT )dt.

It was also shown in (2.13e) that a,,, (-) could be simplified to

() = 25;1;(1(;5) Z_: rn(-) cos(By + &),

where ¢ = mm/N. A similar result can be obtained for ag,,(-). Defining ¢,

mpm/N, then
sin N
apm(’) = ) cos(fn + ¢p).

(2.64)

(2.65)

(2.66)

(2.67)

(2.68)

2

(2.69)
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Therefore the expressions for the Fourier coefficient of exr (2, -) are

N-1

apm(-) = %Sinc(pm/]\f) Z qn(-) cos (%Tm (n —|—p/2)) ) (2.704)
P = . 27mm
brm() = (rsinc(pm/N) > ga()sin (T (n +p/2)) , (2.70b)

and since ¢, (-) has identical statistics of r,,(+), then the expected value of the time
averaged power is

Y- {% form =0 2.71)
Rm = 5 .
Zosinc? (pm/N)  form # 0.

Now we have derived the power in the deterministicand random parts. All that remains
isto find the average power in thetota signal. From superposition we know that

am () = apm + aprm(-)

(2.72)
The time averaged power isthen
o o 1 2 2
Pn() = 5(apm +2apmagm (") + agm ()
(2.73)

1
+§(b%m + 26D bRm (+) + b ()
Taking the expected value gives
m = PDm + PRm + aDmE[aRm(')] + meE[me()]a

and since the expected values of g, (-) and bg,,(-) are zero, then the total power is
just the sum of the two individua powers,

Therefore, the expected value of the time averaged power per harmonic of the edge
detected signal is

1+ 1/N] form=20
Py = { 2 [1/N]sinc(pm/N) form 0, mody(m)#0 (2.75)
2 [1+41/N]sinc2(pm/N) form #0 mody(m) = 0.
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Figure2.12 Thepowerinharmonicsof an edge-detected NRZ datasignal for: (a) p = 0.5,
(b)p = 0.4.
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Figure2.13 Simulated and calculated power in harmonics of an edge-detected NRZ data
signal for: (a) p = 0.5, (b) p = 0.3438.

This power spectrum isplotted in Fig. 2.12 for N = 16. It can be seen that the large
spikesat multiplesof thebit-rate are dueto the deterministic part, and the power inthe
random part is spread more uniformly over all frequencies. Thisanalytical expression
can be verified in simulation. A discrete-time rectangular NRZ data sequence was
generated using aa sampling interval of 32 samples-per-bit. A pulse of width pT" was
generated whenever atransition in the data occurred. A Discrete Fourier Transform
DFT was taken from the edge-detected data. Since the frequency interval for the DFT
iISAf = Bp/32, thenthe PSD from the simulated data was compared to the calcul ated
vauefor N = 32. Theresults are plotted in Fig. 2.13, where it can be seen that the
simulated value is coincident with the calculated value. Thisresult is consistent with
expectations based on arguments about resonant circuits. Once the random phase
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reversals have been removed from the data, a sustained oscillation can appear at the
output of a bandpass filter tuned to the data-rate. The edge-detected signa must,
therefore, have a strong spectral component at Br. Thiswas indeed found to be true,
and it was also found that by varying the pulse-width pT", the relative magnitudes of
the harmonics of the clock could be atered. Specificaly, for p = 1/2, al even clock
harmonics are nulled.

223 Summary of Fourier SeriesAnalyss

Thusfar aFourier seriesrepresentation of rectangular NRZ data, and an edge-detected
signal derived from thisdata have been found. It was shown that the coefficients of the
Fourier series are random variables, and are linear combinations of the random data.
The ensembl e average of each of these coefficientsis zero, because it was assumed the
datawas equally likely to be positive as negative. Meaningful results of the frequency
content of the random signal were obtained by finding the time-averaged power in
each harmonic for a given sample function of the random process, and then taking the
expected value of this power over al possible sample functions of the ensemble. The
result of this operation is analogous to what one would observe in the laboratory, if a
long random sequence is input to a spectrum analyzer, and the display of the spectrum
analyzer is set to average severa sweeps.

Althoughthe cal cul ationsin the previoussection were straightforward, with unambigu-
ousinterpretations, they were a so quite cumbersome. The results have been obtained
directly without introducing negative frequencies, impul se functions, or several subtle
concepts from the genera theory of random signalssuch as: autocorrel ation functions,
stationarity, cyclo-stationarity and ergodicity. However each of these concepts have
been referenced implicitly. In the following section the above concepts will be intro-
duced, and the results obtained thus far will be placed in a more general framework
so that the effect of further processing can be determined quickly. The goal of this
chapter isto develop an intuition about random data and data-derived signals, so that
thefrequency content of such arandom signal can be determined almost by inspection.
Aswithany useful intuition, it must be based on asolid grasp of fundamental concepts.
In this section the foundati ons have been laid for more sophisticated analysisto come.
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2.3 FOURIER TRANSFORM FREQUENCY DOMAIN
REPRESENTATIONS

In the previous section we used the Fourier series to represent a pseudo-random
rectangular NRZ data sequence that repeated every N bits. It was found that the signal
had a discrete power spectrum with power only at frequenciesof Af = mBy /N =
m/NT where m = [1,2,3,..]. Asthelength of the period NT' isincreased, the
frequency increments get closer together. The amplitude of the power in any given
harmonic isreduced by N as the average power per period becomes distributed over
more and more frequencies. |If the power coefficients are divided by the frequency
interval, then theamplitude of the coefficient isindependent of vV, and gives the power
normalized to aone Hertz bandwidth. Dividing by the frequency interval is equival ent
to multiplying by N'7", so the resulting coefficients can al so be considered as the total
energy in N bits of the pseudo-random sequence.

In the previous section it was also found that using complex numbers to represent the

in-phase and quadrature components of the coefficients simplified the analysis. The
Fourier series was defined such that

mmt = 2mmt
m by s . 2.7
-I-Za cos( )—i—mzzzl sm( T ) (2.76)

Letting
oy, 2 2T 2.77)
T
and substituting the following identities
FWmt —jWmt
cos(wmt) = % (2.7839)
IWmt _ o—iwmt
sin(wp,t) = — (2.78b)
J

then the Fourier series becomes

Z U + jbm) eI¥mE . (2.79)

l\DI»—k

_Clo 1 i . wmt
f(t)—7+52(am—jb 6‘7

m=1
A complex coefficient can be defined asin (2.25), such that

e, = @ (2.80)
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Using this complex coefficient, the Fourier series can be expressed as

f) = a2—0 + Z emelmt 4 Z e dWmt, (2.82)
m=1

m=1

The complex coefficient ¢,,, can be extracted from the defining equationsfor «a,, and
bom.

T
@y — Jbm = %/ F(t) [cos(wmt) — jsin(wmt)] dt (2.82)
0
i »
on =7 /0 F(t)emiwmt, (2.83)
For m negative we can write
= l/T F(t)eimt (2.89)
=7 | .
1 /7
Com = T/ F(t) [cos(wmt) + jsin(wmt)] dt (2.85)
0
Com = % =c. (2.86)

So thecomplex coefficientsdisplay conjugatesymmetry. Therefore, summingcy, e~ iWmt
over positivefrequenciesisthe same as summing c,,e’“m! over negative frequencies,
and

oo -1
f) = a2—0 + Z emelmt 4 Z cmed9mt, (2.87)
m=1

m=—00

Since the dc coefficient ¢o = a(/2, then the Fourier series can be written compactly
in complex form as

ft)y = Z o el¥m?
”12_079/2 ' (2.88)
Cm = —/ f(t)e79midt,
T J_ 1y
where " 2 g2
= 0 and fen]? = A+ 0 (2.89)

2
The power in area signa at the m'” harmonicis

4

Po=leml+1c,1? =leml? +lecml®  =2lem|* for m #0, (2.90a)
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and the dc power isjust L

PO = |Co|2. (290b)
Parseval’s theorem relating the power in the time and frequency domains is aso
expressed compactly using the complex coefficient.

oQ

. 1 T/2
_ 2 _ 1 2
P= 3 el =5 /_m F()Pdr. (2.01)

m=—00

The frequency interval between successive harmonicsis A f = 1/T, and the periodic
time function can be written as

JO)=T > ene®miAf. (2.92)

m=—00

An energy spectral density coefficient can be defined as

em 2 Tenm (2.93)

so that theinterpretation of this coefficient isthat 2|e,,|>?A f = T'P,,, whichisthetotal
energy over thetime T of the m!* harmonic, and 2|e,,, | is the energy per unit Hertz.
In terms of the energy spectra density coefficients, the Fourier series can be expressed
as

T/2 )

e = / F(t)e=i27 It gy (2.944)
-T/2

Ft)y= > eme™™mAY (2.94b)

Fourier Transform as Limiting Case of Fourier Series Inthelimitas’ — oo the
frequency interva Af — 0, and e, becomes a continuous function of frequency
F(j2= f) known asthe Fourier Transformof f(¢), wherethe defining relationshipsare

F(]Qﬂ'f) = /Oo f(t)e_jzﬂ—ftdt

S ' (2.95)
f = /_ F(j2rf)el 2™t qf

The portion of the time averaged signal energy contained within the bandwidth from
Jito fais

fa
= Q/f |F(j2n f)|*df. (2.96)
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7 © F(j2n f)
flt=t)) & e (j2r])
F)e? ot o F@2n(f = fo))
flat)y e HF(G2rf/a)
4o e prfF(n)
[ i@ o P p)s(p)
filt) =« f2(t) & Fu(g2nf)Fa(j2nf)
[0 @) < Fuy2nf) « Fa(j2nf)
(@) © (—j2nf)
SR OPd = [ FG2mp)Pdf

Table2.1 Properties of the Fourier transform.

Certainly thisinformationisnothing new. Excellent treatments of Fourier analysiscan
befoundin[7, 8, 9, 10] and countless other texts. However, various authors define the
Fourier transform and Fourier series coefficients differently with constants of 2= and
T popping in and out unexpectedly like unwanted guests. The previousdiscussion has
provided a unified development of the Fourier series and Fourier transform with clear
connections between F(j2r f) and ¢,,. These connections are extremely important
when interpreting spectral density results for random data. Table 2.1 lists several
properties of the Fourier transform that will be used extensively. Table 2.2 lists some
commonly used transform pairs. The last transform pair is particularly interesting. It
shows that the Gaussian is an eigenfunction of the Fourier transform. In addition
to the above tables it is also useful to know that the integral of a sinc function and a
sinc? function are both equal to unity according to

T / h sinc(fT)df = 1 (2.97)

T/Oo sinc? (fFT)df = 1. (2.98)
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5(t) < 1
1 “ (f)
u(t) T =7 + 30(f)
son(?) & 7
rect(t/T’) “ Tsinc(fT)
sinc(F't) “ Lrect(f/F)
ed2mfot “ 5(f = fo)
cos (2nfot) & L6(f— fo) + E6(f + fo)
sin(2nfot) & 550(f = fo) = 550(f + fo)
eIt/ & T forr >0
P T2 N e=i2mfug=4(2mfo)”

Va2no

Table2.2 Fourier transform pairs.
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Th—>H§o rect(t/T’) “ TILHQO Tsinc(fT) = 6(f)
lim rect(t/T) * lrec:t(t/T) “ lim 7'sinc®(fT) = §(f)
T— o0 T T— o0
o .1
PLEPO sinc(F't) “ PL% Frect(f/F) =4(f)
lim 6_%(%)2 & lim V2roem 32707 = 5(f)
g— o0 g — Q0

Table2.3 Variousequivalent forms of the impulse function.

These and other unit integral s can be used in the limit to represent an impul se function,
where theimpulse 4 (¢) is defined by

5(t) = {0 o fort#0 (2.1008)
undefined fort =0
0+
§(t)dt = 1. (2.100Db)

o=
Several equivalent representations of an impulse function are given in table 2.3. The
time domain functions begin with: arectangular pulse, atriangular pulse, asinc pulse,
and a Gaussian pulse. Each of these pulse are stretched wider and wider in time so
that in the limit, the result is a dc value of unity. In the frequency domain the Fourier
transforms are; a sinc pulse, asinc® pulse, arectangle, and a Gaussian, respectively.
Each of these functionsget narrower in frequency and approach animpulseinthelimit.

2.3.1 Fourier Transform of NRZ data

Now we can returnto the problem of finding the energy spectrum of random rectangul ar
NRZ data, taking advantage of the properties of the Fourier transform to simplify the
analysis. In the previous section a random data segment N-bits long was repeated
indefinitely. For the the Fourier transform to exist the signal must have finite energy,
so we will deal only with one period of the pseudo-random sequence, but we can let
the period grow arbitrarily large. The NRZ datais given by

d(t,) = > ra()pr(t —nT). (2.101)

n=0
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The Fourier transform of thistime-limited data sequence is

oo N—1

Fa(j2rf,-) / Z o ()pr (t — nT)e I3t dt, (2.102)
and this can be written as the sum of integralsjust as (2.11)
N-1 (n+1)T )
Fa(j2nf, )= / eI it gy, (2.103)
n=0
and after evaluating the integral

Fy(52nf,-) = Tsinc( fT Jemd2mf 41T gy (2.104)

||F12

This isthe same functional form obtained for the Fourier series coefficientsin (2.26),
except that now the sinc function is continuous in frequency and not simply the
envelope of discrete coefficients. Since Fy(j2n f, ) is a random variable, we can
take the expected value by ensemble averaging as was done for the Fourier series
coefficients. Defining the energy spectral density of the data sequence as

Sa(f) = B [|[Fai2nf,)I?) = E [Fa(j2nf, ) Fj (j2n ], )], (2.105)

then
Sq(f) = T?sinc?(fT) Z Z_: Elrn()rm(-)]e" 2 n=m)T (2.106)

Since the datais uncorrelated, the double sum becomes

N-1N-1 N-1
Z Z Elrn () rm(-)]e 32 (n=m)T — Z el0 = N, (2.107)
n=0 m=0 n=0

Therefore, the energy spectral density for the random NRZ datais

Sy(f) = NT?sinc(fT). (2.108)

Thisresult is consistent with the total energy in the time domain
/ d*(t,ydt = NT (2.109a)

NT / h Tsinc*(fT)df = NT (2.109b)
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It is useful to define an energy spectral density that is normalized to give the average
energy in each bit.

SBd(f) = TZSinCZ(fT). (2.110)

Thisissimply Sq(f)/N. Asexpected the result depends of 7', but is independent of
the length of the data sequence V.

Comparison of Results with the Periodic Case We can compare this result with the
periodic case of section 2.2. Recall from (2.37) that the power in the m!* harmonicis

— 2 form =20
Pn=9%_. , (2.111)
~snc*(m/N) form #0

where the frequency interval is Af = 1/NT', and the frequency f,, = m/NT; the
energy inone fundamental period N'7"is N'I'P,,,, and the average-energy-per-bit Eg,
inatime NT' issimply 7'P,, , so that

el b form =0 (2.112)
BT L (f,T) form #0 '

The energy in a bandwidth of Af in the signa d(¢, -) can be found by integrating
Sa(f)-

fmt 5t fmtAT)2
Egqg =2 / T?sinc?(fT)df (2.113a)
fm—4&L fm—Af[2
~ 27?sinc*(f,, T)Af for Af small (2.113b)
27 .
= Wsncz(fmT) for m#0 (2.113c)
= % for m=0. (2.113d)

Therefore, the continuousenergy spectrum per bit Sp4(f) multiplied by theincremen-
tal bandwidth is equivalent to the discrete Fourier series coefficients multiplied by the
bit-period. Itisalso useful to define an average power spectral density P;(f) for the
time-limited data sequence as the average-energy-per-bit divided by 7. Therefore,

Py(f) = TsincX(fT) (2.114)

which is the envelope of the Fourier coefficient E[|c, (-)|?]/Af
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Figure 2.14 Decomposition of a edge-detected NRZ random signal into a deterministic
and random parts.

2.3.2 Fourier Transform of Edge-Detected Data

Energy Spectrum of the Deterministic Part of Edge-Detected Data Now we can
use the Fourier transform to find the energy spectral density of the edge-detected data
analyzed in section 2.2.2. The random pulses e(¢, -) were separated into the sum of
a random and deterministic part. This separation was illustrated in Fig. 2.9 and is
repeated herein Fig 2.14 for convenience. It was found that the deterministic part had
aFourier seriesrepresentation. Therefore the timelimited signal ep (¢) can be written
as the product of the periodic Fourier series and a rectangular windowing function
W (t). From (2.59)

ep(t) = Wiz (T) Y ene™ 7 (2.115a)
M=—c
Py gsinc(Mp)e_j”Mp, (2.115b)

where,

t—NT/Q) {1 for0 <t < NT
Wnr(t) =rect | ——— | = - - 2.115c
wr() ( NT 0 elsewhere. ( )
Since the Fourier transform is a linear operator, the Fourier transform F. (27 f)
of the periodic pulse stream is the sum of the Fourier transforms of exp(j2xMt/T')

weighted by the coefficients car. Therefore,

oQ

Fepn(i27f) = > gsinC(Mp)e_j”Mpé (f—%), (2.116)

M=—x
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and sincetheimpul sesare non-zero only at one point, the sinc function can be expressed
as a continuous envel ope.

Fup(i2m) = Lsine( fpT)e "7 3" (f —%) (2117)

M=—c0

The Fourier transform of the windowing function can be found from the rectangular
function entry of table 2.2. Using this result, together with the time shifting property
of table 2.1;

Fywyr (§27f) = NTSINC(fNT)ed ™ NT (2.118)

The Fourier transform of ep(¢) is then found using the multiplication property of
table 2.1, such that

FeD(jQﬂ'f) = f[eDN(t)WNT(t)] = FeDN(jQﬂ'f) * FWNT (_]27Tf) (2119)

Recalling that convolving a function with an impulse just shifts that function to the
center of theimpulse,

J@) % (t —to) = f(t —to), (2.120)
then

Fep(j2rf) = —SHC(pr)e gmfrt Z NTsmc((f— %) NT) edm (= F)NT

M=—c0

(2.121)
This shows that the Fourier transform of the time limited pulsesis the same as for the
periodic function except the impulse functions have been replaced with narrow sinc
functions. The width of the envelope sinc pulse is determined by the pulse width p7'
and the narrow sinc pulse width is controlled by the length of the sequence N. When
N is large the narrow since pulses have most of their energy concentrated in a small
bandwidth around harmonics of the bit-rate, and there is minimal interaction between
adjacent sinc pulses. Therefore the energy spectral density

Sep(f) = {gsmc pr} ‘ Z NTsmc((f- %) NT) (71— 3)NT ’
) (2.122)

can be approximated for large N as

SeD(f):[gsinc(pr)r i N2T25in02<<f—¥) NT). (2.123)

M=—c0

This energy spectrum isplottedin Fig. 2.15for p = 0.4,and N = 16.
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Figure 2.15 The energy spectral density of the deterministic part of an edge-detected
16-bit data stream, where detected pulse-widthis 7'/2.5.

Energy Spectrum of the Random Part of Edge-Detected Data For the random part
er(t,-) the energy spectrum is the same as for the NRZ data with 7" replaced by pT
and the amplitude reduced by 1/2. Whereas the Fourier transform for the NRZ data
in(2.104) is

N-1
Fa(j2rf,-) = TSINC(fT) Y () 7T/ 12T gy, (2.124)
n=0
the Fourier transform of ey (¢, -) is
N-—
F..(j2nf) = —smc (fpT) Z Jemd2mfntp /2T gy (2.125)
The energy spectrum of er (¢, -) isthen
T 2
Se () =N [%sinc(pr)] . (2.126)

The spectrum of the random part of the signal is afactor of NV less than the envelope
of the spectrum for the deterministic part.

Using the principle of superposition to find the energy spectrum of the total signal
6(t’ )
Fe(j2nf,) = Fep, (527 f) + Fer (327 f, ), (2.127)

and the expected value of the energy spectrum isthen

Se(f) = E[Fep (527f) + Fen (327 F, )] [F2, (527 f) + FZ, (27 f, )] (2128)
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Expanding this we obtain
Se(f) = Sen (F) + Sex(f)

+ Fep (720 f)E [F2, (27 f, )] + FZ (527 f) E [Fer (527 f, )],
(2.129)
and since the random variable F. ,, (j2n f, -) is obtained from a linear combination of
zero-mean random variables, then

Z

ElFe,(j2nf, ~)]=%Tsin0(pr) Elgn(-)]e 727 04p/2T g = ¢, (2.130)

n=0

and the total energy spectrum is just the sum of the individual energy spectrums

Se(f) = Sep (f) + Ser(f)- (2.131)
Therefore the energy spectral density of ¢(¢, -) for large N is given by

1+ N i sinc? ((f— %) NT)

M=—c0

Sf) = N [%Tsmc(fpﬂ] 2

(2.132)
For very large N the energy in the narrow sinc pulses will be concentrated in a very
small bandwidth and can be approximated as an impul se functionwith al of its energy
concentrated at one frequency. From (2.97)

/ " SN (FNT)df = % .
therefore,
NM;OOsmc? ((f — ?) NT) ~ TM;ooé (f - ?) : (2.134)

The energy spectral density per bit is obtained by dividing S, (f) by the number of
bits. The final resultsisthen

2 o0
Spe(f) = [%TsinC(pr)] 1+ % Y6 (f - %) : (2.135)
M=—c0
and dividing by 7" gives the power spectral density
P 2 = M
Pe(f) = bsmC(pr)} T+ M;wé (f - ?) : (2.136)
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2.3.3 Power-Spectral Densities of Various PCM Signals

A general expression for the power spectra of signals modulated by random, and
pseudorandom data sequences can be derived by representing the random data sequence
asaMarkov process with aknown transition probability matrix. Thisanalysiswasfirst
reported in 1961 by Titsworth and Welch in a Jet Propulsions Laboratory Technical
Report [6], and was summarized later in a book by Lindsey and Simon[11, sec. 1-5].
The general expression israther complicated, and requires several definitionsthat will
not be discussed here. For the special case of binary, symmetric, equally likely signals,

(s1(t) = —so0(t) = s(t)) the general expression for the PSD reduces to to the simple
result .
P(f) = FIF(G2n ), (2.137)

where F;(j2x f) isthe Fourier transform of the data pulse s(¢). When the data pulse
isrectangular,
s(t) = rect(t/T), (2.138)

the Fourier transformis given by
Fy(j2n f) = Tsinc(fT). (2.139)
Therefore, the PSD, using the method of Titsworth and Welch, is
P(f) = TSnc*(fT), (2.140)

which is the same result that we derived by applying the definition of the Fourier
transform directly to the signal. In addition to NRZ data, Lindsey and Simon give
resultsfor various pul se-code-modul ation (PCM) formats. Theseformatsareillustrated
inFig. 1.5 of [11], and are summarized herein Fig. 2.16. Although we will be dealing
with NRZ datain the remainder of thisdissertation, before moving on, it isinstructive
to consider the spectra of other data formats.

Return-to-Zero (RZ) Signaling Format PSD  The RZ format has a dc value, and
also has spectral lines at harmonics of the bit-rate. For equiprobable data, the PSD as
givenin (1-23) of [11] is

P = 1500+ 3 (2) U -nBn+ s

nZ0

N——
(dc value) (clock tone harmonics) (continuous spectrum)
(2.141)
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NRZ
one: is +1
zero: is -1

RZ
one: is pulse of duration T/2
zero: is no pulse

Manchester

one: is positive transition in center of bit-interval
zero: is negative transition in center of bit-interval
(derived by multiplying NRZ with the clock)

Milller

one: is transition in center of bit-interval
zero: is no transition, unless followed by
another zero, in which case a transition is
placed at the end of the bit-interval

Figure 2.16 Various pulse-code-modulation (PCM) formats for transmission of binary

data.

Non-Return-to-Zero (NRZ) Signaling Format PSD ~ We have already shown that

the PSD for NRZ datais given by

P(f) = Tsinc®(fT).

Bi-Phase or Manchester Coding PSD

(2.142)

Bi-phase, or Manchester coded waveforms

are obtained by dithering an NRZ bit-stream with the system clock, and [11] gives the

PSD in (1-25) as

P(f) = Tsinc*(f1/2)sin*(rf1/2).

Delay Modulation or Miller Coding PSD

(2.143)

The PSD for delay modulationis given

in (1-31) in[11]. If we define a parameter ¢ such that

62 nfT, (2.144)
and two vectorsa and b as
23 ] [ cos(0) ]
-2 cos(f)
—22 cos(26)
—12 cos(36)
a = 51, b = cos(49) |, (2.145)
12 cos(50)
2 cos(66)
-8 cos(76)
i 2 ] | cos(86) |
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J NRz

1 Rz

Manchester

Miller

Figure2.17 Power spectral Densitiesfor RZ, NRZ, Manchester coded, and Miller coded,
binary signaling formats.

then the PSD can be written as

T

P(f) = 2602 (17 + 8 cos(86))

[a- D). (2.146)

Comparison of Spectra for Various PCM Formats The power spectrafor the above
PCM signaling formats are plotted in Fig. 2.17. We notice that the PSD for RZ data
has the same functional form as for NRZ data, except that the bandwidth is doubled,
and there are spectral lines in the RZ spectrum. The spectral lines arise because the
random phase reversals that we saw in NRZ data are no longer present. Since the RZ
datais always forced to return to zero, there is no ambiguity about the starting point

of atransition. In other words, falling edges only occur at the start of a bit period,

and rising edges only occur in the middle of a bit-period. Since spectral lines are
present in RZ data, we could extract the clock directly from the data signal without
using edge-detection circuits. However, the penalty in terms of increased bandwidth
required, is most often too high a cost to pay for this convenience.

Manchester coded data also has its power spread over a larger bandwidth than NRZ
data. However, duetothepresence of at |east onetransition per bit-period, thereislittle
dcenergy inthissignal. Thiscanbeimportant for practical circuit design. For example,
when the data is detected with an optical transducer, there will be indeterminate dc
offsets. Further, there will be an unknown dark current present in the photodiode
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detector, also giving rise to an unknown dc value in the final data steam. Often the
data processing circuitry that follows the optical transducer requires awell defined dc
value, necessitating a restoration of the dc value of the data. A common technique
for restoring the dc value is to average the data, compare it to a reference, and add
the difference back to the data. The problem with this technique is that it performs
a highpass function on the data, and any dc components of the data will be filtered
out. Thisisa serious problem in dealing with NRZ data which has most of its energy
concentrated at low frequencies. However, with Manchester coded data, the problem
is averted.

Miller Coding (delay modulation) offers desirable time-domain and frequency domain
properties. In the time domain there is an average of one transition per bit-period
as opposed to 1/2 for NRZ data. We will see in chapter 4 that the accuracy of the
recovered clock is proportional to the square-root of the average number of transitions
per bit-period. Miller coding also has desirable frequency-domain properties. Asin
the case of Manchester coding, the power at dc is also zero, so that we can avoid
problems with restoring the dc value. The primary benefit is that most of the power
is concentrated in a much narrower frequency band than for RZ, NRZ, or Manchester
coding. This means that a narrowband filter can pass the majority of the signal power,
while reducing the contribution of additive broadband noise in comparison with the
other signaling formats.

234 Summary of Fourier Transform Analysis

The Fourier transform was introduced as a limiting case of the Fourier series coeffi-
cients normalized to give the energy in one fundamental period per unit bandwidth.
Frequency analysis was simplified using the Fourier transform by taking advantage
of several useful properties listed in table 2.1. The results obtained using Fourier
transform analysis can be related to laboratory measurements via the PSD defined as
E|F(j2=f,-)]?/NT. Thisisthe energy spectral density divided by the time-interval
of the data sequence. Thetime averaged process can be related to the ensembl e expec-
tation if it isassumed that small time segments of length » of along N-bit data stream
are identical to ensemble sample functions of an n-bit data signal. 3

3 A random processis said to be ergodic if the averagesover along period of time convergeto ensemble
averages. This assumptionis typically made when relating results obtained by using ensemble averaging
to laboratory measurements. In the lab we only have one sample function d(-, ¢ 1) of the random process
d(-,-), sothe only way to obtain any statistical datais to time-average this one sample function.
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dt,*) —| ht) — Y(t.*)
h(t) h(-1)

d(t,*) ' t ' T

o] o]
y(ty,*) = |d(t,*)h(ty-1) dt Y(tp,*) = | d(x,»)h(tyT) dT

Figure2.18 |Illustration of the convolutionintegral.

24 LINEARFILTERING OF RANDOM DATA

The primary reason for goingto all the troubleto find the Fourier transform of random
dataisthat the effect of linear filtering can be determined simply and intuitively in the
frequency domain. Frequency domain analysis can be used to determine the optimal
shape of the transitions of NRZ data, and the optimal pulse-shape of the of edge-
detected data. We will also use frequency domain analysis in chapter 3 to find the
optimal shaped weighting function used to average the noise in the detector circuit.
Parseval’s theorem also provides a method for determining the average energy per bit
by integrating the energy spectral density function in the frequency domain. Thisis
often simpler than performing the equivalent operation in the time domain.

Linear Filtering as a Convolution Integral  Aninputto alinear network, such as a
random datasignal d(t, -), can be considered as an impulse of magnitude d(nAt, -) At
for each time interval At. If a network has an impulse response A(t), and if the
network is linear, then the output of the network, via superposition, is aweighted sum
of impulse responses shifted in time. In the limit as At — 0, the superposition sum
becomes a convolution integral, and the output (¢, -) is given by

oQ

y(t, ) =d(t,-) x h(t) :/ d(r, Yh(t — 7)dr (2.147)

— 00

This convolution operation isillustrated in Fig. 2.18 The power of using the Fourier
transform for analysis of linear filtering is provided by the convolution property of
table 2.1. Taking the Fourier transform of both sides of (2.147) gives

Fy(g2nf,-) = Fa(32nf, ) H (27 f), (2.148)
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and the energy spectrum of the output signal (¢, -) issimply

Sy(f) = Sa(f)IH (2= f)]7. (2.149)

|H (j2= f)|* is known as the “frequency response” of the filter, since it scales the
input signal spectrum; H (j2 f) isknownas the “transfer function” because theinput
Fourier transform is transferred to the output through multiplication by H (j2x7 f). It
should be pointed out that F,(j27 f, -) isthe “steady-state” output after all transients
have died out; thisis an artifact of starting the convolution integral at —oo, which
implies that the input was applied to the system just prior to the “ Big-Bang.”

2.4.1 Bandlimited NRZ Data

Thus far we have been dealing only with rectangular NRZ data because it is easy
to represent analytically as the sum of sguare pulses. However, real data will have
non-zero rise and fall times. 1t was shown in section 2.1 that bandlimited data can be
obtained by passing rectangular data through a linear filter, such that

N-1

y(t,-) = h(t) [Z o ()pr(t — nT)

n=0

. (2.150)

The filtering operation introduces memory into the signal, so that (¢, -) is a linear
combination of the origina data over a time interval 7'y, where 7% is the time over
which A(t) is non-zero. If Ty is longer than the bit-period 7', then intersymbol
interference (1SI) will exist. If 7 isless than 7', then there will be a time in an
interval nT <t < (n + 1)7T such that y(¢, -) isalinear combination of the data only
over one bit.*

NRZ Data with Sinusoidal Transitions Thisdiscussionismore clearly illustrated by
an example. Consider a filter with an impulse response of a half-cosine as shown in
Fig. 2.19. Thisimpulse response can be written as
T 7t
h(t) = 3T Co8 (?) rect(¢/T'). (2.151)
The constant multiplier of =/27" isfor normalization. The Fourier transform can be
obtained easily using the multiplication property. The transform of the cosinewaveis

Fu(j2nf) = 50 (f £ Br/2), (2152)

41t is possibleto to obtain no 1| with 7' longer than7'. This requires that the filters impulse response
be orthogonal to shifted data bits at discrete sampling instances. This techniqueis encountered frequently
in bandlimited channels, where the actual data pulse may extend over severa bit periods. The pulses are
designed to have zero-crossings at the center of each bit-period so that at one particular time instance in
each hit-period, the data signal amplitudeis due only to the current bit.
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h(t)
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1 T >
-T/2 T2

Figure2.19 Half-cosineimpulse response of alow-passfilter.

Normalized Amplitude
Normalized Amplitude (dB)
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Normalized Frequency (f/ B;) Normalized Frequency (f/ B;)

(a) (b)

Figure 220 Magnitude squared of the transfer function of a filter with a half-cosine
impulse response: (a) linear squared magnitude, (b) magnitude in dB compared to a sinc
function.

where By isthe bit-rate = 1/7". The Fourier transform of the rectangular window is
found from table 2.2 to be the familiar sinc function.

F,(j2xf) = Tsinc(fT) (2.153)

The Fourier transform of the product isthe convolutionin the frequency domain of the
individual Fourier transforms. Therefore,

H(j2mf) = Z[Snc((f = Br /2) T) +sinc((f + Br/2) ). (2154)

Thefilter frequency responseisthe sum of two sinc function of equal magnitude shifted
so that the centers are at 4+ By /2. The squared magnitude of this transfer function is
plotted in Fig. 2.20a; thisis compared with the magnitude of the sinc function itself
in Fig. 2.20b, where it can be seen that |H (j2x f)|* provides better attenuation of
high-frequencies. When rectangular NRZ data is applied to the input of this filter, a
little thought will indicate that the data will have sinusoidal transitions. If the data
were a square-wave, then the output would be asingletone at half the datarate. When
the data is random, the output will be constant when the data doesn’'t change, and
the output will follow a sinusoidal path in its transition from a high-to-low value or
visa-versa. A typical NRZ data sequence is shown in Fig. 2.21a, and the data filtered
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Normalized Amplitude
o
Normalized Amplitude

o

Normalized Time (t/ T) Normalized Time (t/ T)

(@)

Figure2.21 Typica random datasequencesfor: (@) rectangular NRZ data, (b) rectangular
NRZ data passed through afilter with a half-cosine impulse response.

by a half-cosine impulse responseis shown in Fig. 2.21b. It was shown in (2.110) that
the energy-spectral-density-per-bit (ESDB) of rectangular NRZ datais

Spa(f) = T?sinc®(fT). (2.155)
Therefore, the ESDB of half-cosinefiltered datais
Spy(f) = |H(j27 f)|*T*sinc*(fT), (2.156)
and substituting (2.154), Sy (f) isgiven by
Spy(f) = [Flsnc((f = Br/2)T)) +snc((f + Br/2)T))]]” T*Snc(f1)
(2.157)

This energy spectrumis plotted in Fig. 2.22b, which shows (2.157) plotted in dashed
linescompared to numerical simulation plottedinasolidline. Thediscrepancy between
the results is due to the the discrete time nature of the simulation used. In order to
force h(t) to zero inthe discretetime simulationat ¢ = 0 and at ¢ = 7', afrequency of
. _ BT Ns
fém == N o1
had to be used, where N, = 32 isthe number of samples per bit. The simulated and
calculated spectrums for the input rectangular NRZ data is shown in Fig. 2.22a for
comparison. The simulation was performed using 32 samples per bit. The results
of Fig. 2.22 show the integral of the one-sided PSD over a bandwidth increments
of By /32 where By has been normalized to unity. Therefore, to get the PSD from
these plots ssimply divide by A f, which is equivalent to multiplying by 32 or adding
101og 32 = 15.05 dB.

(2.158)
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Figure2.22 Simulated and calculated power spectrumsfor: (a) rectangular NRZ data, (b)
rectangular NRZ data passed through a filter with a half-cosineimpul se response.

Edge Detector

Data :
d, -)

LPF-Differentiate-Square

Figure2.23 Block diagram of acircuit used to detect transition in random NRZ data.

2.4.2 Bandlimited Edge-Detected Data

We can now make use of the linear filtering properties of random data signalsto find
the ESDB of edge-detected data where the pulses are no longer rectangular. Often
the data transitions are detected using the circuit of Fig. 2.23. If the lowpassilter in
Fig. 2.23 has a half-cosine impulse function, then the transitions will be sinusoidal,
and of theform

I~

—sin (27(By/2)t) for anegative transition
{ sin (27(Br /2)t)  for aneg 2,159

= <t <
sin (2r(Br/2)t)  forapositivetransition =L < t <

N

T'/m times the derivative of the datais equal to zero when there isno transitionand, is
equal to

I~

. N (2.160)
cos (mBrt) for a positive transition

{— cos (mBrt) for anegative transition

wN

5 <1<
_T
S sts



Mathematical Preliminaries 69

dc(t, -) A p E— N /\ —
i N N— N——

NSWAVAVAN VANEYAVANVAN

Figure 2.24 NRZ datawith sinusoidal transitions and raised cosine pulsesat each transi-
tion.

Figure2.25 Pulse shapefor edge-detected data normalized to have unit area.

After squaring and multiplying by 2, the result is that the edge-detected data is zero
for no transition, and for both positive and negative transitionsthe signal is

ec(t,”) = 2cos?*(nBrt) (for + transitions) (2.161)
=1+4cos(2nBpt) for —T/2<t<T/2. (2.162)

The resulting signal gives araised cosine pulse when atransition occurs, as illustrated
inFig. 2.24. If thedatasignal were alternating every bit, thene. (¢, -) wouldbeasingle
tone at the bit-rate.

Derivation of the Energy Spectral Density Based on Rectangular Pulses Results
To find the ESDB of ¢. (¢, -) the Fourier transform could be obtained directly from
the definition. However, it is simpler to apply the results already obtained for the
rectangular edge-detected data. If the fundamental pulse shape er (¢) from Fig. 2.8, is
normalized to have unit area as shown in Fig. 2.25, then the new pulse up (t) isgiven
by

uT(t):{l/pT for0 <t < pT (2.163)

0 elsewhere,

and the ESDB from (2.135) is
_ SBe(f)

Souul) = i = [%sinc(pr)]

1+ N i sinc? ((f— %) NT)
M (2.164)

As p tends toward zero, the envelope gets broader, until in the limit it approaches a
constant of 1/4, and the normalized energy spectrum is shown if Fig. 2.26 In thetime
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Deterministic Harmonics Se( White Noise
magnitude (N/4) \ magnitude (1/4)
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Figure2.26 Normalized energy spectrum for edge detected datawith pulses of unit area.

domain, as p approaches zero, then thetrain of unit area pulses ur (t) become atrain of
impulse functions. The signal that we desire can now be represented as a convol ution
of akernel raised-cosine pulse with thistrain of random impulses.

ec(t, ) = hr% eu(t, ) * [1 + cos(2m Bpt)] rect(t/T) (2.165)

p—>

Defining a normalized transfer function G(j2 f) such that
G(j2nf) 2 F { %[1 + cos(2m Byt)]rect(t /T)} : (2.166)

we can easily recognizethat G(j2r f) asthe Fourier transform of rect(¢/T") convolved
with impulses of magnitude 1/7 a f = 0, and impulses of magnitude 1/27 at
f = £Br, sothat G(j2n f) is simply expressed as the superposition of three sinc

functions.
1

|ml
G(j2nf) = Y. (%) sinc((f — mBr)T) (2.167)

m=—1

|G(j27 f)|* isplotted if Fig. 2.27a, and is compared to asinc? functionin Fig. 2.27h.
The ESDB for the pulses e.. (¢, -) is then given by

Spee(f) = T*IG(j27 )| lim Speu (1), (2.169)

or

Spec(f) = —|G(]27rf (2.169)

f—MB
1+ Z smc( BT/NT)




Mathematical Preliminaries 71

Normalized Amplitude

Normalized Amplitude (dB)

5 4 3 2 A 0 1 2 3 4 5 5 4 3 2 0 1 2 3 4 5
Normalized Frequency (f/ By) Normalized Frequency (f/ By)

(@) (b)

Figure2.27 Sguared magnituderesponseof afilter with araised-cosineimpulseresponse:
(a) linear plot, () magnitudein dB comparedto asinc? function.

As the number of bits N' grows the narrow sinc? pulses can be replaced by impulses

2
SBec(f) = T_

with equal areaasin (2.135), so that
144 i §(f— MB
4 i T M=—c ( - T)

NS e
X (z) ()
2.170)

Since the envelope of Sp..(f) is |G(j2xf)|?, then this energy spectrum will have
the desirable property that all harmonics of the signal at multiples of the bit-rate are
nulled. Thisproperty resultsfrom having akernel-pulsethat isnon-zeroin theinterval
t € [0,T], whereas the rectangular pulses were only non-zero for ¢ € [0, pT1.

Discrete Power Spectrum for Comparison with Simulation The ESDB from (2.170)
can be converted to energy dissipated in a 1£2 resistor by integrating Sp..(f) over
the appropriate frequency intervals. If e.(¢,-) isinput to a spectrum analyzer with
bandwidth intervalsof Af = By /N, where f,, = nAf, then the average two-sided
energy-per-bit of the signal in the n'” frequency binis

Epee(fn) = |G (j2m f) | df +

no B/ (2.171)
T .
|:Z|G(.727Tfn)|2 for mOdBT(fn) =0].

T2 fatBr/2Ns
)
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For N, large, theintegral can be approximated by |G(j2 f,,)|> A f. Therefore,

nBr\ 17T L nBr\|* 1 2%
i (R R s h
Ere ( N ) IV G(j?ﬂ- N )‘ —1—4 |G(0)]%8(n)
MOody, (n)#0
iricgerBo s (2 -1
7 J&moT N,
1 . .
+T1G(=j2mBr) s (Nis—i—l ,
(2.172)
where L 0
o~ or =
3(n) = { " (2.173)
0 forn #£0.

The average power isobtained by dividingthe energy by thetimeinterval 7". Consider-
ing positive frequencies, and remembering that the dc component doesn’t get doubled,

then
nBT _ 1 1 . nBT
7 () = sl lo (o)

Mody, (n)#0

2

+51G(0)]*3(n)

+G (2B (& - 1)] .

(2.174)
(2.174) gives the power in N, equally spaced frequency bins; this can be compared
directly with smulation results. First, however, we redlize that the dc value due to
the deterministic part is 1/4|G(0)]? = (1/2)?, so the dc term can be removed by
subtracting 1/2 from the original signal. It is clear that the average value of e. (¢, -) is
zero when no pulse occurs, and unity when there is a pulse. Since the probability of
apulseis1/2, then the expected value of thesignal is 1/2, so that by subtracting 1/2
from e.(t, -) produces a zero-mean random process. A plot of this signal é.(¢,) is
showninFig. 2.28awiththerandom NRZ data d. (¢, -). After removal of the mean, the
power spectrum is shown plotted in Fig. 2.28b. The calculated spectrum for N, = 32
is shown in dashed line and a simulation using 32 samples per bit is plotted with a
solid line. The simulated curves shows small variations around the calculated curve.
These variation can be reduced by averaging over even more data segments.

24.3 BandpassFiltering of Edge-Detected Data

A clock at the receiver is often extracted from the data by passing the edge-detected
signal through a bandpass filter tuned to the data rate. This operation is illustrated
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Figure 2.28 Transition detected pulses using a raised-cosine kernel function: (a) the
zero-mean pulse stream in the time domain and the NRZ random data, (b) calculated and

simulated normalized power in a bandwidth of B 1 /32.
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Figure 2.29 Block diagram showing the extraction of a clock by bandpass filtering the
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edge-detected data.
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Figure2.30 Magnitude responseof an ideal bandpassfilter.

in Fig. 2.29. An important figure of merit for an oscillator is the ratio of the power
in the pure tone, to the power in the side-bands. We can determine this ratio for
the clock ¢(¢, -) if the transfer function of the bandpass filter (BPF) is known. For a
first order analysis we'll consider an ideal bandpass filter with a magnitude response
|Hp(j27 f)|? shown in Fig. 2.30. The Q-factor of the filter is defined as the ratio
of the center-frequency to the bandwidth. Therefore, Q = Br/B. The ESDB at the
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output of the BPF is
Spe(f) = Spee(f)|Hp(527f)]%, (2.175)

where Sp..(f) isgivenin (2.170). The average energy-per-bit in the toneis

2 1 oo T
Frone = - lGU2en) P [ 6% B)ar = SIGU2eBl. (21479)

The average energy-per-bit in the side-band around the toneis

_ T2

and for large Q this can be approximated by

BT+BT/2Q
/ G2 Pdr, (21773
Br—Br/2Q

e T2 . QBT T - 2 1
~ — — == —. 2177
Fop~ 5 G(2n Bl = 51G(2mBr (2177b)

Therefore, the energy ratio is simply equal to the selectivity of a bandpass filter:

Lrone _ (2.178)
s

Thisquantity ¢) will play animportant rolein section 2.5, where relationshipsbetween
theenergy spectrum of arandom signal and itstime-domain statisticswill be devel oped.

Energy Ratio for Rectangular Pulses The previous result can be compared to an
edge-detected signal using rectangular pulses. Sg. (f) from (2.135) is given by

T ? — M
Spe(f) = [TSmC(pr)] 1+ TM;wa (f — ?) , (2.179)
The average energy-per-bit in the toneis
- T . .
Ftone= 3 [psinc(p)]”, (2.180)
and the in the side-bands T )
Bg = = [psinc(p)) = (2.181)
2 Q
so the energy ratio is also equal to thefilter selectivity:
Etone _ Q (2.182)
Egp
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This result holds for all values of p, however, the absolute power in the tone varies
with p. Other sources of noisein the system will raise the noise-floor above 1/ times
the tone level. In this case it is important to maximize the power in the tone for a
given peak-to-pesk signal level. The raised-cosine pulses were normalized to have a
peak-to-peak value of 2, and the rectangular pul ses had a peak-to-peak value of 1. For
an equal comparison the rectangular pulses will be multiplied by 2 which multiplies
the energy by 4. Therefore

FErec/ Frcos = 27 [psinc(p)]?/ §|G(j27rBT)|2 (2.183a)
2
- Esm(wp)] , (2.1830)

where G(j2rBp) = 1/2 was substituted. The pulse width parameter varies from
0 < p < 1. Itiseasy to see that the value of p that maximizes the energy ratio is
p = 1/2, and at the maximum value

- 4\?
Erec/Ercos = (;) =1.621. (2.184)

This shows that for signal s of equal amplitude, the rai sed-cosine signal has only 61.7%
of thetonepower asarectangular signal withapulsewidthof 7'/2. Sincethetonepower
is due to the deterministic part of the signal, then thisterm (4/) is just the Fourier
series coefficient of the fundamental tone for a square-wave. This comparison of the
tone powers is interesting, and has been done to illustrate the analytical techniques.
As apractical matter, however, we realize at high-speeds there are no such things as
rectangular pulses.

244 Summary of Linear Filtering Results

Thus far we have been dealing with the energy, or power spectral densities of arandom
signal. Frequency domain analysis provides a useful tool for analyzing the effect
of linear filtering. Insight is also gained that aids in signal design. Pulse-shapes
can be tailored to null specific harmonics in the edge-detected signal. However, the
PSD does not provide a unique description of a signal. Since phase information
has been ignored in obtaining the PSD, severa signals with various phase-shifts can
have the same power spectrum. Often the phase information is crucial in predicting
performance. For example the phasejitter in the recovered clock isakey parameter
that effects the overall bit-error rate (BER) of the recovered data. The phase response
of a filter can convert excess side-band power into either amplitude-modulation, or
phase-jitter. This topic will be taken up in sections 2.6 and 2.7, but before moving
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on, we need to develop a more general connection between the PSD and time domain
statistics. This connection is provided by Parseval’s theorem , which allows usto find
the average power in the time domain by integrating the PSD over a given bandwidth.
The following section will show how the average power of the random signal in the
frequency domain isrelated to the variance of the random-process.

25 REVIEW OF GENERAL THEORY OF RANDOM
SIGNALS

Thusfar when wewanted to find the power-spectral density of arandom processwefirst
found an explicit representation of the signal in the time-domain, and transformed the
signal intothefrequency domain, where thefrequency domain representationwas itself
arandom process. Thenthe expected value of thetimeaveraged energy was determined
over the ensemble of random sample functions. If the frequency transformations, and
the expected value are linear operators, then the order of expectation and frequency
domain transformation can be reversed. Doing these operations in reverse order can
be extremely useful. In most cases an explicit form of the random signal cannot be
written, but the statistics of the signal are known. Therefore the PSD can be found
directly from the time-domain statistics.

2.5.1 Autocorrelation functions: Time and Ensemble

Animportant function derived from arandom process r( -, -) isthetime-autocorrel ation
function defined by?

t./2
ar(r,) & lim r(t, )r(t+ 7, -)dt (2.185)

tyr—>00 —t,/2

This function gives an indication of the speed in which the signal r(t, -) varies with
time. For = large, one would expect that the correlation goes to zero, and for = small,
the correlation will be a maximum. The function a,. (7, -) is also a random variable,

5This in provided that the integral converges. One condition can be artificially imposed is to consider
only time-limited data sequence. This becomesa problem when the data sequenceis passed through alinear
filter with an infinite duration impul seresponse, then the output will no longer betime limited. However, as
long as the filter is “well behaved” and is the type of filter that onefinds in practice, then provided that the
input data has finite energy, then the output data will aso havefinite energy.
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and the expected value can be taken such that

tr)2
Ap(7) & Elay(r, )] = lim Elr(t, yr(t+ 7, )]dt (2.186)

tp—00 —t,/2

The expression inside the integral is defined as the the ensemble auto-correlation
function.
R (t,7) & B[r(t, )r(t+1,-)] (2.187)

For a stationary process the signal statistics are independent of time so that R, (¢, 7)
depends only on the time offset 7.

R,(t,7) = R,(r) forr(t,-) stationary, (2.188)

If in additionto being stationary, R, (7) isnon-zero only over afiniteinterval T, then
A, () isproportional to R, () according to

Ap (1) = T, Ry (1), (2.189)
In the general case, when the random signal is non-stationary, then
te)2

Ap(r) = lim Ry (t, 7)dt (2.190)

tr—00 —tr/2

Fourier Transform of A, (7) The expected value of the time-autocorrelationfunction
isadeterministic signal that depends only on the offset . The Fourier transform can
be obtained for thissignal such that

Fa(j2nf) = / Ay (r)e I3 dr, (2.1919)
Substituting (2.186) for A, (7)
53] tr/2 )
FA(jQWf):/ lim Elr(t, yr(t+1,))dt e 72 7dr.  (2.191b)
—oo Ir7 /2

Letting r = ¢ — ¢, and moving the expectation outside both integrals, then

oo+t ty/2 . ) R .
/ lim r(t, )r(t, e I3 = dtdt | (2.191c)
t

’
=—co+t tr—r00 t:—tr/Z

Fa(j2nf) = E




78 CHAPTER 2

In the limit® both integrals span [—co, +o0] and the result is

Fa(j2nf) = E [/ r(t, .)e—ﬂ”ffd{/oo

— 00 — 00

oQ

r(t, ~)ej2”ftdt] : (2.191d)

We recognize that each integral isaFourier transform, and since (¢, -) isareal signd,
then

Fa(j2nf) = E[F,(j2nf, ) (j2nf, )] = S, (f)- (2.191¢)
Therefore, the energy-spectral density .S, (f) can be found directly by taking the
Fourier transform of the expected value of the auto-correlation function A, (7). The
autocorrelation function evaluated at 0 gives the expected value of the total energy in
thesignal.

a0 = [ Bl P = [ s (2.192)

25.2 NRZ Data Revisited

The time-autocorrelation function can be used to determine the ESD of random NRZ
data. For an N-bit sequence, a4(0, -) will equal the total energy in the random sample
function. As the time offset r is shifted dlightly avay from zero, only a fraction of
identical bits will line up in the correlation. The remaining portion of the integral
will be over two different and uncorrelated bits. As 7 isincreased to the point where
no identical bits line up, then the average correlation will be zero. Therefore, the
expected value, A;(7) will start at amaximum of N7 at = = 0 and fall off linearly
to zero at = = +7', and will be zero for any value of |r| > T. A plot of A4(7) is
showninFig. 2.31. A;(7) can be easily recognized as the convol ution of two identical
rectangular pulses.
Agq(r) = Nrect(t/T) * rect(t/T")] (2.193)
Therefore the ESD of the random datais the Fourier transform of A4() and issimply
given by
Sa(f) = NF {rect(t/T)}* = NT?sinc*(fT). (2.194)
Thisisidentical to (2.108), but the result was obtained with much less effort. Using
the autocorrelation A, () also provides additional insight into the spectral content,
by explicitly showing a time domain description of the how fast the signal varies on
average.

6Taking the limit of theterm lim;— o (— oo + ) can be problematicin the strictest mathematical sense.
However if r (¢, -) is assumed to be time limited to [—7., T7], then problems can be circumvented. For

the this case the second integral hasfinite limits f_T; . With |¢] limited to | 77|, then taking the limit is no
problem, andthefirst integral isthen integrated over f ix;o. Wewill developanalytical toolsfor time-limited

data, and then apply the resultsto datathat is not time-limited, but has “tails’ that die out much faster than
the length of the “main-part” of the data sequence.
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NT

Figure 2.31 Expected value of the time auto-correlation function for random rectangular
NRZ data.

25.3 Theory of Stationary Random Processes Applied to
Non-stationary Signals

There exists a complete theory of spectral analysis of random processes, where fre-
guency domain techniques are used when the random process is stationary or at least
wide-sense stationary. [1, 2, 3, 4]. A stationary random process is one in which all of
the statistics of the process are independent of time. A processis said to be stationary
in the wide-sense if al of thefirst and second order statistics are independent of time.
Wide-sense stationarity implies that the ensemble autocorrelation function R4(t, 7) is
only afunction of the time offset r.

Basic Resultsfor Stationary Random Processes For awide-sense stationary random
process the power spectral density is defined as the Fourier transform of R, (7).

P.(f) = / h R, (r)e™ 2™ 7 dr (2.195)
Theinverse Fourier transform gives R, () when the power spectral density isknown.
R.(1) = / h P.(f)el*™ T qf (2.196)

Setting the time offset to zero gives
Re(0) = Ep (e =t = [ Pnr (2.197)

Therefore, the variance of the random processes in the time domain is obtained by
integrating P (f) over frequency. The power spectral density at the output of alinear
filter withan impul se response of 4(t) isthe same astheresults obtainedin section 2.4.

Py(f) = P.(DIH(G27f) . (2.198)
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The following section will demonstrate how there results can be applied to cyclo-
stationary random processes in certain instances.

Cyclo-Stationary Random Data  Althoughit has not been explicitly stated, the NRZ
datasignal isanon-stationary process. However, thereisadefinite structure embedded
in the randomness, and the statistics of the signal are periodic with a period equal to
the data bit-period 7". This type of random process is known as a cyclo-stationary
process, because the statistics are periodic. To see that the statistics are periodic we'll
consider the auto-correlation function of rectangular NRZ data R 4(, 7) given by

Ra(t,7) = E[d(t,)d(t + 7,)] (2.199)

For rectangular data the function R, (¢, 7) isillustrated in Fig. 2.32, where it can be
seen that the shape of R4(¢, 7) is unchanged, but is shifted depending on where ¢ lies
intheinterval [nT, (n + 1)T7. For thefirst period centered around ¢ = 0, thisfunction
can be written as

Ra(t, 7) = rect (t ;7) . (2.200)

In section 2.5.1 it was shown that the expected value of the time-autocorrelation
functionis -

Aq(r) = / Ra(t, m)dt (2.201d)
For atime limited data sequence of N-bits, then theintegral can bereplaced by the sum
of N integrals, each integrated over one period, and since the statistics are periodic,
then A4(7) isjust N timestheintegral over one period.

T/2
N / rect (t + T) dt (2.201b)

T/2

The integral of R,(¢, 7) over each period is plotted in Fig. 2.33.  Multiplying the
integrand by rect(¢/7") doesn’t change the integral since the the functionis unity over
exactly the limits of integration. Therefore,

T/ 4y

=N / rect(t/T) rect( ) dt (2.201c)
T/2 r

— N / rect(t/T)rect (”TT) dt (2.201d)

=N /_O; rect(—t/T")rect (T; t) dt, (2.201e)
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Rd(t,T) t

Figure2.32 Periodic autocorrelation function for rectangular NRZ data.

Figure2.33 Integral per period of the autocorrelation function of rectangular NRZ data.
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and since the rect function is symmetric rect(t/T") = rect(—t/T'), then

Aa(r) = N / " rect(t/T)rect (%t) dt (2.201f)
= Nirect(t/T) « rect(t/T)]. (2.2019)

This is the same function plotted in Fig 2.31. However, we can now make use of
the results from the theory of stationary random processes to relate A4(7) to signal
statistics. For a cyclo-stationary random process the variance is periodic with period
T. From the definition of A4(7) for an N-bit sequence,

L
Ag(r) = NT | = / N Rd(t,r)dt] (2.2022)
—T/2
/
Aq4(0) = NT % / TT/Z aﬁ(t)dt] (2.202b)
—T/2
A4(0)/NT = o2(t) (2.202¢)

This result states that the average variance over one period is equal to the time auto-
correlation function divided by thetimeinterval N'I". For the case of rectangular NRZ
data the variance can be determined easily in the time domain. The datais either +1
or -1, so the variance is equal to 1. In the general case the variance will be periodic,
but in this special cases it is a constant. The variance is equa to Ry4(¢, 0), and from
Fig. 2.32 it can be seen that R4(¢, 0) is always unity. It is also clear from Fig. 2.33
that A4(0)/NT = 1. The results are summarized in table 2.4 for a cyclo-stationary
random data sequence that islimited in time.

Time-Limited Random Signals Passed Through Linear Filters As we aluded to
earlier, when time-limited data is passed through a filter with an infinite impulse
response, the data will no longer be time limited. This raises the question of how to
deal with such a situation. For the time limited case it was shown that the expected
value of the energy in the signal is given by

Eq=Aq(0) = E

NT
/ At ~)dt] (2.203)

0]
- / h Sa(f)df. (2.204)

If thetime limited datais passed through afilter, then there will be a transient response
at the beginning and end of the data sequence and a steady-state response for most of
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Ra(t,7) = Eld(t,)d(t+ )]
Rq(t,0) = Elld(t, )] = ai(t)
NT/2 T/2
o’ = %/ o2(t)dt = % o2(t)dt
td/Z_NT/2 NT/2 —re
aalr,) = lim d(t,)d(t+ 7, )dt = / A, Yd(t + 7, )i
AT T ta/2 —NT/2
NT/2
Aa(r) = Elaq(r, )] = / Ry(t, 7)dt
—NT/2
Sa(f) = F{Aa(r)}
Pa(f) = Sa(f)/NT
NT/2 .
Aq0) = / Uczl(t)dt = NTo?
A4(0) = | sinar - NTS
2 = | noa _ A4(0)/NT

Table2.4 Summary of Relations for Time-Limited Cyclo-Stationary Random Signals.
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Clock Tone 1 SC(f) Clock Tone

B/Q B/Q

Figure2.34 Energy spectrum of aclock recoveredby passing an edge-detected datasignal
through a BPF.

the duration of the data. Therefore, the energy can be written as

t NT4t, NT4t5
ao = [ [ [ (2.205)

NT+t,

where transient behavior occursin thetime intervals [0, ¢1] and [NT + t5, NT + ¢3].
As the number of bits becomes very large, the first and third integrals are negligible
compared to the middle integral, provided that the filter is stable and the transient
response dies out over time. As a practical consideration, when the length of the
random sequence NT' is very large compared with the time constant of a filter that
operates on the data, then the output energy of thefilter can be approximately obtained
by integrating over theinterval [0, N7, and ignoringthetransient behavior. Therefore,
the results of table 2.4 can be applied to data that is not time limited, provided that N
islarge compared to the normalized transient time ¢, /7.

26 RANDOM AMPLITUDE MODULATION

Now we're finally in a position to use the theory for a practical problem. We would
like to predict the rms value of the amplitude modulation in a clock signal that was
recovered from the data by passing the edge-detected signal through a bandpass filter
(BPF). The energy spectrum of an edge-detected signal at the output of a BPF isshown
inFig. 2.34. It will be assumed that the side-band energy in the recovered clock isdue
entirely to amplitude modulation, and the recovered clock signal will be assumed to be
limitedintimeto [-N7T/2, NT/2]. If the clock is not time limited, then the analysis
will till hold if the energy in the transient tails of the clock are negligible compared to
the energy intheinterval [—-NT'/2, NT'/2]. Under these assumptionsthe clock signal
can be expressed as

c(t,) =[(1+aml(t,)) cos(2n Brt) rect(t/NT), (2.206)
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wherea,, (¢, -) isazero-mean random variabl e that representsthe normalized amplitude
modulation. It is desired to find the power spectral density for this clock signal. We
start by finding the Fourier transform of ¢(¢, ).

Fc(jQﬂ-fa ) =

§(f £ Br) + £ Fam(j2n(f £ Br)] * NTsinc(fNT)
[NTSINC(NT (f + Br))]+

[
1
2
 [Fam (727 f) * NTSInC(NT (f & Br))].

(2.207)
Since the number of bitsis assumed to belarge, the sinc function can be approximated
as an impulse.
NTSinc(fNT) ~§(f).

Replacing the second sinc function with an impulse gives
1 . )
Fe(j2nf, ) = 3 [NTSINC(NT (f + Br)) + Fam (§27(f + Br))] (2.208)

We delay replacing the first sinc function with an impulse until after the magnitude
is squared to avoid mathematical difficulties associated with squaring an impulse
function. Since the signal is also narrow-band, the sidebands don’t overlap and the
squared magnitudeis

|Fo(j2rf,))? = LINTSnc(NT(f+ Br))’ +
1 [[Fam (527 (f = Br)) |* + | Fam (327(f + Br)) |?] +
cross-terms(f, -).
(2.209)
The ESD is found by taking the expected value of | F..(j27 f, -)|?. Since the expected

valueof F.(j2n f, ) = 0, thenthe expected value of the cross-terms are also zero. The
sinc? function can now be replaced by an impulse function of equal area. Therefore,

Se(f) = E[|Fe(i2nf, )] = % [NTS(f & Br) + Sam(f + Br)],  (2.210)

where S,,,, (f) is the ESD for the baseband amplitude modulation. The variance
of the baseband amplitude modulation is obtained by integrating the ESD over all
frequencies.

NI = [ Sun(af (2.211)
The total energy in the side-bands of the clock is then
1 (o]
o= | Son(f = Br)+ Son(f + Br)ldf (2.212)
- NS (2.212b)

2 am?
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Q=100 . Q=25
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Figure 2.35 Clock recovered by passing edge-detected NRZ data through, linear-phase
bandpassfilter with approximate selectivities of: (a) @ = 100, (b) @ = 25.

and the energy in the puretoneis

Ftone = %NT/_ [0(f = Br) +6(f + Br)ldf = %NT. (2.213)

Therefore, the variance of the amplitude modulationis given by the energy ratio

—— Ty
Uam

(2.214)

FEtone

It was shown in (2.178) and (2.182) that this energy ratio is approximately equal to
1/@Q for a narrow-band ideal BPF. Therefore, we have finally arrived at the simple
and useful result, that the rms deviation in the envel ope of the clock signal derived by
passing an edge-detected signal through and ideal, linear-phase BPF with a selectivity
of Q.

T = 75 (2.215)

SimulationsResults: Amplitude Modulationsof Extracted Clock Simulationresults
of clock extraction using BPFswith approximate ) values of 100 and 25 are shownin
Fig. 2.35. For @ = 100 the predicted rms amplitude modulation is 10%, and is 20%
for @ = 25. The normalized PSD of the clock signal for ¢ ~ 25 isshowninFig. 2.36.
For any non-ided filter shape an effective ) can be defined in terms of the sideband
power according to

Py, = 2QcyBr |H (j27 Br)|?, (2.216)
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Figure2.36 Normalized narrowband spectrum of a bandpassfilter with @ ¢4 = 20.75.

and the equivalent selectivity isthen

1 e .
Q= 5raTEEaE ), MU (2217)

With thisdefinitionof () ., wecan express therms envel ope deviation for any arbitrarily
shaped bandpass filter as

1
Tam =
\Y Qeq

Using (2.217) the equivalent ) values for the simulated filters were found to be
92.63 and 20.75 respectively. The theory predicts that the standard deviation in
the the envelope is 1/./Q.4, Which gives us values for o, of 0.1039 and 0.2198
respectively. These results can be compared with the simulation by extracting the
envelope of the clock signals and determining the envelopes statistics. Fig. 2.37
shows histograms of the deviation in the envel opes of the simulated recovered clocks.
The simulated rms envelope deviation was ¢4, = 0.1038 for Q., = 92.63, and
oam = 0.2195 for )., = 20.75, which iswithin 0.14% of the results predicted using
the frequency domain power ratios. Onefinal remark can be made about the envel ope.
The narrowband filter has a bandwidth of approximately Br/Q.,. It was shown
that the energy in this band is just the baseband amplitude modulation shifted to the

(2.218)
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Figure 2.37 Histograms of the random envelope deviation in simulated edge-detected

NRZ data passing through an ideal, linear- phase BPF with: (a) @ = 100, (b) @ = 25.

Clock Tone PC(f) Clock Tone
1/4 1/4

BL/Q 1/4 P (f + By) 1/4 Py (f - B) B1/Q

12 P (f)
B1/Q

T T f

Figure2.38 Illustration of the narrowband spectrum being down converted to be centered
around dc.

clock frequency. Therefore, by down converting the narrowband spectrum to dc as
shown in Fig. 2.38 it is clearly seen that the amplitude has a maximum frequency of
approximately Br /2().,. Therefore, we should expect on average that the envelope
will have one random cycle in every 2Q)., clock periods.

Energy Spectral Densitiesarenot UniqgueMappings Asstated previously, theenergy
spectral densitiesignore phase information, and the the mapping of a signal from the
time domain to the ESD is not unique. In fact severa different signals can have the
same ESD. In this section the narrow-band spectrum was assumed to have been the
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result of only amplitude modulation. This is the case when the signal was passed
through a linear-phase filter. In the following section we will show how the identical
ESD could have resulted from phase-modulation.

27 PHASE-JITTER

The narrow-band spectrum of Fig. 2.34 could have resulted from a clock signal with
phase-modulation only. Such asignal can be written as

c(t, ) = [sin (27 Brt + ¢(t, )] rect(¢/NT) (2.219)
Using the identity
sin(A 4+ B) = sin B cos A + cos Bsin A,
then the phase-noise can be separated from the center frequency.
c(t, ) = [sin(¢(¢, ) cos(2m Brt) + cos(¢(t, -)) sin(2xn Byt)] rect(t/NT). (2.220)

When the phase modulation is small, then we can make the following first-order
approximations,
sin(g(t, -))
cos(¢(t,))

Under the small-signal approximation, the clock signal can be written as

¢(ta )
1.

112

e(t, ) =~ [¢(t, -) cos(2m Brt) + sin(2n Brt)| rect(t/NT), (2.221)

and we see that for small angle deviations, the phase-modulation is approximately
equal to amplitude modulation of a carrier in quadrature with the main clock tone.

To obtain the power spectrum, we start by taking the Fourier transform of the random
clock signal of (2.221).

Fc(jQﬂ'f, ) = %F¢(]27T(f:|: BT), ) + %(5(]3 — BT) — %(5(f—|— BT) (2222)

The expected value of the squared magnitude of F. divided by the timeinterval N'T',
gives us the desired PSD;

P(f) = L Pol] + Br) + 10(f £ Br) (2223)
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The phase-noise variance can be found from the baseband PSD by integrating over all
frequencies.

o} = /Oo h Py(f)df (2.224)

Using the narrowband assumption that the overlap of the positive and negative parts
of the frequency spectrum isinsignificant, then the baseband power can be expressed
as an integral over the bandpass spectrum. The sideband power istherefore

00 00 2

- 1 1 o
Pep = 1/ Py(f + Br)df = 5/ Py(f)df = 7‘1’ (2.225)
and the power inthetoneis
- 1 o 1
Prone = Z/ 6(f £ Br)df = 3 (2.226)

Therefore, the noise variance, in radians squared, isjust given by the ratio

P,
0l = =D (2.227)

For a bandpass filter with ()., defined by (2.217), then we obtain the simple result

eq

Thisisthe same result that we obtained for amplitude modulation which isnot surpris-
ing since the small-signal linearization converted the phase-noise to amplitude noise.
In the next few pages the same result will be derived more rigorously, and it will be
shown that a second-order approximation of the rms phase noise can be given by

1
U(z)—\/ﬁ.

Anillustration of the narrowband spectrum to be derived that will giverise to the above
second-order approximation is shown in Fig. 2.39. The reader wishing to be spared
the details of the following derivation may want to skip to page 96.

(2.229)

2.7.1 Second-Order Estimate of Phase-Noise Variance

The goal of thisanalysisisto find an expression for the narrowband power spectrum
P.(f) interms of the baseband PSD P;(f) of the random phase modulation. We can
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Figure2.39 Narrowband power spectral density of asignal due to random phase modula-
tion.

find the ESD S, (f) of this clock signal using the techniques of section 2.5, by first
finding the time-autocorrel ation function.

NT/2
ac(r, ) = / e(t, Je(t +7,-)dt (2.230)
—NT/2
The expected value of a. (T, -) istheintegral of the ensemble autocorrelation function.
NT/2
Ac(m) = Elac(r, )] = / Re(t, 7)dt (2.231)
—NT/2

The narrow-band spectrum that we are looking for is the ESD of ¢(t, -), which is the
Fourier transform of A. (7).

Se(f) = F{AA(7)} (2.232)
Explicit Expression for R.(¢,7) The above outlined analysis can be carried out by

first finding an explicit expression for the ensemble autocorrelation function R.(t, )
of the clock signal. By definition

R.(t,7) = E| [sin (2r Bt + ¢(t, -))] rect(t/NT) x
(2.233)
[sin 2rBr(t+ 1)+ ¢(t +7,-))] rect ((t + T)/NT)]

Now we can make make use of some trigonometric manipulations to separate terms
into sum and difference frequencies. Recalling

1 1
sin Asin B = 3 cos(A — B) — 3 cos(A + B),
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then
Re(t, ) = E[ %cos (27Brr+ ¢(t+7,-) — o(t, )
- %cos (27(2Br)t + 2 Brr + 6(t+7,) + 6(t,-)  (2.234)
] rect(t/NT)rect ((t + 7)/NT),

and recalling also that
cos(A 4+ B) = cos Acos B —sin Asin B,

then the fast varying center-frequency terms can be separated from the random phase-
noise terms.

Ruft.r) = { goostemBrr) leos (61 + 7.1 = 6(0.)
— § sin(2rBrr) Blsin (6(1 4 7,) — 9(1, )]
- %cos (27(2Br)t + 27 Brr) Elcos (6(t + 7, ) + 6(1, )] (2.235)
n %sin (27(2B7)t + 27 By7) Elsin (8(t + 7,-) + 6(t, )]
}rect(t /NT)rect((t +7)/NT).

With one more application of the previoustrig identity and

sin(A + B) = sin A cos B 4 cos Asin B,
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then terms involving ¢, can be separated from termsinvolving =, and we finally get the
desired form of the auto-correlation function:

Ruft,r) = { goos(mBrr) leos 61+ 7.1 = 6(0.)
— 5 sin(2r By Elsin (6(t + 7. ) — (1, )]
- %cos (27(2B7)t) cos(2n By ) Elcos (6(t + 7, ) + 6(t, )]
n %sin (27(2B7)t) sin(27 By ) Elcos (6(t + 7, ) + 6(t, )]
n %sin (27(2B7)t) cos(2n By ) Efsin (6(t + 7, ) + 6(t, )]
n %cos (27(2B7)t) sin(27 By 1) Elsin (6(t + 7, ) + 6(2, )]

}rect(t/NT)rect((t +7)/NT).

(2.236)
Since we are dealing with a narrow-band signal, then the baseband modulation, by
definition, varies much slower than the tone. Therefore, the termsinvolving

Eleos (¢(t +7,-) + ¢(1, )]
Elsin(g(t+7,-) + ¢(, )]

are expectations of aslowly varying signal, and these terms remain essentially constant
over several periods of the double-frequency (2Br) signa. Hence, when (2.236) is
integrated over time, the last four terms will vanish.

Approximationsfor Small Angles To continuethe analysisit is helpful at this point
to make some approximations assuming that the phase modulationis small. Thisisa
valid assumption, because any clock signal that has a large cycle-to-cycle phase jitter
é(t, -) isof nousetous, sothereisno needto analyzeit. Instead wewill be considering
a clock signal with small phase deviations. Recalling the series expansions for sine
and cosine around zero

: _ 9% | ¢°
Slng—g—?—i—?—
2 94
S

Y

cosf@ =1—

[Sv)

and ignoring any terms of 3”¢ order or greater, then

Efsin (6(t 4+ 7.-) — 6(t,))] = E[o(t + 7, )] - E[6(t, )], (2.237)
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and for a zero-mean phase-noise process
Elp(t+71,)] - E[s(t,-)]=0-0=0. (2.238)

Using the small-angle approximation for the cosine function

1
Ecos (¢t +7,) = o(t, )] =1~ E[¢*(t+7,)]+ E[6*(r,")]
—2B[p(t +7,)6(t, ]].
(2.239)
If the base-band phase-noise process is assumed to by wide-sense stationary with a
variance of o and an auto-correlation function R,(7), then

Elcos(¢(t+7,)—é(t, )] ~1— 0'3) + Ry (7). (2.240)

Energy Spectral Density Now the expected value of thetime-autocorrelationfunction
Ac(7) can be found by integrating R.(t, 7). Define an effective ensemble auto-
correlation function R.(7) as,

R.(r) 2 %COS(QT"BTT) [1— 03+ Ry(r)]. (2.241)

Integrating the horrendous expression in (2.236) reduces to

NT/2
Ac(T) :/NT/2 R.(t, T)dt

= R.(7) vy rect(t/NT)rect ((t 4+ 7)/NT) dt

—~ /NT/ 2 (2.242)

= R.(r) [rect(r/NT) * rect(r/NT)]
Taking the Fourier transform of A.(r) will finally give us the energy spectral density
function of the narrowband signal in terms of the baseband ESD. In anticipation of

the final result we'll define a power spectral density P.(f) asthe Fourier transform of
Re(7).

P(HEF {fz\c(r)} (2.243a)

P(f) = i(l —03)8(f £ Br) + %PM + Br), (2.243b)
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where P, (f) isthe PSD of the baseband phase noise. Therefore,
Se(f) = F{Rulr) } « F {rect(r/NT) rect(r/NT)}  (2.2449)
S.(f) = Po(f) * [NTSINc(fNT)]?, (2.244b)

and using the now familiar approximation of the sinc? function with an impulse of
equal areawe obtain

Se(f) = P-(f) * NT$(§) (2.244c)
Se(f) = NTP.(f), (2.2440)

dividing the ESD by the time interval N'I" the power spectral density of the phase-
modulated signal is as anticipated

P.(f) = %(1—0%)6(fj:BT)+ %Rﬁ(fiBT). (2.245)

Determining the Phase Noise Variance from F.(f) It was assumed that the time
domain signal corresponding to the energy spectrum was a constant amplitude tone
with small-signal phase modulation. The expression for the narrowband PSD was
expressed in terms of the PSD of the baseband phase-noise as in (2.245). The result
is that the PSD consists of a pure tone plus the baseband noise PSD shifted to +B7.
Thisisillustrated in Fig. 2.39. The phase-noise variance can be found by taking the
ratio of the tone power and the sideband power. From (2.245) the tone power is

1 [ 1
Ptone = 1/ (1—03)8(f £ Br)df = (1 —a5), (2.246)
and the sideband power is

Py = % / o (f + Br)df (2.2474)

1
= / (2.247b)

2

0_2

=5 (2.247¢)

Therefore the ratio of the two powersis simply related to the phase-noise variance by
P— 2
o _ % (2.248)
Pone 1-05
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Alternatively, we can express the noise variance in terms of the power ratio

Pgy/Prone

e — (2-249)
1+ Pgp/ Prone

2 _
O'(z)—

Returningto the example of edge-detected NRZ data passing through an ideal bandpass
filter of selectivity @, the above power ratio, which is the same as the energy ratio, is
just equal to 1/@Q. The noise variance of the recovered clock signa istherefore,

) 1
T4y = —=.
*T1+Q

For an arbitrary filter we use the equivalent selectivity, so that the general result is

(2.250)

1

Oy = 71—1_@6(1

This result, however, assumes that all of the sideband energy is converted to phase-
noise, and there is no contribution to the envelope deviation. Therefore, (2.251) gives
an upper-bound on the phase-noise obtained by filtering random edge-detected data.
In the following section we will show how a nonlinear phase filter distributesthe noise
power between amplitude and phase modul ation. Before, ending thissection, however,
we will give some simulation resultsthat verify the theory.

radians (2.251)

2.7.2 Simulation of Narrowband Phase-Noise

Toillustrate the application of the above theory for predicting phase noise, thefollowing
signal was simulated for various values of rms phase-noise #(t, -)

e(t, ) = cos(2m fot + 0(1,)). (2.252)

The simulated eye-diagrams for two cases are shown in Fig. 2.40. The noise variance
can be calculated in the time domain because we have explicit control of the phase-
noise in the simulation. The normalized histograms for the phase noise are shown
in Fig. 2.41, where the rms phase deviation was calculated to be 0.0994 and 0.1962
radians respectively.  The power-spectral density of the clock signals with random
phasejitter was obtai ned by taking adiscrete Fourier transform of thesignal. Thesignal
was brokeninto 128 intervals of 32 periods each, and the power spectrum of each short
segment was averaged to obtain the estimates of the PSDs shown in Fig. 2.42. The
theory predicts that the phase-noise variance is just the ratio of the tone power to the
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Figure2.40 Eye-diagrams of a clock signal with random phase-noise: (a) o ¢ ~ 0.1, (b)
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Figure 2.42 Average power in a bandwidth of B 1-/32. The rms phase-noise cal culated
from the frequency domainis: (8) oy = 0.0994, (b) oy = 0.1975.

sideband power. These ratiosare (101.1)~! and (25.64)~! respectively from which
we calculate the rms noise as

1
oy = —0.0994= 570° for(a)
V101
X (2.253)
oo = —0.1975=11.32°  for (b
* T /25.64 (b)

For a gaussian random variable, the peak-to-peak deviation is approximately 6o. We
can see from the eye-diagrams that the phase deviation is approximately 34.2° and
67.9° in Figs. 2.40a and b respectively.

Since the simulation was performed with 32 samples per period. The bandwidth is
therefore By /32. In order to double the rms phase noise the sideband power has to
increase by a factor of 4. Therefore we see that the noise power is 6 dB higher in
the second simulation. It is shown that the noise power is-35 dBc in Fig. 2.42a, and
-29 dBc in Fig. 2.42b at an offset of 20% of the clock frequency. To convert these
numbers to dBc/Hz, we subtract 10 log(Br/32). For the example of a 10 GHz clock
10log(Br/32) = 85 dB. This results in the noise power being down by -120 dBc/Hz
and -114 dBc/Hz at 2 GHz offset, in Figs. 2.42a and b respectively.

These simulation resultsverify that the theory can be used to predict thermsnoiseinthe
time domain from the PSD provided that the assumption of no amplitude modulation
has not been violated. In this example the error in the estimate is 0.66% in case (b),
and various other simulations have shown that the error is typically on this order for
the length of the simulation and number of samples per period chosen. In the case
of frequency noise in a voltage controlled oscillator, the phase is the integral of the
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frequency noise, and the phase variance goes to infinity as time increases” We will
defer discussion of thisimportant and practical case until Chapter 8. In the following
section, all of the resultsof this chapter will be tied together to obtain the connection of
how random amplitude modul ation, through nonlinear phase shifts, can be converted to
phase noise. With thisinformation we will be able to predict the minimum obtainable
phase jitter in a clock recovered from NRZ data by using a bandpass filter.

2.8 EFFECT OF BPF PHASE RESPONSE ON ANGLE AND
AMPLITUDE MODULATION

It was found that for narrowband amplitude modulation, the rms deviation in the
envelope is 1/4/Q, which is the same result obtained for the rms phase deviation.
Therefore, it hasbeen shown that a BPF with an ideal magnitude response can generate
aclock signal that containsonly amplitude modul ation, or only phase modulation. The
actual distribution of the sideband energy between envel ope deviationsand phase-jitter
will bedetermined by the phaseresponseof thefilter. A filter withlinear phase (constant
group delay) will giveriseto a clock signal with only amplitude modulation. However,

areal analog filter can only approximate a constant group delay. Any deviationfrom a
constant delay will resultin aconversion of envel ope deviation energy into phase-jitter.

Even if aBPF haslinear phase, other non-ideal circuit elementswill convert amplitude
modulation to phase-jitter. Since the recovered clock signal has a randomly varying
envelope, induced by random, data-dependent amplitude modulation, then a limiter,
or automatic-gain-control (AGC) amplifier needs to be used to produce a constant
amplitude clock. The phase-response of such a limiter circuit will also contribute
to clock jitter. The nonlinear phase response of the limiter provides different delays
through the circuit at different frequencies. In addition, nonlinear, voltage dependent
parasitic capacitance in integrated circuits cause the delay time through the circuit to
be amplitude dependent, adding further to the phase-jitter. It is a complicated matter
to determine the relative contributionsof these nonlinear delays to the phase-jitter, and
envelope deviation respectively. However, assuming that the rms phase-jitter in the
clock duethe the random dataitself is 1/+/Q isareasonablefirst order approximation
for the final clock after the amplitude modulation has been removed: Likewiseitisa

"Thisisapractical exampleof the random walk problem, where aman (presumably drunk, or extremely
dizzy) takes steps in random directions. The distance the man is away from the starting point is a random
variable. It isequally likely that the man will walk in any direction; one might therefore expect to find the
man at the starting point as time increases since each random movement will be balanced by one in the
opposite direction. However, thisis not the case, and the variance of the distance from the starting point
approachesinfinity as the time isincreased to infinity. This processis also known as Brownian motion. A
little thought will reveal that the variance must go to infinity, otherwise no gaseswould ever diffuse.



100 CHAPTER 2

reasonable approximation to assume the rms envelope deviation at the output of the

BPFisaso 1//Q.

29 SUMMARY

If you look at the literature concerning cyclo-stationary random processes [5, 6, 11],
and compare that with the seat-of-the-pants analysis used by most circuit hackers,
you'll find an enormous gap. In thischapter we have tried tofill thisgap by explaining
some of the concepts from random signal theory in the language of circuit design such
as, Q-factors, transfer functions, and impulse responses. Asfar as signals go, pulse-
amplitude-modulated (PAM) baseband signals are not very complex; yet a mastery of
the theory required to make even the simplest of cal culations becomes too involved to
makeitworthwhile. Alsoacompletetheory can often becomeformalismfor formalism
sake. The reason is because signals will be processed by nonlinear operations such as
edge-detectorsand limiters; followingformal analysisthrough such a systemsbecomes
intractable. Inthischapter we have aimed at devel oping an intuitionabout such signals
so that intelligent systems can be designed even when closed-form mathematical
descriptions escape us.

This chapter certainly is not a rigorous mathematical tour de force, but it does help us
to reach our goal of designing better receiver 1Cs. We have been primarily concerned
with the following questions.

= What isthe spectrum of random PAM datafor various signaling formats?

m  How is the signa affected by linear filtering, both in the time and frequency
domains?

= How isthe spectrum affected by nonlinear operations?

= How does prefiltering the data before nonlinear processing affect the harmonic
content of the clock tone?

= What is the ratio of the clock-tone energy to the random sideband energy, and
how can thisratio be maximized?

= How much amplitude modulation will result when a clock is extracted from
random data using a bandpass filter of a given Q7

= How much phase-jitter is present in a clock extracted from random data, where
does it come from, and how can it be reduced?
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By the end of this chapter, the reader should have the analytical tools to answer these
guestions. More importantly, the reader should develop afeel for the characteristics of
random data, and be able to predict the basic behavior of certain circuits by inspection.
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OPTIMAL DECISION THEORY
APPLIED TO HIGH-SPEED IC
RECEIVER DESIGN

The purpose of a telecommunication system is to convey a message, as accurately
as possible, from a source to a destination. A model for a typical system is shown
in Fig. 3.1. Along the way, the transmitted message can be corrupted by noise and
distortionasittravelstoitsfinal destination. The purpose of areceiver isto observe the
corrupted received signal, and estimate what the original message should have been.

Multilayered Sources of Errorsin Communication A receiver is considered “opti-
mal” if it providesthe “best” performance relative to some quantitative performance
measure, under a given set of assumptions. Errors in communication can occur at
severd levels, choosing a criteria for optimality in the context of the overall system
is non-trivial, because the quality of the received message is generally a subjective
judgment. To illustrate this hierarchy of communication, we could represent a con-
versation between two people using the block diagram of Fig. 3.1. In this example,
the source will be considered as a thought, or an idea in the brain of the speaker. This
thought can be pictured as roaming around in a multidimensional vector-space of all
thoughts. The speaker then maps only a shadow of thisidea onto alower dimensional
vector space of thoughtsthat can be expressed by words. This mapping is analogous
to quantization, where an infinite dimensional signal is mapped to a finite number of
discrete levels. At this point, much information may have already been lost. The
speaker may realize that the idea he is about to express is difficult to understand, so
he may repeat key phrases, or offer an analogy to reduce confusion. Thisis similar
to channel coding, where a communication system will purposely add redundancy to
reduce errors. Before sending the message, the speaker evaluates the conditions of
the communication channel. If the room is noisy, then the speaker might adjust his
volume to keep the signal-to-noise ratio at an acceptable level as he modulates his
vocal chords and transmits a sound wave in the direction of the listener'sears. If the
listener has agood idea of what the speakers voice soundslike, and knowsthat English

105
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Figure3.1 Block diagram of afiber-optic telecommunicationslink.

words are being spoken, then he can “tune-in” to the speaker, and the soundwaves can
be converted to words by the listener, even when the noise is larger than the signal.
Electronic receivers perform similar demodulations in the presence of noise by only
looking for a given frequency, phase, or pulse shape, and ignoring large background
noise. The listener then takes the sequence of wordsthat he has understood, and does
the channel decoding. Perhaps one or two words were not clear, but the listener waits
for the completion of the sentence, then the missing word can often be filled in by the
context of the sentence. Finally, thelistener maps the corrected sequence of wordsto a
thoughtin hisown brain. Clearly there are several thingsthat can prevent the errorless
communication of ideas. The largest source of error in this example is undoubtedly
the mappings of ideas to words, and visa-versa. Not only is this an approximation
at best, but to make matters worse, there is no guarantee that the two people talking
are using identical mappings. The same words can mean different things to different
people, especially when the two speakers are of the opposite sex!

The fascinating subject of human communication has often been left to neurophys-
iologists, and psychologists. However, engineers have recently utilized biological
models to implement neural-network sensors for machine perception, and artificial
intelligence. Likewise, utilization of results from linguistics has resulted in improved
systems for speech synthesis and recognition. Human perception is often ignored by
engineers doing quantitative analysis of communication systems, but ultimately for
voice, video, fax, etc., itisthefinal human perception that determines the quantitative
performance criteria that must be met. As interesting as this subject is, we will leave
it behind, and concentrate only on errorsin the transmission of the words themselves,
and not in the interpretation of these words by humans.
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Video Telecommunications Example Towards devel oping a quantitative measure of
receiver performance, we will consider video communication, and elaborate further
on each of the functional blocks in Fig. 3.1. The source encoder in a video system
performsthe very important task of datarate compression by removing the redundancy
intheinput signal. Itsgoal isto reduce the datarate to such an extent that the statistics
of the final quantized data are random and uncorrelated. Such techniques include;
differential coding, linear predictive coding, subband coding, and vector quantization.
Compression of the data is performed both within and between frames. Motion
compensation is utilized for inter-frame data reduction, where only the errors between
the image, and the translated portion of the previousimage are quantized.

Channel Coding The channel coder now takes the random, uncorrelated data from
the source coder and adds redundancy in an efficient and predictable manner, so that
thereceiver will beableto correct for errorsintransmission. A spell-checker programs
operates on this principle. Errors can be corrected in misspelled words only because
all possible combinations of letters in the aphabet are not alowed, only those that
constitute words in the English language. Often when aword is misspelled, it can be
corrected by finding the nearest legal spelling that most closely matches the incorrect
word, provided that there are not too many initial errors. If the minimum-distance
vector search is not adequate to correct the errors, then we must look to the context
of the sentence. Errors can also be corrected in this manner because all sequences
of words are not allowed to be strung together. We only allow sequences that obey a
certain grammatical structure. For avideo system, the spell-checker is analogousto a
convolutional, or Viterbi code that is used to structure the order of short bit sequences,
or words. The Viterbi decoder is used to remove bit errors, provided that they don’t
occur in clusters. The convolutional coded bits, or words, can then be organized into
blocksresembling sentences that obey afixed structure. These block codes can remove
errors in whole words.

Inter-Bit Correlation of Coded Data Sequences In the previous discussion it was
implicitly assumed that a device at the receiver exists that can detect the individual
letters of the al phabet of possible transmitted signals, and make a decision asto which
one was sent. In the example of spoken english, the symbol alphabet is the familiar
26-letter aphabet, plusthe digits 0-9, and various punctuation symbols. For a binary
system, the alphabet consists of only two symbols, generally referred to as “one” and
“zero,” each withan equal probability of being sent. The previousdiscussion of coding
in telecommunication is intended to illustrate that there exists a structure within the
transmitted data so that the actual transmitted bitsareindeed correlated. Therefore, if
we wanted to devel op an optimal decision rule for deciding the polarity of each binary
bit, the decision rule would have to include al of the correlation information about the
random data, and the data’s past history. For example, if a coder is used that forces
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a transition every 8-bits, and the receiver has just detected 7 “zeros’ in a row, then
this information needs to be given to the decision circuit so that the next decision is
biased in favor of detecting a“one.” However, the decoding of the receiver is usually
implemented hierarchically. Firgt, the bits are detected assuming no prior knowledge
of the statistics that the coding imposes on the data. Next, bit-errors are corrected by
convol utional decoding of the detected bit. Finally, word errors can be corrected by the
block decoder. This separation of tasks makes the implementation simpler, however,
the performance is degraded compared to a conceivable system that takes into account
all of the structure in the datain every decision.!

Concept of a Receiver The concept of a receiver for telecommunications is quite
broad. Issues that determine performance span the range from human perception,
to quantitative measures, such as distortion, signal-to-noise-ratio, and probability of
error. In the remainder of this work we will use the term receiver in a much more
limited sense to refer to a circuit that looks at the received signal over one bit period,
and decides which bit was sent, using no knowledge of previous bits. This type of
receiver assumes that the binary data is random, so that all bits, and all sequences of
bits of arbitrary length, are mutually uncorrelated. We realize that this assumption is
violated when a channel coder isused, but the data can be made to“look” uncorrelated,
especially when time-division multiplexing is used, so we will adopt this model and
useit from now on. Asafurther rational efor adopting thismodel, the penalty incurred,
in terms of increased signal-power required in the simple receiver to reach the same
level of performance asthe “all-in-one” decision circuit, isonly about 0.5dB, or 12%.
Therefore, the reduction in receiver complexity afforded by using the uncorrelated
model far outweighs the power penaty suffered. The performance criteria most
applicableto thistype of receiver isthe probability of error, or the bit-error-rate (BER).
Therefore, we seek to find the receiver that minimizes the BER for a given set of
assumptions. To obtain a mathematical description of the receiver we turn to the
theory of hypothesistesting. Before jumping straight into the theory, it is helpful to
take a moment to reflect, qualitatively, on the operations that the receiver needs to
perform, and to obtain an intuitive feel for the type of processing required. In this
manner we can develop alist of ideas, that seem like reasonable thingsto do, and then
compare thislist with the theoretical results.

1 Trellis-coded modulationis an example of a techniquethat combinesthe modulation and coding of the
signal into asingle step for improved performance.
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DATA vs. Time Eye Diagrams
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Figure3.2 Rectangular NRZ dataand eye-diagramsboth without and with additive noise.
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Figure3.3 Impulseresponse of amoving-averagelowpass filter.

3.1 QUALITATIVE DETECTION OF INDEPENDENT
BINARY PULSES

The task of a binary receiver is to determine which of two possible signals were
transmitted. For the case of zero-mean rectangular NRZ data, the symbols are either
+V or —V in aninterval of 7" seconds. An NRZ data stream is shown in Fig. 3.2
together with its eye-diagram, both for data with and without added noise. From the
eye-diagram of the noisy data it can be seen that there isvirtually no opening in which
to obtain a valid data sample. If a decision were to be made about the polarity of the
signal by using only one sample, then several errorswill result. A better approach is
to average the signal over the bit-period. Since the data signal is constant over this
interval, and the noise is essentially uncorrelated with zero-mean, the signal will add
coherently to the average, and the noise contribution to the average will tend towards
zero — if the bit-period is long enough. Averaging the signa over each bit period
and sampling at intervals of 7", is equivalent to passing the signal through a* moving-
average” lowpass filter and sampling also at intervals of 7', asillustrated in Fig. 3.3.
The “moving average” filter has a rectangular impul se response of

he(t) = %rect(t/T) (3.1
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DATA vs. Time Eye Diagrams
N NV AV AVAVNS

with additive
noise W\_

Figure3.4 Rectangular NRZ dataand eye-diagramswith and without additive noise after
passing through alowpass filter with a rectangular impulse response.

DATA vs. Time Eye Diagrams
VA NV AVAYA VAN

with additive
noise

Figure3.5 Rectangular NRZ dataand eye-diagramswith and without additive noise after
passing through alowpass filter with a half-cosine impul se response.

The data signals of Fig. 3.2 are shown in Fig. 3.4 after being filtered by a moving-
average lowpass filter. It can be seen that the averaging operation reduces the noise
and provides awider opening in the eye-diagram.

Clock Jitter Tolerance Instead of using a strict average, we could also have used a
weighted average, and this may give desirable results in some instances. Using the
half-cosine weighting function

by bix3

he(t) = o €08 (?) rect(¢t/T'), (3.2

thedatasignalsof Fig. 3.5will result. Inthiscase thevertical eye-openingisnotashigh
asinthe case for arectangular impulse response. However, the horizontal eye-opening
iswider. Therefore, we would expect to find that using a weighted average filter, that
concentrates most of the energy in the center of the data pulse, will be less sensitive
to clock jitter. In other words when the data is sampled at a point that is offset from
the center of the eye, the SNR penalty is not as severe as when a rectangular impulse
response filter is used.
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Colored Noise In the general case the additive noise will be non-white or colored.
The lowpass filter that averages the data can be tailored to reduce the noise by biasing
the filter's frequency response away from where the noise has the most power. As
an example, if the noise PSD increases with the square of frequency, then the desired
lowpass noise filter should have good suppression of high-frequency content. The
frequency response of therectangular and half-cosinefilterswere giveninFig. 2.20(b),
whereit was noted that the hal f-cosinefilter provided better high-frequency attenuation
compared toasimplemoving averagefilter. Theoptimal filter inthe presenceof colored
noise will be the one that produces the largest SNR at a given sampling point. We
would expect the optimal filter to have its energy concentrated in frequency bands
where the signal power is the strongest, and have small amounts of energy where the
noise isthe strongest.

In sectionsto follow, areceiver will be derived that isoptimal in the sense that the BER
isminimized provided that a given set of assumptions are satisfied. From the previous
discussion we realize that the receiver should perform the following functions.

= Thereceiver should perform filtering to average the noise.

= A weighted average filter can be implemented by using a windowing function
which might improve receiver performance in the presence of clock jitter.

m  Thefrequency responseof thefilter canbealteredtoimprovereceiver performance
in colored noise.

In the following sections a mathematical framework will be introduced so that the
above statements about receiver performance can be quantified.

3.2 HYPOTHESISTESTING

Given the assumptions that each data symbol is independent of all previous data
symbols, and that the a priori probabilitiesfor the symbols are known, the problem of
determining an optimal decision criteria for the receiver can be posed mathematically
as a hypothesis test [1, 2]. The receiver observes a signal over a bit interval, and
determines the probability that the received signal resulted from each one of the pulses
in the alphabet. A cost is associated with an incorrect decision, and the optimum
receiver is one which minimizes the expected cost. Fig. 3.6 illustrates a channel for
a binary communication system. The receiver's task is to observe the received signa
r(t,-), over an interval T, and determine whether sq(¢) or s (¢) was the transmitted
signal inthat interval. At the receiver two separate hypotheses can be formulated:
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CHANNEL

Sl(t) — o

7§ ; ; I’(t, ‘) To Receiver
So) — | T s

Figure3.6 Block diagram of a channel for communication of binary data.

m  Hy = Hypothesisthat sq (t) was sent,

m [, = Hypothesisthat s, (¢) was sent.

Without lossof generality we can consider the received signal to be aseries of samples.
Later the number of samples can be made to approach infinity. Therefore, the received
signal (¢, -) can be represented as a X dimensional vector »(-), where K is the
number of samplesin an interval of length 7.2 Based on the two hypotheses, a pair of
multidimensional probability density functions (pdfs) can be defined.

Po(r) 2 P(r|Hy), (3.3)

where P, (r) istheconditional pdf asafunctionof » giventhat s (¢) wassent. Likewise
Py(r) £ P(r|H)) (3.4)

is the conditional pdf given that s, (¢) was sent. The noise can always be considered
to be additive by definition, so that the received signals under the two hypotheses are

r(Ho = 5o+ n(

(3.5
()| Hi =8, + n(-).
For a binary decision, the vector spaces spanned by »(-) can be divided into two
regions. Intheregion R, the receiver chooses that sq (¢) was sent, and in R4, s1(t) is
chosen. A decision function d(+) can also be defined in these regions such that
d(r) =0 for r €Ro
(3.6)
dir) =1
2 A comment about the dlightly sloppy notation used may be helpful here. The random received vector is

denoted asr(-), whereasany vector in the space spannedby r(-) isnoted asr. Thevector r isnot arandom
vector, but is only adummy variable used to specify the coordinatesin a vector space.

for re Ry
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Finally a cost matrix can be defined such that ¢;; isthe cost of choosing i when in fact
j was actually sent. The expected cost is now written as

c = Coo - PI’[d(’F()) =0 |H0] + Cp1 - PI’[d(’F()) =0 |H1]—|— (3 7)
C10 - PI’[d(’F()) =1 |H0] 4+ c11- PI’[d(’F()) =1 |H1] ’
With the assumption that the a priori probabilities are known:
Ty = PI'[HQ],
(3.8)
T = PI'[Hl],

the average cost can be written as an integral of the conditiona pdfs over the two
decision regions.

E(d, 7T) ICQQ?TQ/

Ro

61071'0/ Po('r')d'r'—l—cnﬂ'l/ Pl('r')d'r'.
R1 R1

Po('r')d'r'—l—courl/ Py (r)dr +
Ro

(3.9)

The problem now stated in mathematical terms is to choose the regions Ry and R,
such that the above average cost is minimized.

Determination of Optimal Decision Regions The integral of a probability density

function, by definition, must equal unity. Since the two decision regions are mutually
exclusive, and span the entire vector space,

/RD Po(r)dr—l—/Rl Po(r)dr = 1

/RD Pl(r)dr—l—/Rl Pi(r)dr = 1.

Asaresult, the average cost can be written as an integral over only one of either of the
decision regions Ry and R ;. Therefore, integrating over R 1, the average cost is

(3.10)

(d,m) = €oomo [1—/ Po('r')d'r'] + com [1—/ Pl('r')d'r'] +
R1 R1
61071'0/ Po(’f')d’f‘ + 61171'1/ Pl('r')d'r'.
R1 R1
(3.12)

Combining terms, this can be written as a singleintegral;

e(d, m) = coomo + corm1 + /72 [mo(c10 — coo) Po(r) — mi(eor — e11) Pi(v)] dr.
' (3.12)
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The expected cost in (3.12) consists of a constant term, and an integral over theregion
R1. If the integrand is positive, then the integral will increase the expected cost.
However, when the integrand is negative, the integral reduces the average cost. Itis
clear that the minimum cost is obtained by choosing R; such that the integrand is
always negative, or

7T1(601 — Cll)Pl ('r') Z 7T0(610 - COQ)P()(’I') (313)

Therefore, the region R in the vector space spanned by »(-) that minimizes the
expected cost satisfies the condition,

T Py (r) < €10 ~ Coo (3.14)

’R .
b moPo(r) ~ co1 —c11

This decision ruleis known as the Bayes criterion, and the resulting minimum cost is
the Bayes risk.

Bit-Error-Rate in a Binary Communication System In a communication system
thereisno “cost” in making a correct decision:

Cop = C11 = 0, (315)

and there is an equal “cost” of making a wrong decision. If this cost is arbitrarily
chosen to be unity such that
co1 = c10 = 1, (3.16)

then the Bayes risk isjust the probability of error, and the decision ruleis
Rl; 7T1P1(7') Z 7TOP0(7'), (317)

and in the usua case where my = m; = 1/2, then

Rl; Pl('r') Z PQ(’I') (318)
Ro; Po(’r')

The probability of error is then from (3.12) found by integrating the conditiona pdfs
over the optimal decision region.

1

P = 3 [1 - /R1 [Pi(r) — Py(r)] dr (3.19)

At the boundary where P,(r) = P;(r), the decision function d(r) can be set arbi-
trarily to either 1 or O without affecting the probability of error. However, systems
considerations may make one of these choices more desirable than the other.
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3.3 PROPERTIES OF GAUSSIAN RANDOM VARIABLES

Intheprevioussection, the criteriafor determining optimal decision regionsfor known,
independent binary signals was established. The error performance of the system
can also be determined by evaluating the integral in (3.19). However, this general
criteria is not very illustrative, and performance evaluation involves performing a
multidimensional integration, which is no fun. Greater insight into the problem, and
simplificationsin the analysis can be obtained by making some assumptions about the
statistics of the noise. The standard assumption made is that the noise is additive-
white-Gaussian-noise (AWGN). Gaussian distributed random variables have many
nice properties that facilitate analysis. In this section we will review a few of these
properties.

3.3.1 One-Dimensional Gaussian Random Variables

A Gaussian, or “normal” random variable () has a probability density function given
by the familiar expression

Pl () = pl) = L -(=2) (3.20)

2ro

where 4 is the mean of the random variable z(-), and ¢ is the variance. Two very
useful properties of Gaussian random variables are that,

= Any linear combination of Gaussian random variablesis also Gaussian.

= The probability density function of a Gaussian random variable is completely
defined by a knowledge of only the mean and variance.

The Complementary Error Function We will often be interested in the probability
that (-) iswithinacertain interval [«, b], given by the integral

S5

(=) dar. (3.21)

2ro

b
Prla < () <b] = ! / e

Since there is no known closed form of the integral in (3.21), we can make use of the
normalized Gaussian distribution. A zero-mean and unit-variance Gaussian random
variable z(-) can be defined as

()220 (3.22)
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A
0(2)
< Y4
y
Figure3.7 lllustration of the complementary error function integral ®(y).
and the normalized Gaussian probability density functionis given by
1 _1,-
pdfz(.)(z) =¢(z) = \/ﬂe . (3.23)

We can define acomplementary error function ®(y) asthe probability that z(-) islarger
than y. This probability is given by the integral of thetail of the Gaussian pdf from y
to infinity. Therefore

B(y) 2 / " 6()dz (3.24)

Thisintegral isillustrated in Fig. 3.7, where it can be seen that &(—o0) = 1, ®(0) =
1/2, and ®&(oo) = 0. Using this plot, or atable of values of ®(y), the probability for
any general Gaussian random variable z(-) can be obtained. Clearly due to symmetry
®(y) + ®(—y) = 1. Now we can express theintegral in (3.21) in terms of &.

Prla < z(-) < b= ® (“ — “) By (I’TT“) (3.25)

o

Thelogarithmof &(y) isplottedinFig.3.8afor valuesof y € [1, 8]. It can beseen from
thisplot that the probability of a Gaussian random variable being 6 standard deviations
away from the mean is 10=°. For values of y > 3, ®(y) can be approximated by

(v) L1y
Py) @ —~ = ——e"2Y for y > 3. 3.26
) ==7 = (3:26)
Using this approximation, a closed form expression for the error probability as a
function of the signal-to-noise-ratio (SNR) parameter y is given by

2

y>3 Y
21In(10)

—log [®(y)] "~

+ log(y) + %log(?w), (3.27)
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Figure 3.8 Complementary error function: (a) actua and approximate valuesvs. v, (b)
actual valuesvs. 201og(y).

Prlz() >yl y  20log(y)
10-3 3.115  9.869
10-6 4762 13.556
10-° 6.002  15.556
10-12 7.037  16.948
10-15 7.943  18.000

Table3.1 Valuesof y required to achieveagiven probability.

and putting in numbers

>3 y?
“log[@(y)] 2 j—6+log(y)—|—0.4 (3.29)

We will typically be interested in finding a probability of error expressed in terms of
®(y), where y is aratio of a signal to noise, normally given in decibels. Therefore,
Fig. 3.8b shows the error function plotted against 20 log(y). Values of y required to
achieve agiven error probability are given in table 3.1.

3.3.2 Multidimensional Gaussian Random Variables

In section 3.2 a random signal »(¢, -) was represented by a random vector #(-), and
a multidimensional pdf was defined over the vector space spanned by =(-). In this
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section, the concepts of a one-dimensional Gaussian random variable will be extended
to the multidimensional case, so that the results can be applied directly to the problem
at hand. The simplest random vector is one composed of N independent random
variables.

&) = [21(), 22(), 23(), . ..z ()" (3.29)

Since the individual components of the random vector are independent, the pdf of the
vector is simply equal to the product of the pdfs of each random component,

N

pof (. (#) = p(x) = [ ] (), (330)

i=1

and if the the components are Gaussian random variables, then

p(x) = ﬂ L a(m=m)) (3:31)
i=1 \/ﬂai

or equivalently

1 N 1o (2 — i
p(x) = EENE (H U'_i) exp [—5 ; ( Uiﬂ

i=1

)2] . (3.32)

(3.32) can be written compactly by making use of vector notation, and the covariance
matrix N
R = E[z(-)z(-)7]. (3.33)

For arandom vector «(-) with independent components, the covariance matrix will be
diagonal, with the diagonal entries equal to the variances of each component.

R = diago?, 0%, 02,...,0%] (3.39)

The determinant of R isjust the product of the variances for each component. There-

fore,
N

R = 11 () (339)

=1

Since R isa diagonal matrix, the inverse of R isalso diagonal with entriesof 1/57.
Using the inverse covariance matrix, the argument of the exponential can be written as

a.

<w—u>TR‘1<w—u>:é(“:“i)z. (3.30)
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Notice that the previous expression is actually a “dot-product”, or “inner-product” of
two vectors. In the following sections the notation (a, ) will be used to represent
“dot-products’ making this operation more explicit, where

(@) Sa"y=a-y (3.37)

Using vector notation the multidimensional probability density function for aGaussian
random vector is given by

1
2m)N/2(det R)

M@ - ) B - )

2
(3.38)
In the previous discussion we assumed that the components of the random vector (-)
were mutually uncorrelated to arrive at the above result. Although we have considered
only a specia case it can be shown that (3.38) is the general form of the pdf for a
multidimensional Gaussian random vector when the components are correlated [3, p.
172],[2, ch. 2]. Inthe general case the covariance matrix R will nolonger be diagonal .

P () () = pla) = 7

173 €XP

Average of a Random Vector A statistic that will be of primary interest to usis the
average of a random vector. |f we consider a vector z(+) comprising N zero-mean,
unit-variance, independent random variables, then from (3.38)

pof, () (2) = p(=) = (%;me—am. (3.39)

We can define a new random variable as the average of the components of z(-) as
1 N
an() = 5 D). (340)
i=1

Since the pdfsof al z;s are known, in principle we can find the pdf of a, (-). Thisisa
complicated procedure at best. However, since all z;s are Gaussian random variables,
any linear combination of theseis also Gaussian. Therefore, , (+) is Gaussian, and we
need only find the mean and variance of «,(-) to completely determine the pdf. The
mean of a, (-) isclearly zero;
1 N
Blav()] = 5 > Ela()] =0, (341)

i=1

and since the elements of z(-) are independent, the variance is found simply by

ZE[ZZ»«)]] = %ZE[ZEM]: RSN Ye)
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Therefore the pdf of the average is

1 - %ai /N
pdfav(~)(av) plav) \/me (343
Thisanalysisillustratesthe power of assuming the random disturbancesto be Gaussian.

The pdf of any linear combination of Gaussian random variable can be easily found
when the mean and variance are known. The mean of the random process is just
the dc value, and the variance is the average ac power. We saw in chapter 2 that the
variance can be determined by integratingthe ac power spectral density over frequency.

Obtaining the pdf from the dc value and the average ac power of a Gaussian random
processisauseful techniquethat will be widely used in the following sections. Before
moving on, however, we should note that the standard deviation of the average of

N unit variance independent random variables from (3.42) is o4, = 1/v/N. Asthe
number of independent samples increases, the variance approaches zero inversely with
the square-root of the number of samples. Therefore, if we have a signal of unit value
added to noise with unit variance, then it will be difficult to detect the signal in this

noise. If we took 100 samples of the signal-plus-noise and averaged it, then the signal

would still have a unit average, but the noise standard deviation is now 1/10. If we
wanted to reduce the noise standard deviation to 1/1000, or approximately a 10 bit

resol ution, then we would need to average 10002 or one-million samples.

34 OPTIMAL DECISION RULE FOR
ADDITIVE-WHITE-GAUSSIAN-NOISE
In section (3.2), the general criteria for determining the optimal decision region for

the case of known, independent, binary pulses was established. The optimal decision
region from (3.18) isfor equal a priori probabilities

Rl; Pl('r') Z PQ(’I') (344)
and the probability of error from (3.19) is the following multidimensional integral

P = % [1 — /R1 [Pi(r) — Po(r)] dr (3.45)

When the noise is assumed Gaussian, the expression for the optimum decision rule,
and evaluation of the probability of error is greatly simplified. The received signa
r(+), under the two hypotheses are from (3.5)
r()|Ho = 5o+ n()

(3.46)
r()|Hi = s +n().
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If we assume that the noise is zero-mean, Gaussian noise, then the conditional means
of »(-) will be s, and s, respectively, and the conditional pdfs in the time interval
[0, T] can be written explicitly as

1 1 _ '
Plr) = Gyrraa myy O |72 o) Bl =) (34D)
when s, issent, and
1 1 '
P = G e e P T2 b B —s)) | (G49)

when s, issent. The optimal decision region R, can be written as asimplelikelihood
ratio

Py(r)

> 1, 3.49
PO (’f‘ ) - ( )
which is aways greater than zero. Alternatively, since the logarithm is a monotonicly
increasing function for positive arguments, we can take the log of both sides;

Ri;

Pi(r)
; > = 0. X
Ri; In [Po('r')] >In(l)=0 (3.50)
Therefore, the optimal decision region for additive Gaussian noiseis
Ri; —%<('r—sl),R;1('r—sl)>Z—%<(r—so),R;1('r‘—so)>. (351

If in addition to being Gaussian, the noiseisassumed to be uncorrelated and stationary,

then )
R'=—1I (3.52)
a.

The decision rule for additive white Gaussian rT;oise (AWGN) isthen
Ri; ((r—s.),(r—8.)) <{(r —8o),(r —s0)). (3.53)
Using the following notation for the norm of a vector
Irl* £ 1), (354)
then the decision rule can be expanded in the form
Ris (P = 2(r, s0) + llsa|” < [l7]1* — 2, 80) + [|50]*. (3.55)

Therefore, the final form of the optimal decision rule for AWGN is

2 2
Re (ros)— (rray > Dl sl

> 5 (3.56)
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Figure3.9 Optimal receiver for Binary signalsin AWGN assuming that the time of arrival
isknown, andthat thetransmitted signals s (¢) ands; (¢) areprecisely knownat thereceiver.

Interpretation of Decision Rule as a Correlation Receiver  In the limit as the
number of samplesof therandom received vector approachesinfinity, the* dot-product”
becomes an integral

1
T

Jin ) =

/0 ! r(t)s) (t)dt (3.57)

The resulting receiver that implements this decision rule is shown in Fig. 3.9. The
receiver has stored at the destination a copy of both pulses s, (¢) and s; (¢). Thearrival
time of the pulsesis assumed to be precisely known. Over each timeinterval of length
T, the receiver correlates the random observed signal with the two possible signals. If
so(t) and s1(t) have a difference in energy, then this bias is subtracted out, and the
remaining signal is compared to zero. If the result is positive then s, (¢) is chosen,
and sy(t) is chosen if the result is negative. The optimal receiver for binary pulses
is even simpler, when it is assumed that the data is balanced around zero, so that
51(t) = —so(t) = s(t). Inthiscase the optimal decision rule is

‘Rl; (r,s) > o.\ (3.58)

For balanced symmetric signals with equal a priori probabilities the optimal receiver
isshownin Fig. 3.10.

3.4.1 Optimal Matched filter for AWGN
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Figure3.10 Optimal receiver for Binary signalsinAWGN wheres; (¢) = —so () = s(¢)
isknown, and the time of arrival is also known.

Often it is more convenient, both for implementation and for analysis, to replace the
optimal correlator with a matched filter, whose output at discrete sample t = nT'
is the same as the output of the correlator. Describing the correlation as matched
filters will enable us to evaluate the performance of the receiver for non-white noise,
and for receivers with clock jitter. The correlation operation can be replaced by an
equivalent matched filter. The operation of a weighted integration is accomplished
by the shape of the impulse response of the filter as it is convolved with the data
signal. For rectangular data, the correlation is equivalent to filtering the data with a
rectangular impulse response filter. In general, if the data pulse has the shape s(t),
then the operation

1 T
—/ st)r(t, - )dt (3.59)
T Jo
with a change of variables, is equivalent to the following integral
1 T
—/ s(T —1)r(T — 1, -)dr. (3.59b)
T Jo

Thisintegral isequivalent to

1 T
f/o S(T = )e(t — 7, )dr (3.60)

only at thetimet = T". We could write (3.60) as

T
/ hs(T)r(t =, -)dr
0 (3.612)

1
where hs(T) = TS(T -7)

Finally, since the pulse shape s(t) is defined to be zero outside the interval [0, 77, we
can write (3.61) as a convolution,

/00 hs(T)r(t — 7, )dT = hg(t) x r(t, ). (3.62)

— 00
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Figure3.11 lllustration of the equivalence of a correlation receiver and a matched filter
receiver. The Correlate and dump signal is equal to the matched filter signa at integer
multiples of the bit-period 7'.

Thefunction £, (¢) can now be thought of as theimpul se response of alinear filter that
ismatched to the data signal s(¢). Fig. 3.11illustratesthe equivalence of acorrelation
receiver and a matched filter receiver when the two are sampled at the same time
intervals (intervals of n7" in this case).

3.4.2 Comparison with Qualitative Analysis

The receiver of Fig. 3.10 is intuitively satisfying because it corresponds to the same
operation that we described qualitatively in section 3.1. If the transmitted data pulses
arerectangular NRZ, then the optimal receiver simply takesthe average of the dataover
thebitinterval. The signal adds coherently to the average, whilethe noiseaverage tends
to zero. It was shown in ( 3.43) that the average of identically distributed zero-mean
Gaussian random variables can be made arbitrarily close to zero, if enough samples
are taken. Therefore, we find a fundamental tradeoff between SNR and bandwidth. If
the SNR is high, then the pulse period 7" can be made small. However, if the SNR is
low, then 7" must be increased so as to average out the noise over a longer interval to
achieve the same probability of error.

Itisimportant at this point to reflect on the assumptionsthat have been made inderiving
the optimal receiver. These assumptions are that:

m  Thenoiseisassumed to be additive and Gaussian.

= The noise iswhite = the noise power in a bandwidth of B Hzis Ny B for al B.
(Adjacent samples of the noise process are uncorrelated, no matter how close the
two samples are taken in time, which impliesthat the autocorrelation function of
the noise is an impulse function of weight N, /2).
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= Thetransmitted symbol isknown precisely at thereceiver, (Any distortiondueto
the channel has been equalized).

= There is no intersymbol-interference (1SI), (Any dispersion of adjacent signals
has also been equalized).

= All data pulses are uncorrelated, (A knowledge of the past data pulses gives no
information about the current data pulse).

m  Thetimeof arrival of the signalsis known, (A clock exists at the receiver that is
in perfect phase synchronization with the arrival of the data).

If any of the above assumptions are violated, the correlation receiver is no longer
optimal. For practical broadband fiber-optic receivers the following conditions will
hold.

m  Since the clock at the receiver has to be recovered from the random data itself,
there will always be jitter in the recovered clock, and the arrival time of the data
will not be known precisely.

= Thenoise power spectral density isnon-white. The dominant noise source will be
due to the preamplifier. Since the photodiode has a large capacitance ~ (0.5pF),
creating a dominant pole with the preamplifier’s input impedance, negative feed-
back isrequired to broadband the amplifier. The PSD will be shown in chapter 7
to have a“zero” due to the dominant pole at the amplifier input, causing the PSD
to increase with the frequency squared.

Even when the assumptions needed for optimality are violated, we often still use the
correlation receiver because it corresponds to our intuition about how the noisy signal
should be processed and is proven to provide the best performance under nominal
conditions. In section 3.9, the shape of the correlation pulse will be atered to provide
better performance in the presence of clock-jitter, and non-white noise. Before con-
sidering these extensions, we will evaluate the performance of the correlation receiver
under ideal conditions.

3.5 PERFORMANCE EVALUATION OF THE
CORRELATION RECEIVER IN AWGN

We are interested in evaluating the performance of a correlation receiver shown in
Fig. 3.10in AWGN. For every timeinterval of length ", thereceived signal ismultiplied
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by acopy of the original signal, and integrated. A decisionismade at times (n + 1)T
based on the polarity of the result of the test statistic p,, (-), where

1 (n+1)T
pn(s) = —/ st = nT)r(t,-)dt. (3.63)
r nT

If therandom variable p,, () ispositive, thenit is assumed that s(t) was the transmitted
signal, and if p, (t) is negative, then it is decided that —s(t) was sent. There are two
different errors that can occur: the receiver could choose —s(t) when s(¢) was sent,
or it can choose s(t) when —s(t) isthe actual transmitted signal. The purpose of this
analysis is to determine the probability of these errors. In the first case, s(t) is the
actual transmitted signal. Therefore, in the interval for n = 0, the receiver signal is
given by

r(t, )| H1 = s(t) + n(t, ), (3.64)

and the random test statistic, obtained by performing a correlation with a noiseless
copy of the signal, isthen

T T
po()| Hy = %/0 52(t)dt+%/0 s(t)n(t, )dt (3.65)

We recognizethefirst integral as the average power in the zerd” bit P, of the noiseless
received signal. Therefore, the test statistic is reduced to

T
po()|Hi = Py + %/0 s(t)n(t, )dt. (3.66)

Since the noiseis assumed to have zero mean, the expected value of py ()| Hy issimply

1 T
Elpo(")|Hi] = Po + T/ s()En(t,-)]dt = P,. (3.67)
0
The variance of the test statisticis given by

1
oo|H) = 7= F

/0 5(t)n(t,~)dt/0 5(t)n(t,~)dt] . (3.68)

Now we can make use of the assumption that the noiseis white with a constant power
spectral density of Ny/2.  The ensemble autocorrelation function of a stationary
random process was shown in (2.196) to be the inverse fourier transform of the PSD.
Therefore the autocorrelation function is simply an impulse of magnitude Ny /2;

Ru(r) = F~! {%} = %5(7). (3.69)
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Now the variance of the test statistic can be found as follows

oo|H) = %/j O/tj_oE[n(tl,~)n(t2,~)]5(t1)5(t2)dt1dt2 (3.70a)
_ NO/ / S(ty —ta)s(t1)s(ts)dt dts (3.70b)
t1=0 Jt2=0
_ 7}2 fgo /h:o (1) dty (3.700)
_ ;V_jgpo (3.70d)

Since the noise is assumed Gaussian, po(-)|H1, which is a linear combination of the
noise, isalso Gaussian. Therefore, we can write the pdf since we know the mean and
variance.

1 L[ (p— P
P, 1, (P) = ———=rxp—3 % (3.71)
\/ 2752 P 2740

Repeating the procedure for the case when the transmitted signal is actually —s(t), the
results will be the same except that the mean is now — P,. Therefore the conditional
pdf is

1 1] (p+ Po)?
P, 11, (P) = ———=exp—3 % (3.72)
/2738 Py 2740

The total probability of error isthe sum of the probabilitiesof each type of error;
P.=m PI’[])Q()|H1 SO]—i—ﬂ'o PI’[])Q()|H0 > 0] (373)

Thisisageneral result, but we recall that the correlation receivers is only optimal for
mo = m = 1/2. If thisis not the case a correlation receiver can still be used, but
the decision threshold will not be zero, but will be biased in favor of the more likely
signal. The error probability isillustrated graphically in Fig. 3.12. This figure shows
that the two-conditional pdfs are identical Gaussians centered at P, and — F,. The
error probability is the weight in the part of the tails of these Gaussian pdfs that cross
the origin. The error probability can be expressed interms of the complementary error

function.
PO PO 1/2
No/2T

. 1/2
(52 Po)
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Figure3.12 Eye-diagram of rectangular NRZ data after passing through a matched filter
with the conditional probability density function of the test statistics shown to theright.

Dueto symmetry Pr[pg| Hy > 0] isgiven by the same expression. Therefore, the error

probability is
P, 1/2
(NO/QT)

P, 1/2
No/2T

Signal-to-NoiseRatio The parameter Py/(Ny/2T') isan important quantity. Thisis
the ratio of the average power in the zero'” bit to the noise power in a bandwidth of
1/2T. Since the hit-rate By isequal to 1/7', the noise power is equivalent to passing
the white-noise through an ideal lowpass filter with a bandwidth of half the bit-rate
By /2. Thissignal-to-noise power ratio (SNR) can also be writteninterms of energies
asfollows,

Pe = (71'1 + 7T0)<I) ; (375)

or simply

(3.76)

PT K
SNRo = 775 = o7 (3.77)

Therefore, the error probability is determined by the complementary error function of
the square-root of the SNR, where the SNR isthe total energy in the bit £ divided by
the constant white-noi se power spectral density N, /2 which also, obviously, has units
of energy. The complementary error function ®(y) was plotted in Fig. 3.8, and from
table 3.1 we find that for P. = 109 then

P By 5
SNRy = NoJ2T ~ Noj2 6° = 15.566 dB. (3.78)
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Therefore, to achieve P, = 10~ the rms signal amplitude should be 6 times larger
than the rms noise. At this error probability, a fiber-optic communication system
operating at 10-Gb/s will experience 10 errors-per-second on average. It is useful to
have a closed form expression for P, in terms of the SNR. It was shown in (3.28) that
foran SNR > 9 = 9.542 dB, that P, can be approximated by

NR 1
_log[P] T i—G + 5 log(SNR) + 0.4 (3.79)

In following sections, the concept of maximizing the SNR of a test statistic will be
used to evaluate the performance of correlation receivers in the presence of non-white
noise, and clock jitter. First however, we will consider a fundamental limitation on the
maximum achievable SNR.

3.6 QUANTUM LIMIT IN OPTICAL COMMUNICATION
SYSTEMS

Before proceeding further to consider the effect of clock jitter and colored noise on
receiver performance, we might rightfully ask whether there is a fundamental limit
on the performance of an optical receiver, and if so, what is that limit? Due to the
quantum nature of light, the energy delivered to a receiver occurs in discrete packets
called photons. The arrival of these photonsis random, so that the fundamental nature
of the signal itself exhibits noise called quantum noise [4, ch. 7, p. 279], [5, sec. 8.4].
In this section we will evaluate the “quantum limit” of a fiber-optic receiver, whichis
the minimum number of photonsthat must be incident on a photo-detector, on average,
in order to achieve a given error probability.

3.6.1 Approximate Quantum Limit Using AWGN Assumption

First wewill consider anon-physical approximationto an optical receiver, and eval uate
the quantum limit based on thismodel. Later we will determine the actual quantum
limit based on a consideration of arrival statistics of photons. In this example we will
assume that we have bipolar light, so that when we want to transmit a one we send a
light pul se, and when we want to transmit a zero we send the negative of thislight pul se.
We al so assume that we have a photo-detector that can produce abipolar current output
with no bias current (/ for a“one” and —/ for “zero”). We will further assume that the
photo-detector is 100% efficient, so that each photon produces an electron-hole pair.
Therefore, if n photons are incident on a photo-detector in atime interval T, then the
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current will be I = nq/T', where ¢ is the charge on an electron. Since we would like
to get a reasonable estimate of the quantum limit based on concepts that are familiar
to circuit designers, we will also assume that the quantum noise has the same statistics
as shot-noise. Therefore the two-sided noise PSD is equal to ¢/. In the anti-case,
negative photons are sent giving rise to a current of —/, which also has a noise power
spectral density of ¢1.

Approximate Quantum Limit Derived from Shot-Noise Assumption For this sym-
metric example, the energy delivered to a 1€2 resistor is the same for every bit, and is
given by

FEg=1I°T. (3.80)

The SNR is given by the ratio of the average bit energy to the white-noise PSD;

T 1
SNR= — = — 3.81
gl /T (381
Therefore we have theinteresting interpretation that the SNR istheratio of the average
current produced in one bit period, to the current produced by one single charge in
the same time interval. Substituting for / we obtain the SNR in terms of the average
number of photonsincident on the detector inatime 7'

ng/T
q/T

or the SNR is just the average number of photons per bit period. We know from
table 3.1 that for P, = 10~ we require an SNR of approximately 36. Therefore,

SNR = =, (3.82)

o~ 36 photons/bit for P, = 10~ (3.83)

I mproved Estimatefor On-Off Modulation We can get amorerealistic approximation
to the actual quantum limit if we realize that the light pulse will be on only half of
the time. Consider an optical system which transmits a light pulse for a one and no
light pulse for a zero. We will further assume that there is no noise when a zero is
sent. Therefore the error probability Py of detecting a one when a zero is sent is zero
(Po = 0). Therefore the total error probability is given by
1 1 1
Pe=gPo+5Pi= 5P, (3.84)
and
P =2P, =2x1077. (3.85)
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The average number of photons needed to achieve this higher probability will be
slightly less than 36. We find from (3.79) that the average number of photons needed
per one symbol 77 = 34.64. Therefore the number of photons per bit 72 is given by

1 1 1
m= oM i = gy = 1732 18, (3.86)

The interpretation of thisresult is that the arrival of photonsis a random event. If we
want to reduce the chances of getting a negative result in the bit interval to once out of
every one-billion bits, then we have to make sure that on average we have 18 photons
arriving per bit interval. If we let the probability of error rise to one-in-a-million
(P. = 107°), then the SNR needed is 22.7, which requires 11.35 photons per bit on
average.

We have used the familiar concept of shot-noise to approximate the quantum limit as
n1 ~ 36 and 7w ~ 18. However, we know that the noise can not be negative (either we
detect a photon or we do not, but there are no negative photons). Thereforeif only one
photon is detected, the result will be positive and we will interpret this as a one, and
no amount of noise will turn this positive result negative. Therefore we should be able
to reduce the average number of photons needed to obtain P, = 10~? to less than 18.
To find the actual quantum limit we must consider the arrival statistics of photons at
the receiver more carefully.

3.6.2 Actual Quantum Limit from Poisson Distribution

In the previous section, the results for AWGN were applied to a fictitious example
to get an estimate of the quantum limit in terms of parameters that are familiar to a
circuit designer. In this section, we will determine the actual quantum limit based
on the random arrival statistics of photons. To determine the absolute minimum
power needed, we will assume that we have the capability to detect a single photon.
Furthermore, we'll assume that we have a light source with a 100% extinction ratio
(when the light is off, it is really off). The received signal will consist of either a
light pulse, or no light pulse. When thereis no light pulse, there is absolutely no way
we can detect a photon (this assumes that there is no 1Sl). Therefore the conditional
probability density function when no pulseissent is

Py(r) = 6(r), (3.87)

which means that the received signal isidentically zero with probability one. We can
express the optimal decision rule as

Ro; r=20

R ez (3.89)



132 CHAPTER 3

That is, we choose s; () when the received signal is anything but zero. The total error
probability for thissystemis

P = %Pr[d(’r‘) = 1|Ho] + %Pr[d(’r‘) = 0|H4], (3.89)
and since there isno noisewhen thereisno light, there is no chance of making an error
when no light is transmitted. The only chance of making an error is when we don’t
detect any photons when we were supposed to. In other words, we turn on the light
source, but because of the random nature of photon emission, no photons are emitted
inatime T, even when the light source is on. The total error probability isjust due to
the later situation, and is given by

P.= %Pr[d(’r’) = 0|H4]. (3.90)
To find the probability of this event, we must consider the arrival statistics of the
photons themselves.

Derivation of Error Probability If we look at very short time intervals At, we
will assume that the probability of the arrival of one photon in this time interval is
proportional to At,

Pi(At) = aAt, (3.92)

where the significance of the proportionality constant « will be demonstrated later.
Since the time interval is short, either one photon arrives or it doesn’t, but the time

interval istoo short to allow more than one arrival. Therefore,
Py(At)+ P (AY) =1
(3.92)
Po(At) =1-aAt

We are interested in finding the probability that no arrivals occurred in atime interval
of length’7". We can consider aninterval of length 7" 4+ At, and we further assume that
the arrival of a photon in the time At is independent of the arrival of a photonin the
previous timeinterval I". The probability of no emission in atime period of 7" + At
isthen given by

Po(T + At) = Py(T)Py(At) = Py(T)[1 — aAt], (3.93)
and writing this as a difference equation we get
Po(T + At) — Py(T)

A = —aPy(T). (3.94)
Inthelimit as At goesto zero, the difference equation becomes a differential equation
dP(T) _ _,p, (1), (3.95)

dr
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with the solution of
Po(T) = e~ T (3.96)

where we have made use of the boundary condition

At—0

Relationship Between Parameter « and Observable Statistics (3.96) givesthedesired
result, but isexpressed interms of the parameter «. In order to determine arelationship
for this parameter in terms of observable statistics it is necessary to continue the
derivation to determine P, (T), the probability of obtaining precisely »n photonsin a
giventimeinterval 7'. Following Davenport and Root [6, ch. 7, pp. 115-118], we will
consider the probability of observing n photonsin atime interval of length 7" + At.
We can restrict At to be so small that no more than one photon can arrive in thistime;
therefore are only two possibilities exist: either one photon is emitted, or none are.
Since we have assumed that emissions at any time ¢ are independent of emissionsin
the past, for small At the probability of observing »n photonsin an interval of length
T + At issimply given by

Po(T + At) = Py (T) Po(At) + Pr_1(T) Pr(AL). (3.98)
Recalling that P, (At) = aAt, and Py(At) = 1 — aAt, it followsthat

Po(T + At) — P,(T)
At

+aPy(T) = aPy_y(T). (3.99)

Inthelimit as At — 0, we obtain adifferential recursion equation

W) 4 (1) = aPucr (1), (3.100)

which has a solution given by

T
P (T) = ae_aT/ Po_1(r)e*dr, (3.101)
0

where we have utilized the boundary condition P, (0) = 0. For the case of n = 1 we
can make use of the result Py(7) = e~ 4% from (3.96) to obtain

T
P (T) = ae_aT/ e~ e dr = (aT)e™ T, (3.102)
0

3 Davenport and Root reference Richard Courant, “ Differential and Integral Calculus,” |. rev. ed., 1937;
I1, 1936, Interscience Publishers, New York.
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For the case of n = 2, we can substitute the previousresult to obtain

T 2 _—aT
T
PQ(T) ae—aT/ (aT)e—aTeaTdT (Cl )26
0

(3.103)
It is not difficult to see the pattern that emerges from the recursion and therefore
determine the probability for any arbitrary n as
n ,—al
po(ry = 9D (3.104)

n!

Using (3.104) we can find the expected number of arrivalsintime 7" as
oo o T\ —aT
EEDIIAGEDY % (3.105)
n=0 n=0 :

This sum can be evaluated explicitly as follows. First consider the Taylor series
expansion for 7"

n

i (“T') =T (3.1063)

n

n=0

Taking the derivative with respect to both sides gives
0 T\n—1
3 % = el (3.106b)
n=0 :

and multiplying by (aT') gives a series expansion for (aT)e?T:

i n@D)® _ et (3.1060)
n=0

n!

Finally, multiplying by e =47 putsthisin the form of (3.105).
2 n(aT) e~ T
=Y % — T (3.1064)
n=0

Now we can see the significance of the parameter « and substitutea’7” = 7y into (3.96)
to obtain o

Py(T) = e, (3.107)
which is the probability of not getting any photonsin atime 7", when on average we
get 7.

Quantum Limit in Terms of Number of Photons per Bit Using the above results, the
desired probability Py (T") can now be expressed interms of i, which isan observable
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P, . N
1073 6.2 3.1
107% 131 6.6
10=2  20.0 10.0
10-12 26.9 135
10-15 33.8 16.9

Table 3.2 Quantum limit in terms of average photons per one symbol #7 and average
photons per bit 7 incident on the photo-detector in one bit period 7' to insure a given error
probability P..

quantity. The total error probability for a fiber-optic receiver operating at the quantum
limitis given by
1 1 _—
Pe = §P0(T) = 56_n1. (3108)

We have now arrived at the desired result that, due to quantum noise, we require on
average i1 photons per one symbol to insure an error probability of P, where

7T = — In(2P,) (3.109)

Since there are no photons transmitted for a zero symbol, the average number of
photons per bit 7 is given by

1 1
n=g (M +m) = g7, (3.110)

therefore
= _1“(2213 ‘) (3.111)

The quantum limits 7y and 7 are given intable 3.2, where we see that, approximately,
an additional 7 photons per one symbol are required on average to reduce P, by 3
decades.

Plots of P,(T) are given in Figs. 3.13(a) and (b) for 77 = 10 and 20 respectively. It
can aso be shown using the same method as outlined in (3.106) that the variance of
the Poisson distributionis also equal to 77. Therefore the standard deviation is equal
to the square-root of the average number of photons, and the average SNR is equal to
1/+/71, which isafamiliar result for independent random variables.
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Figure 3.13 Possion distribution for =7 equal: (a) 10, (b) 20.

Quantum Limitin Terms of Optical Power We can relate the quantum limit to optical
power for a given bit interval I". Continuing with our example of a 10 Gb/s system,
the bit-interval 7" isequal to 100 ps. The energy in a photonis given by

he
6ph = 7,
where h is Planck’s constant, and ¢ isthe speed of light. Substituting these constants
the photon energy is

(3.112)

198.6 x 10712(nJ- pm)

The photon power is the energy divided by theinterval 7
€
_ “ph _ 1.986(nW - um) B
Pph=—"Fp =— for 7"= 100ps. (3.114)
Since the light pulseis only on half of the time, the average optical power is
1 1, _
pav = 5(0) + 5 (Wpph) = Tpph, (3.115)

or substituting (3.109), we can write the average power at the quantum limit in terms
of the desired error probability, for a bit-rate of 10-Gb/s such that,

2.29(nW~pm)) .

pav = — log(2F) ( 3 (3.116)

The following equation expresses the result for an arbitrary bit-rate B,

pay = —— 1“(2213 ) [%] Br, (3.117)
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P, 71 pav(A =0.80um) pay(A = 1.30um) pav(A = 1.55um)

dBm dBm dBm
1073 6.2 —51.1 —53.2 —54.0
105 131 —47.9 -50.0 -50.8
10— 20.0 —46.0 —48.1 —48.9
10-12 26.9 —44.7 —46.9 —47.6
10~ 33.8 —43.8 —45.9 —46.6

Table3.3 Quantumlimit for variouswavel engthsof light in termsof averageoptical power
incident on the photo-detector for a 10 Gb/s optical receiver (7'=100 ps) to insure a given
error probability.

and substituting for the numerical constants we obtain the general expression for the
guantum limit in an optical system using on-off modulation and no coding.

A 1-Gb/s (3.118)

pav = —log(2P.) (0.229(nw.ﬂm)) [ By ]

Table 3.3 gives the quantum limit in terms of the minimum average optical power
required to achieve various error probabilities for different wavelengths of light at a
data rate of 10-Gb/s. We can see that, at best, we need an optical power of about
-48 dBm for P. = 10~°. This analysis gives us a theoretical limit on the minimum
received power. However practical implementation problems will limit the sensitivity
of the receiver such that many more photons above the quantum limit will be needed
for accurate communication.

3.6.3 Practical Limitationson the Minimum Number of Photons
Required

Although the quantum-limit tells us the absol ute minimum average number of photons
needed to obtain a given F., the actual number will be much higher in practice. The
reason isthat all theelectronic circuitry used to detect the optical signal isalso governed
by the same quantum statistics, thus adding to the noise level. Even worseis that the
magnitude of the el ectronic noise sources of thereceiver circuitry will be several orders
of magnitude larger than the quantum noise. Thisis best illustrated with an example.
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Example of Practical Limitations In a 10 Gb/s communication system fabricated
with integrated circuits, with typical parasitic capacitances at the input of 0.5 pF, a
voltage swing of 400 mV in 100 psrequiresa current of 2 mA. The number of charges
needed to produce a current of 2 mA in 100 psis

2mA - 100ps

N =16 x10-15¢

=1.25 % 10° (3.119)

The chances of trying to resolve an incremental 20 charges (ny for P, = 1077),
compared to the one-and-a-quarter million charges due to the bias current, is pretty
slim. Thisimplies a quantum resolution of

1.25 % 10° |
RESg = % = 62.5 x 10° ~ [16 — bits]. (3.120)

16-bitsis a very high resolution; typically current due to the photodetector will be far
below the noise floor of the preamplifier. 1f we consider the shot noise current alone
at the output of the optimal correlator, the rms current in a bandwidth of By /2 is

i
irms = ,/Tq = V2mA - 1.6nA = L.T94A. (3.121)

We can express thisin terms of the average number of charges N

irms = \/TT(]: UN (%)2 = \/ﬁ (%) (3.122)

Therefore the number of charges giving rise to the rms current in atime of 100 psis
just?
1.79uA —
= =V N =1118. 3.123
nrms = 5o5s =V (3.123)

Comparing the bias current to the rms noise current, the circuit’s maximum resol ution,
due to shot-noise aloneislimited to

B Ipias _1.25 % 106 _ N
- Irms o 1118 o \/ﬁ

4Notice that averaging shot-noise gives us the same result of averaging identically distributed random
variables. If the average number of charges passing a barrier in atime 7" is IV, then the rms deviation of
the average of this number is /N. Therefore, the SNR is just v/ N. This gives us a very simple way to
determine the amount of filtering required to get agiven deviationin thedc current. If werequirean SNR of
1000, then we need 10¢ charges passing. For a 1.6 mA current in 100 pswe get 106 charges, so averaging
over thistime period gives aresult with an rms deviation from the mean of one part in 1000. If we want to
increase the resolution by 2 bits, or a factor of 4, the time interval must be increased by a factor of 16 to
1.6ns.

RESs = VN = 1118 ~[10 - bit.  (3.124)
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If the input signal power level is at the quantum limit, then the receiver will have to
resolve 16 hits in a system that is inherently limited to 10 bits of resolution! This
can not be easily accomplished, therefore the signal level will have to be increased.
For a system that is dominated by the shot-noise of a single transistor running with
a 2 mA bias current the noise-level will be constant and will be determined by the
bias current. The signal peak-to-peak value will be determined by 7g1, which is the
is the quantum limit in photons per one symbol. This signal current will appear as a
deviation of +7g1/2 = +7¢ from the bias current. The SNR for asignal with power
at the quantum limit for P. = 10~° istherefore

_1sig  [20/2 1\  ngi/2
vaR= = () = () = "o (3129

So we need to increase the signal level by approximately a factor of 112, just to get
the SNR to unity. Since we know that P, < 10~? requires an SNR> 62, we need to
increasethesignal level approximately (6 x 112) times, or 671 times abovethe quantum
limit level in a practical system to reach this performance objective. Therefore, the
number of photons-per one symbol required in this practical receiver is

7T = 67gT _ﬂ — 12V N (3.1263)
nQ1/2
ny ~ 20 x 671 = 13,416 Photons per one symbol, (3.126b)

The average number of photons-per-bitisjust half of 71 or
= % — 6V/N = 6708, (3.127)

which implies an incident optical power of -19.8 dBm for A = 1.3um. We can now
estimate the current required at the output of the photo-detector. Assuming each photon
produces an electron-hole pair, the current produced is

- _ qng

=1 12

I'=-", (3.128)
where 7'=100-ps for a 10-Gb/s system. Therefore 7ig; = 20 corresponds to a peak
current of 32-nA. For a practical system withmy = 13,416, the peak current required
is approximately 21.5-p:A. Thisis 671 timesor (28.3-dB of optical power) larger than
the quantum limited current of 32-nA. The average current is 10.7-uA, which is half
the peak current and 6 times the shot-noise rms current of 1.79-uA givenin (3.121).

Receiver Sensitivity in Terms of Distance Between Repeaters From our previous
discussion of limitationsin integrated receivers, we know that the number of photons
required in a practical systems needs to be increased by a factor of approximately
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Figure 3.14 Simplified diagram of afiber-optic receiver for approximate sensitivity cal-
culations.
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671, or 28 dB over and above the quantum limit. From table 3.3 the quantum limited
power is approximately -48 dBm for a 10-Gb/s system at a wavelength of 1.3-um.
Therefore, we would expect a practical receiver to require approximately -20 dBm,
or 10 W of optical power, producing an average output current of about 11-p:A at
the photodetector. For a low-loss optical fiber (0.15-dB/km), and an optical source
capable of launching 1-mW (0 dBm) of optical power at the transmitter, a received
power greater than -20 dBm implies that the maximum repeater spacing is (20/0.15)
or 133 kilometers.

Receiver Sensitivityin Termsof Circuit Parameters Thusfar wehavenot talked about
the actual preamplifier circuit needed to detect the arrival of photons. Nevertheless
we can continue with this approximate analysis to obtain a good indication of how a
real circuit might behave. The circuit we have been considering implicitly isshownin
Fig. 3.14. Thenumber of charges N needed to charge the capacitor €' to the noise-floor
voltage v, ¢ isfound from

_ 4N _ Cuyy
I=" = =2k, (3.129)
from which we obtain o
N = 20t (3.130)
q

We saw that the number of photons needed per bit to achieve P, = 10~ isgiven by

m=6VN =620 (3.131)
q
The average optical power isthen
neph  The
pav = Tippgh = — = =, (3132)
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and writing pay in terms of circuit parameters we obtain

6he [Cuny

= ) 1
ray = . (3.133)
Hence for a given wavelength A,
pav < Br/Cun;. (3.134)

The minimum optical power needed to achieve a given BER is proportional to the
bit-rate By = 1/7 and to the square-root of the input capacitance and the noise-
floor voltage. The reasons for this relationship are clear. The term involving C' and
vpy determine the number of photons needed per bit. The square-root dependence
occurs due to independent random events having a standard deviation proportiona to
the square-root of the observations. The number of photons per bit is independent
of By, but as By increases, more photons are required per second, thus increasing
the optical power linearly. The preceding analysis is just a first-order estimate that
gives us a feeling for how circuit parameters will affect the receiver sensitivity. The
actual values of the optical power needed will depend on the quantum efficiency of
the photo-detector, and the noise PSD of the preamplifier. We will see that circuit
parameters will affect the noise-floor voltage v, ¢, and this voltage will also increase
with frequency. These issueswill be discussed in greater detail in chapter 7.

3.7 CORRELATION RECEIVER PERFORMANCE IN THE
PRESENCE OF CLOCK-JITTER

Until now we have only analyzed receiverswith no error in the estimation of the arrival
time of each symbol, however, as mentioned previously, there will always be jitter in
the recovered clock, and awell designed receiver must be robust against such jitter. It
isbeyond the scope of thiswork to derive the form of optimal receivers in the presence
of clock jitter, and non-white, or colored-noise. Our approach will be to constrict
ourselvesto a correlation receiver, and we will consider different windowingfunctions
that maximize the SNR at specified sampling intervals.

Windowing Functionsto Reduce Susceptibility to Clock Jitter When thereis uncer-
tainty inthearrival time of the received data pulses, errorsin the correlator, or matched
filter output will occur. The errors will be due to the overlap of the correlation pulse
with the adjacent data bits as illustrated in Fig. 3.15. If the data is rectangular, then
thereduction in the signal power will belinearly proportional to the clock offset when
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Figure 3.15 Diagram showing the error incurred in the output of a correlation receiver
when an error in the clock phaseis present.
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Figure 3.16 Illustration of SNR degradation due to timing errors for rectangular NRZ
data

adjacent bitsare different, but there will be no penalty when adjacent bitsareidentical.
Thiserror can be reduced by using awindowing functionthat reduces the contributions
of errors at the edges, by concentrating the majority of the pulse energy in the center
of thetime interval. However, the maximum obtainable SNR will be reduced. In this
section we will analyze the performance degradation of a receiver in the presence of
clock-jitter, and consider different windowing functions that can reduce the receivers
susceptibility to timing errors.

SNR Degradation in Rectangular Pulse Correlation Receivers For rectangular NRZ
data there will be no degradation in performance unless a bit transition occurs. This
situationisillustratedin Fig. 3.16. For the case of thefourth bit, the SNRisthe same as
if there were no timing error. For the first bit, however, the correlation pulse overlaps
aportion of the second bit. Since the two bitsare of opposite polarity, the contribution
from the overlap subtracts directly from the SNR. The sample statistic of a correlation
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Figure3.17 Eye-diagram of rectangular NRZ data after passing through a matched filter
with the conditional probability density function of the test statistics shown to theright: (&)
for the case of atiming error of magnitude |At| = 1/4.
receiver isthen
1 T
po()|H1 == s(t)s(t — At)dt +
T Jae
1 T+ At
— —s(t)s(t — At)dt + (3.135)
T Jr
1 T+ At
— n(t,-)s(t — At)dt
T Jae

The mean of thisstatisticisa maximum at At = 0, and falls off linearly to zero when
|At| = 0.5. Therefore,

At
=P (1 - 2%) for |At] <0.5. (3.136)

The variance of the statistic isindependent of timing errors, and from (3.70) is

N,
2 0
- Y 137
o P, (3.137)

where P, = P, because the power in each bit isidentical for rectangular data, whether
or not atransition occurs. The SNR for thiscase is given by

P At ?
SNRyrec = p?/o? = NoJ2T (1 — 2%) (3.138)

Thisreductionin SNRisillustrated in Fig. 3.17. Thisissimilar to Fig. 3.12, but now

the mean of the Gaussians are moved closer to the origin, while the variance remains
constant.
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Figure3.18 Theprobability of error for acorrelation receiver in white noise withanominal
SNR of 6.002? asafunction of the timing error.

The total probability of error, for a correlation receiver in white noise, with atiming
error of At € [-1/2,1/2],is

p 1/2
P. =9 (W) x Pr[notransition] +
(3.139)
p , 1/2
Sincethereisa50% chance that atransitionwill occur between adjacent bits, the error
probability is
1 P A\ 1 P N\ 2
P.=- v = || ——— (1 = 2|At|/T 14
2 (N0/2T) "3 <N0/2T( 1A4/T) ) (3:140)
for |At| < 1/2.

For the case of an offset of half abit (|At| = 1/2), and avery large SNR, the receiver
will almost always be correct when no transition occurs, but during a transition the
SNR will drop to zero, and the receiver can only guess at the actual bit value, and will
be correct only half of thetime. The error probability for thiscase is

1 1
P, = 5<I>(oo) + §<I>(0) =1/4. (3.141)
The probability of error for a nomina SNR of 6.0022 is plotted in Fig. 3.18 as a
function of the timing error. It can be seen that the error is 1072 at At = 0, and
increases to approximately 1/4 at (|At| = 1/2).

The reduction in SNR due to a timing error results from the overlap of the correlation
pulsewithadjacent bits. It has been alluded to earlier that by windowingthe correlation
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Figure3.19 |Illustration of SNR degradationdueto timing errorsfor rectangular NRZ data
with a half-cosine correlation pul se.

pul seto minimize edge effects, and concentrating most of the pul seenergy inthe center
of the bit-interval, the receiver can be made less sensitiveto timing errors. We will find
that the curve in Fig. 3.18 can be flattened, at the expense of increasing the minimum
attainable error probability.

3.7.1 SimpleWindowing Functionsfor Reduced Edge Effects

Half-Cosine Window A simple windowing function that is practical to implement,
and hasthe desired characteristics, isahalf-cosine pulse, asillustratein Fig. 3.19. The
correlation pulse can be written as

enlt) = VP sin (%t) rect (t _TT/Q) (3.142)

For no transitions, the pul se has been normalized to give a mean of P, such that

—E/Tf' MVt =p (3.143)
p= i 5 sin | 7 =P .

For the interesting case when a transition occurs, the mean of the test statisticis

P (Tr . m(t — Af) T+at . m(t — Af)
H = T N 58111 (T) dt — /T 58111 T dt (3144)

Shifting the time axis and evaluating the integral we obtain

_ P mt T_At_i_ mt
0= 5 cos )|, cos T

T—At
, (3.145a)
T
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or
i =—Pcos (@) = Pcos (FTN) (3.145b)

The noise variance is independent of the mean of the test statistic and is given by

2
P T t
0t = E /0 n(t, ~)gsin (%) dt (3.146)
For white noise the integral reducesto
2 T t PN, 21
o’ = P No (E) l/ sin? [ Z) at = 0 (E) - (3.147)
21 \2/ T J, T 21" \2/ 2

The SNR for atransitionin adjacent bitsisthen given by theratio of the mean-squared,
to the variance.

EB 8 2 7TAt
SNRpcosl1A]/T) = NO/QFCOS (T) (3.148)
The resulting probability of error for the half-cosine windowing function isthen given
by
1 Eg 8\ 1 Ep 8 ., (mAt\\'?
c=5% |\ N /22 5% — — 14
Fe=3 <N0/2 71'2) T\ e Ut (3:149)

Raised-CosineWindow A raised cosinehasamoregradual roleoff at the edgesthana
half-cosine, so we would expect the raised cosine pulse to have even less susceptibility
totiming errors. A raised cosine pulsethat is centered around the origin can be written
as

e (t+1/2) =P [1 + cos (2—;7)] rect(t/T). (3.150)

The mean of the correlation test statistic, when there is no transition in adjacent bits,
is just the integral of the pulse itself, multiplied by a constant rectangular pulse of
magnitude /P. Therefore,

T/2 T/2 9t
§= 5/ dt + f/ cos (i) dt = P. (3.151)
T J 7/ T J 7/ r

When there is a transition between adjacent bits, the correlation pulse will overlap a
positive, and a negative bit. Therefore, the mean of the correlation outputis

T/2—At It T/2 It
/ 1+ cos (i) dt / 1+ cos (i) dt|,
—T/2 r T/2—At r

(3.152)

P

r=7 T
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evaluating this expression the mean istherefore

21AtL 1 . 2| At
—sin
T T

The noise variance will be the same independent of the timing error, and is given by

e[ (e ()] s

For white noisewith R, (7) = (Ny/2)d(7), the noise variance is

PNy [1 [T/? 2t 2t
2 0 2
i

0t = o T/_ /21+2cos<T)—|—cos (T)dt] (3.155)

PNy 3
2 0

ol = s 3.156

27 2 ( )

The signal-to-noiseratio isthen given by

Eg \ 2 At 1 NV E
SNRrcos(|At|/T) = (NO?Q) 3 [1 — 2% + ;Sln (27T|—T|):| , (3.157)

and thetotal error probability is

P.(|AL)/T) = %@ { SNchos(O)} + %@ [\/SNchos(|At| /T)} (3.158)

3.7.2 Comparison of Simple Windowing Functionswith a
Rectangular Pulse
We can now make some comparisons and observations about the performance of

the correlation receiver in white noise with clock-jitter and systematic phase-offsets.
Defining an SNR degradation factor such that

SNR

(&)

r= (3.159)
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Figure3.20 Degradationin SNR for a correlation receiver in white noiseusing a: rectan-
gular correlation pulse, ahalf-cosine correl ation pulse, and araised cosine correl ation pul se.
(@) linear scale, (b) decibels.

Then from (3.138), (3.148), and (3.157) the SNR degradation factors for rectangular,
half-cosine, and raised-cosine correlation pulses are respectively

2|At[]”
ree = [1_%]
8 NI E
2 2AL 1 . [2r]At\]?
reos = g |l= = +osin{—p—

These SNR degradations are plotted in Fig. 3.20. It can be seen that the rectangular
correlation pulse achieves the maximum SNR with no clock phase offset. However,
the SNR falls off quickly when a timing error occurs. The half-cosine pulse has a
lower peak SNR, but its reduction is more gradual than for a rectangular pulse, and
for time offsetslarger than about 5.7% of the bit interval, the SNR is higher than for a
rectangular correlation pulse. The time offsets where the SNR degradation crosses the
rectangular degradation are given in table 3.4. Using araised-cosine pulse can further
flatten the SNR curve, but due to the more severe penalty in the peak SNR, this pulse
has little advantage over a half-cosine pulse at large time offsets.

It was shown in table 3.1 that an SNR of 15.556 dB is required to achieve P, = 1077,
and that a2 dB lossin SNR increases P. by 3 orders of magnitudeto P. = 10~°. If
we require our receiver to maximize the time offset that can be accommodated, and
still maintain better than 2 dB loss, then we see from table 3.5 that a half-cosine pulse
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CorrelationPulse  |At|/T  degrees
half-cosine 5.7% 20.5°
raised-cosine 9.6% 34.6°

Table3.4 Time offsetswhen SNR degradation equals SNR loss with a rectangular corre-
lation pulse.

Correlation Pulse  |At|/T at 2dB loss |At|/T at 3dB loss

rectangular 10.3% 14.6%
half-cosine 15.6% 21.2%
raised-cosine 12.9% 22.4%

Table3.5 Time offsetsfor 2dB and 3dB SNR degradation.

extends the allowable time offset from 10.3% when a rectangular pulse is used, to
15.6%.

3.7.3 Practical Limitationson Timing Estimation

Although 10.3% = 37.1°, which is the point where the SNR for a rectangular cor-
relation pulse drops by 2-dB, seems to be a large offset, at a data rate of 10 Gb/s,
this corresponds to a time offset of only 10.3 picoseconds! We can compare thistime
offset with the delay-time of a single differential pair with resistive loads, constructed
of transistors with an fmax = 50 GHz. It will be shown in chapter 8 that the delay
through this circuit is on the order of 2040 ps. Therefore, it is essential to match
all the critical delay paths in the system. A 40 ps time-offset will have devastating
effects of the error probability, and will render the receiver useless. Even when careis
taken to match al delay paths, random delay mismatches, and inevitable mismatches
insigna linesin aplanar IC process can easily contribute 5ps-10ps offsets. To avoid
degrading the system performance in the presence of clock jitter and systematic time
offsets, the technique that will be used inthe design of the receiver isbothto designthe
physical delay pathsin the circuit so that the best matching is obtained, and to adopt
a system approach that has low sensitivity to phase-errors, such as using a half-cosine
windowing function.



150 CHAPTER 3

10 10

oving ‘Average Filter Frequenc! Dependent Noise Moving Average Filter Frequenc! Dependent Noise
0 requency Respon: ~ B o Frequency Respanse — B

-10

Filtered Noise Filtered Noise

Magnitude (dB)
8
Magnitude (dB)

8

TV VY T WA -
: 1Ly

\/

0 05 1 15 2 25 3 35 4 45 5 0 05 1 15 2 25 3 35 4 45 5
Normalized Frequency (f/By) Normalized Frequency (f/By)
(@) (b)

Figure3.21 Colored noise PSD filtered by: (a) arectangular impulse responsefilter, (b)
ahalf-cosineimpul se responsefilter.

3.8 OPTIMUM CORRELATION RECEIVERSIN COLORED
NOISE

When the noise is colored, the common-sense best strategy for optimal detection is
to bias the spectrum of the correlation pulse in favor of where the signal power is the
strongest, and the noise power is the weakest. If the noise PSD increases with the
square of frequency, then using a correlation pulse, or matched filter, that provides
good high-frequency attenuation, is desirable. The resulting receiver can be derived
from the optimal correlation receiver in AWGN, by using windowing functions to
change the correlation pulse in a manner that provides better high-frequency attenua-
tion. Fig. 3.21(a) shows a colored noise spectrum processed by a filter matched to a
rectangular pulse, whileFig. 3.21(b) shows the same noise spectrum filtered by a half-
cosineimpul seresponsefilter. It can be seen that windowing therectangular correlation
pulse with the half-cosine pul se provides desirabl e high-frequency attenuation.

3.8.1 Condition for Maximizing SNR of the Test Statistic
We saw earlier in (3.61) the optimal correlation receiver in AWGN can be written as

/T hs(T)r(T —7,-)dr (3.161)
0

so that if we have a matched filter output of the form

(n+1)T
pn(t, ) = /T hs(T)r(t — 7, -)dr (3.162)
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then the samples of the signa p,(t,-) at values of (n + 1)7" are equivalent to the
optimal test statistics for a correlation receiver in AWGN. If we now are operating
in non-white noise, we wish to find the shape of the windowing function that will
maximize the signal-to-noise ratio of the test statistic. It can be shown [1, Ch.6, p.
173] that the windowing function £ (7) that maximizes the SNR for a noise process
with an autocorrelation function R, () satisfies the condition

/T ho(T)Rp(T)dr =s(T'—t) for 0<¢t<T, (3.163)
0

3.8.2 Matched Filter Approximation to Optimal Receiver in
Colored Noise

Since the integral in (3.163) is only over [0, 7] instead of [—oo, o], then kg (t) can
not be considered to be an impulse response of a matched filter.  Notice if Aq(t)
extends beyond a bit period, then the filtering operation will overlap adjacent bits
and cause intersymbol interference (1SI), unless additional care is taken to insure that
ho(t) isorthogonal to shifted data bits at specified sampling points. We can however,
gain additional insight into the the shape of %,(¢) if we make the approximation that
ho(t) * R, (t) is negligible outside the interval [0, T7]. In this case we can replace the
integral in (3.163) with a convolution;

T ¢S]
/ ho(7) R (7)dT ~ / ho(T) Ry (7)dr. (3.164)
0 —oo
Therefore,
ho(t) * Rp(t) = s(T'—t) for 0<i<T. (3.165)

Under this approximation, ~q(¢) can now be considered as the impulse response of a
matched filter. Taking the Fourier transform of both sides of (3.165) gives,

Ho(j2rf)Pu(f) = Fr(j2rf)e 2T (3.166)

where P, (f) is the power spectral density of the noise. Therefore the magnitude
response of thefilter is given by

|Ho(j27f)| = Flg2n /)l (3.167)

ba(f)

This result corresponds to the common-sense approach of making the frequency re-
sponse of the matched filter large where the SNR is high, and weak where the SNR
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Figure3.22 Illustration of optimal matched filter frequency responsein colored noise: (a)
magnitude of rectangular NRZ pulses and colored noise PSD, (b) magnitude response of
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Figure 3.23 Impulse response of a matched filter in colored noise that increase as a
function of frequency.

is low. The warping of the frequency spectrum of the matched filter is illustrated
in Fig. 3.22 for rectangular NRZ data. The signal spectrum is a sinc function. The
PSD of the noise is shown with a break frequency, where the noise beginsto risein
proportion of the square of the frequency. The resulting spectrum of the matched filter
that maximizes the SNR at sample intervals of 7" is then shown in Fig. 3.22b. After
taking the inverse FFT of the optimal spectrum, we obtain the impulse response A (%)
asis shown in Fig. 3.23. By windowing thisimpulse response so that it goes to zero
outsidetheinterval [0, 77, we can obtain a correlation pulse that improves the SNR of
the test statistic, and does not introduce any ISl.

Comparison With Optimal Correlator in White Noise In the previous sections we
were dealing withwhitenoisewith aconstant PSD of Ny /2. Inthiscase |Hy(j27 f)]



Optimal Decision Theory 153

w(t) = s(t)
s(t) +n(t, ) + White Noise y(t,*)
= W(t) = m(t) »
Whitening Matched Filter
Filter for White Noise

Figure3.24 Block diagram of amatched filter in colored noise represented as awhitening
filter, and amatched filter in white noise.

|Fs(j2mf)|, and we can show that the optimal filter impulse response for white noise
is

ho(t) < s(T —1) for white noise. (3.168)
This is equivalent to the optimal matched filter given in (3.61). Since s(¢) is zero
outsidetheinterval [0, 7', our assumption that theintegral in (3.163) could be replaced
by aconvolutionisvalid. Thefact that £ (¢) isconfined to theinterval [0, T'] for white
noise results from R, (¢) being an impulse function so that the spread in time of the
convolution integral is no greater than the integration limits. Conversely, the higher
the correlation in the noise, or the larger the spread of R, (¢) compared to s(t), theless
validis our assumption made in (3.165).

3.8.3 Whitening Filter

The optimal matched filter in colored noise can be understood more intuitively by
splitting the filter into two partsas shownin Fig. 3.24. Thefirst filter whitensthe noise
producing a constant spectral density at the output. Therefore, the PSD at the output
isgiven by

(W (527 )1* Pa(f) = 1, (3.169)
and the magnitude of the whitening filters frequency response must satisfy
. 1
|W(j2rf)| = 7Pn(f)1/2. (3.170)

Now the second filter is just the matched filter in white-noisefor asignal w(t)  s(t),
which is the origina signal warped by the prewhitening filter. We know that the
impulse response of the optimal matched filter in white noiseis given by

m(T —t) = w(t) * s(t). (3.171)

The magnitude response of the second filter is easily found by taking the Fourier
transform;
M (j2nf)| = |W(j2mf)|| Fu (2 )| (3172)
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Since we know the magnitude response of the whitening filter, then substituting gives
_ [5:G2n))|
- Pn (f) 1/2

The overal transfer function of the two filters is then given by the product of the
individual transfer functions, so that

|M (j2r )] (3173)

R

|Fs (527 ])]

|Ho(52m f)| = W (G2n )| M (527 f)| = Pall)

(3.179)
which is the same as that obtained in (3.167).

Itisstill important to keep in mind that it has been assumed that 4(¢) isonly non-zero
for ¢t € [0, T], When thisis not the case, (1SI) will be introduced, and the conditions
under which this receiver was assumed optimum will be violated. Nevertheless, this
discussion illustrates how the correlation pul se windowing functions can be altered to
improve the performance in colored noise. In the following section the performance
of a correlation receiver will be evaluated for various windowing functions in one
particular type of colored noise. The results will be compared to see the improvement
gained over using a correlation receiver that was optimized under the assumption that
the noise was white.

3.9 CORRELATION RECEIVER PERFORMANCE IN
COLORED NOISE

In thissection we will consider a correlation receiver operating in colored noise of one
particular form, and we will analyze the receiver’s performance when a rectangular
correlation pulse is used. For the initial analysis we will assume a simple form of
the colored noise spectrum and we'll make some general observations based on the
results. Later, we'll make the colored noise spectrum more complicated, and find the
SNR by numerical integration. Theinitial noise PSD will be assumed to have the form
as shown below

Po(f) = % [No + No (%) rect(f/QF)]

where;
Ny/2 isthewhite noise PSD (3.175)
fo isthe corner frequency

I isthe band-limiting frequency
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Figure3.25 Colored Noise: (a) frequency spectrum, (b) autocorrelation function.

This noise spectrum is shown in Fig. 3.25a It will be shown in chapter 7 that this
noise spectrum is a reasonable approximation of the output spectrum of a low-noise
preamplifier for a fiber-optic receiver.

3.9.1 TimeDomain SNR calculations

We can find the SNR directly in the time domain when we know the functional form
of the autocorrelation function of the noise.  The autocorrelation can be found by
taking the inverse Fourier transform of the PSD in (3.175). Therefore,

Ra(r) = %5(7) + %]—"‘1 { (%) rect(f/?F)} : (3.176)

Resdlizing that a sinc function in the time domain transforms to a rectangle in the
frequency domain;
. 1
sinc(2F't) + ﬁrect(f/QF), (3.1277)

and that taking the derivativein time corresponds to multiplyingthe frequency domain
function by (2 f), then we know that

fsinc(m) & %(j?wfﬁrect(f/?F )= —(2; ?2

rect(f/2F), (3.178)

dt?
and the desired autocorrelation function has the form
No F d? .
n)= — |0(t) - ——=— 2F0) | . 17
Ralt) = 57 |8(0) = 57 g Sne(2F ) (3.179)
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Evaluating, the first derivative gives

%SihC(?Ft) = % [cos(2mFt) — sinc(2Ft)], (3.180)
and the second derivativeis
2
7 —SiNC(2F't) = —t% [cos(Qﬂ'Ft) — sinc(2Ft) [1 - %(%Ft)Z” . (3181

Therefore the autocorrelation function of the colored noiseis given by

Ry(r) = % [5(7’) + 7(71_157_)2 (cos(?ﬂ'FT) —sinc(2FT) [1 - %(271’FT)2:| )] )

(3.182)
A plot of thisautocorrelation functionis shown in Fig. 3.25b. The cutoff frequency F
controlsthe spread of R, (7), and the corner frequency f, controlsthe amplitude. The
ringingin R, (7) is due to Gibbs phenomenon; when the frequency spectrum has an
abrupt cutoff, the time domain response will always exhibit ringing.

Evaluation of the SNR for a Rectangular Correlation Pulse We can now use the
explicit form of R, () givenin (3.182) to find the SNR of the sample statistic of a
correlation receiver in colored noise. For a correlation pulse ¢(t), the variance of the
test statisticis given by

1 T/2 2
o2 = = / n(t, Je(t)dt| . (3.183)
r -T2
Writing this as a double integral we obtain
T/2 T/2
O'2 / tl - tz) (tl)c(tz)dtldtz, (3184)
ti==T/2 t2_—T/2

and letting 7 2 t1 — to, then

1 T/2 t1+7T/2
- L / o(t1) / R (7)e(ty — 7)drdt;. (3.185)
r t1=—T/2 T=t1-T/2

For arectangular pulse ¢(t; — 7) = rect[(t; — 7)/T] is unity between the limits of
integration. Therefore, the noise variance for a rectangular pulseis given by

T/2 4T /2
o? = / T)dr (3.186)
t1=—T/2J7= T/2
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Thisintegration can be expedited when werealizethat R,, () was originally expressed
as an impulse plus a second derivative. Therefore the variance can be written as

1 (T F 4.
/ ——— ——SINC(2F'7)

, PN
oc = - —
2T )72 (nfo)? dr

2T

t1+7T/2
dtll , (3.187)

t1=T/2
tlzT/Z
tlz—T/Z]] .

(3.188)
We finally arrive at the expression of the colored-noise variance using a rectangular
correlation pulse;

and carrying out the second integration we get

SinC(2F (t1 + T/2)) —€inc (2F (t1 — T/2))

1 rr
2(nfoT)?

PN rr

2 0 :

= 1 1- 2K . 3.189
7= |1+ oy 1 - stz ) (3189
Finally, since we know that the mean of the test statisticis P, the SNR which is equal
top?/o?is

Ep
NR = 1
S NO/Q[ *

FT
(mfoT)?

- sinc(QFT)]] o (3.190)

We can make some useful observation about the SNR given in (3.190) by realizing
that the bandwidth limiting parameter ' will be close to the data rate By = 1/T.
Therefore we can define a parameter o with avalue in the vicinity of unity as

«2FT, — F=abBr. (3.192)
Therefore the SNR can be written as
-1
EB BT 2 0% .
= — — ] —=[1- . 192
SNR No/2 1+ ( 7 ) — [1 snc(?a)]] (3.192)

This SNRisplotted in Fig. 3.26(a), as a function of the normalized corner frequency
Jo/ B, for variousvalues of «. For the case of o = 1, the SNRissimply

Br )2 B
T+ | —
( T fo
Typical colored noise PSDs for @ = 1 are shown in Fig. 3.26b for various corner
frequencies. From (3.193) we can see that the SNR is reduced by 3 dB for a corner

frequency of f, = By /=, and the SNR is reduced by 6 dB when By is7/3 = 5.44
times the corner frequency.

Ep
No/2

SNR = (3.193)
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Figure3.26 (&) SNR reduction for a correlation receiver in colored noise a a function of
the corner frequency for various values of «; (b) Power spectral densities of asimple type

of colored noise for various corner frequenciesand o = 1.

3.9.2 Frequency Domain SNR calculations

In chapter 2 we saw that the variance of arandom process can be obtained by integrating
the PSD in the frequency domain. The correlation receiver is equivalent to a matched
filter with a rectangular impulse response sampled at specified intervals. The matched

filter impulse responseis of the form
m(t) = (T —t),
where c(t) isan arbitrary correlation pulse. For arectangular pulse

e(t) = grect(t/T).

The magnitude response of the matched filter istherefore,
|M (j2r f)|* = Psinc’(fT)
At the output of the matched filter the PSD of the noiseis

P(f) = Pa(N)IM (527 )%,

(3.194)

(3.195)

(3.196)

(3.197)

and the variance of the test statistic is therefore just the integral of P, (f) over all

frequencies.

2 PNO/Oo f
g = 5

1T+ (E)z rect(f/2F)

sinc?(fT)df

(3.198)
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This can be evaluated easily recalling that the integral of sinc?(f7) function is just
1/T. Therefore,

PNy PN 1 F
2 _ 0 0 . .9
ot == + 5 CIAE /_F sin” (m fT)df, (3.199)

from which we obtain

PN

2 0

= 1

o 5T [ +

FT
(rfoT)?

- sinc(QFT)]] . (3.200)

This result agrees with (3.190), obtained from a time domain approach. However,
doing the analysisin the frequency domain is not only simpler, but it provides a much
better intuitive approach on how one can go about atering the frequency response
of the correlation pulse to obtain better performance. We will normally forego the
calculation of noise variances in the time domain for the windowing functions, and
skip directly to the frequency domain.

3.9.3 Constrained Optimization in Colored Noise

We saw in the previous analysis, that the actual shape of the optimal correlation pulse
depends on the parameters of the colored noise spectrum. If wewere using acorrelate-
and-dump receiver in our high-speed fiber-optic system, we could continue with this
type of analysisto find the shape of the correlation window that maximizes the SNR of
the test statistic. However, the shape of the correlation function will be sensitive to the
placement of the noise peak in relationship to the nullsin the matched filter spectrum.
These nulls are aresult of the impulse response of the matched filter being non-zero
only intheinterval [0, T]. In areal, high-speed system, these nullswon’t exist, so that
continuing an optimization in this manner is rather pointless.

In a high-speed system, we can only approximate a matched filter. Typicaly we
will use a simple one- or two-pole, approximation, and we will take advantage of
the parasitics of the transistors themselves to do our noise-reduction filtering. We
can therefore perform a constrained optimization for such a system, by varying a
few parameters of the preamplifier and postamplifier to ater pole locations. We will
use the frequency domain techniques described above to find the best SNR under the
constraints of the system. Wewill find that the resulting SNR will be only slightly less
than what we could obtain with an ideal matched filter. These and other issues will be
investigated in more detail in in chapter 7, where we will consider the actual circuit
implementation of the low-noise preamplifier, and determine the precise functional
form of its col ored-noise spectrum.
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310 SUMMARY

In this chapter we have addressed the problem of deriving an optimal receiver in
the presence of both non-white noise, and phase-jitter. Although several books on
communication theory cover this topic adequately, (Whalen's popular book is an
excellent example [1]). We have specifically discussed the application of this theory
to the design of high-speed IC receivers. The types of questions that we considered
were as follows.

= What isthe optimal receiver in the presence of additive white gaussian noise, and
what isits performance?

= How can acorrelation receiver be modified to reduce its sensitivity to phase-jitter
and systematic timing offsets?

= What is the quantum limit of a receiver, and how does this affect the minimum
optical power that must be received?

= How do practical considerations affect the minimum receiver power, and how
does thistranglate to the maximum distance that optical repeaters can be spaced?

= How can acorrelation receiver be approximated by a matched filter, and what is
the penalty of using the parasitic bandwidth limitations of the preamplifier and
postamplifier for noise filtering, as opposed to an optimal matched filter?

= How can a correlation receiver be modified to produce the best signal-to-noise
ratio in the type of non-white noise that can be expected in fiber-optic receivers?

This chapter has provided the theoretical background to answer the above questions.
In a practical systems we can only approximate an optimal receiver, but the theory
gives usabenchmark for performance characterization, and givesa guideto the design
and optimization of the essential building blocks of the receiver.
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A

CLOCK RECOVERY
IN BROADBAND
COMMUNICATION
SYSTEMS

When random data is transmitted over a channel, inthe form of a sequence of symbols
belonging to a given aphabet, a receiver designed to interpret these signals must
perform two separate tasks. The primary task is to decide which of the signals
from the original alphabet was transmitted. But the receiver can not do this until it
first performs the equally important task of estimating the time of arrival of the data
symbols. Both tasks are complicated by the presence of additive noise, nonlinear
distortion, and dispersions that cause intersymbol interference. In addition, for afull-
duplex system, echoes of aresponse signal being transmitted in the opposite direction
addto thedifficulty in detecting thereceived pulses. Inthe previouschapter, techniques
for determining the optimal signal processing operations required to minimize the
probability of error in abinary decision circuit were presented. Inthischapter, circuits
for deriving the necessary clock signal from random data will be discussed. Since
in any high-efficiency signaling scheme, the clock signal is completely suppressed,
and has to be recovered, or extracted from the data itself by nonlinear operations,
the process of estimating the time of arrival of random data is often referred to as
clock-recovery, or clock-extraction, and we will use these terms interchangeably.

Nyquist Limited Sgnals and Narrowband Modulation Schemes

Approaches for recovering a clock from a random data signal vary depending upon
the modulation scheme used. For communication over a bandlimited channel, the
pulses of each individual symbol can extend far beyond the bit interval (e.g. 100-200
symbol periods). This causes a great deal of intersymbol interference (I1S) . Thereis
generaly a smaller opening in the data-eye, where the ISl goes to zero in any given
symbol period, especially for multilevel symbol pulses. A typical eye-diagram for a
16-quadrature-amplitude-modulated (16 QAM) communication channel is shown in
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Figure 4.1 Eye diagrams of one quadrature component of a 16 QAM communication
system over, copper wire with a 3 dB bandwidth of 4 kHz, and with a signal rate of
400 kbaud/s= 1.6 Mbit/s.

Fig. 4.1. * Only after careful channel equalization to compensate for the distortions
in the transmission can the data be properly detected. And in the case of a full duplex
system, thetransmitted signal, and itsechoes, must also be separated from the received
signal. Recent efforts to increase data rates over twisted pairs of copper wire have
shownimpressiveresults. The High Bit-RateDigital Subscriber Line standard (HDSL)

providesfor full-duplex communication over two twisted-pairsat bit-rates of 800-kb/s
over each pair, for atota bit-rate of 1.6-Mb/s; whilethe Asymmetric Digital Subscriber
Line standard (ADSL) providesfor one-way communication on a single twisted pair
at 1.6-Mb/s. For atypical phone-line twisted-pair transmission channel, the 3 dB

bandwidth is about 4 KHz. In an ADSL system, a pair of quadrature pulses, with 4
levels of amplitude modulation each (16 QAM), centered at a frequency of 300-KHz,
are sent on the transmission line at a symbol rate of 400 kbaud (100 times the 3 dB

bandwidth). By the time the 2.5 V-peak-signal reaches its destination, the amplitude
is approximately 2 mV (-62 dB). Aside from the attenuation, channel bandwidth
limitations cause severe smearing of adjacent symbols. Techniques for recovering a
clock in these circumstances are usually based on optimal stochastic estimation theory.
Often the baud rate is slow enough to afford a significant amount of signal processing.

For example, al-digital systemsare proposed, that implement sophisticated algorithms
for channel equalization and clock recovery. Since the opening in the post-equalized
data-eye is still narrow even after equalization, tight controls on the phase jitter of the
recovered clock are reguired. For purposes of implementation, multi-phase clocks can
be generated easily at alow baud rate, and the best phase can be chosen from among
them. Also, digitally controlled variable frequency oscillators, or a direct-digital

frequency synthesizer (DDFS) , can be utilized.

! Communication channel simulations and eye diagrams provided by Babak Daneshrad.
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Figure 4.2 Eye diagram of broadband NRZ binary data with additive noise: (a) before
filtering, (b) after filtering.

Broadband Sgnaling Schemes

In contrast to bandlimited channel s, broadband communi cation systems, such asoptical
fiber networks, have primary data-rate limitations due to receiver and transmitter
electronics, and are not restricted by channel characteristics. 1Sl isgenerally minimal,
and the data-eye opening iswide. A typical eye diagram for a broadband binary NRZ
system is shown in Fig. 4.2. In a broadband receiver, the clock recovery operation
is the most difficult to perform, and is often the limiting factor on the speed of the
overall system. Techniques for extracting a clock have almost exclusively centered on
spectral-line techniques, where a clock-tone component is generated from the data by
anonlinear operation; theresulting tone, plusrandom, data-dependent, noise, is passed
through abandpassfilter producing a periodic clock waveform. Alternatively, the data-
derived signal can beinput to the phase detector of a phase-lock loop (PLL); thefiltered
phase-error is used to synchronize a tunable oscillator to the data rate. Although the
mathematics of determining optimal estimates of arrival times of a random pulse are
the same for narrowband and broadband systems, many simplifying techniques exist
for broadband systems, where 15| isignored. These simplifications are not applicable
to narrowband systems. For example, edge detection is a technique used in broadband
systems to generate a spectral-line at the bit-rate, but can not be applied directly to a
signal with large 1SI, since no clear edges exist. Clock recovery circuits in broadband
systems normally perform operations on data over only one bit-period to arrive at
an immediate estimate of the phase error, whereas in narrowband systems, several
symbol periods must be observed so that 1SI contributions of adjacent symbols can be
removed. For the remainder of this chapter, we will concentrate only on techniques
that are suitablefor implementation in abroadband system. Key features of broadband
clock recovery circuitsare as follows:
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= Speed. Sincethe clock recovery circuit limitsthe maximum obtainable datarate,
we will be primarily interested in the speed of the these circuits.

m  Sef-Correction. The data rates are so high that even a 10 ps systematic timing
error can reduce the SNR by 2 dB. The delay of the decision circuit must be
accounted for in the final estimate of the optimal clock phase.

= Phase Jitter. Aside fromthe systematic phase-error, the random phase-jitter can
also substantially reduce the effective SNR. Thisjitter is data-dependent, and can
lead to errors whenever specific data patterns are encountered.

Inthe following section we will qualitatively discuss different techniquesfor extracting

aclock signal fromrandom NRZ data. Thiswill helpin developing our intuition about

such systems. Later, we will describe the problem mathematically, and compare our
intuitionwith varioussystemswhich derive clocksusing both, spectral-linetechniques,

and maximum a posteriori (MAP) estimates.

41 QUALITATIVE ANALYSISOF CLOCK RECOVERY
SCHEMES

An NRZ signaling scheme is often used to conserve bandwidth in a baseband commu-
nication system. Since the data does not return to zero in one bit period, the maximum
fundamental frequency in the data is half of the data rate, and occurs when the data
is aternating ones and zeros. A typical waveform of an NRZ data signal is shownin
Fig. 4.3(a), and the PSD of thisdatasignal isshowninFig. 4.3(b). The 3dB bandwidth,

required of alowpass filter to pass 80% of the data signal power, isabout 0.80 B, as
showninFig4.4. Therefore, a10 Gb/ssystem can, inprinciple, beimplemented with
circuits limited to a bandwidth of approximately 8 GHz, with a penalty in maximum

SNR of 20%, or approximately 1 dB, by having suppressed the high frequency edges.

We would liketo extract aclock signal directly from the random data. However, from
Fig. 4.3(b) we see there is a spectral-null at the bit-rate. The reason for this spectral-
null was discussed in detail in chapter 2. From the eye-diagram of Fig. 4.2 we notice
a definite timing structure embedded in the data, despite its random nature. When the
data does not change values, the signal stays either high or low, and there is no way
to obtain any timing information from a constant signal. However, the cross-oversin

the eye-diagram occur at integer multiples of the bit period 7". Therefore, in an NRZ
data signal timing information is only contained in the transitions between different

bits, and we can extract a clock by synchronizing a periodic signal with these data
transitions. This procedure can be illustrated more clearly with an example.
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168 CHAPTER 4

Figure4.5 Metronome, asan analogy of avariable frequency oscillator used to recover a
clock from random data.

4.1.1 Traffic Light Analogy

We could imagine ourselves trying to recover a clock from random data manually.
Imagine sitting on a park bench in Munich, just after having purchased a metronome,
like the one shown in Fig. 4.5, for our piano at home. While waiting for our train, we
decide to pass the time by synchronizing the metronome with the traffic-light across
the street. Our goal isto find the lowest fundamental clock period used to control the
traffic lights. Aswe are watching, we see long periods where the light stays either red
or green. When the light is constant on one color, we have no idea as to the timing
information controlling the traffic signal. Suddenly, the light switches to yellow, and
we start our pendulum swinging; we want to try to get the pendulum to return by
the time the light turns red. If the pendulum doesn’t get there in time, we speed it
up by dliding the weight down on the pendulum; if there was more than one cycle
of the pendulum during one yellow light, then we slow the pendulum by moving the
weight higher. Over several cycles of the traffic light we get the pendulum swinging
so that it has exactly one cycle on every yellow light, and has an integer, but not
necessarily equal, number of cycles when thelightisred or green. We will notice that
the pendulum will need a slight adjustment every now-and-then because there will be
driftin both the metronome, and the traffic-light timing; therefore feedback isrequired
to keep thetwo clocks synchronized. Adjustmentsare made by measuring the position
of the pendulum whenever a change occurs in the colors of light being transmitted.
This system, albeit operating at a very low datarate, isamodel of a wavelength-shift-
keyed (WSK) optical communication system, where different wavelengths (or colors)
of light are transmitted across the same channel. In this case there are three colors
transmitted, each with adistinctinterpretation. In our analogy we used aPLL to extract
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the clock from the data by applying feedback to adjust a variable frequency oscillator
in accordance with phase-error estimates obtained by looking at transitionsin the data.

Instead of the metronome we could have used a slinky? with a weight on the end.
We can vary the natural frequency of this harmonic oscillator by holding the slinky
in different places, thus altering the effective spring-constant. We will try to match
the self-resonance of the spring and mass system to the clock rate of the traffic lights.
This is analogous to pre-tuning a bandpass filter to the bit-rate of a communication
system. Each time that we notice the traffic light changing colors we give the slinky
a push downward. When the light stays constant, the slinky keeps oscillating, but the
amplitude gets smaller due to dissipation in the spring. Then the light changes and we
give the slinky another push to keep in going. This example illustrates clearly how
dissipation (finite ) in the resonator leads to random amplitude modulation in the
clock signal.

From the above anal ogies we see thereisno mystery in extracting aclock from asystem
such as this. We have just outlined how the clock can be recovered from random data
using either a PLL, or aBPF. Our challenge will be to design a circuit that will do this
clock extraction automatically and considerably faster.

4.2 INTERMITTENT PHASE-READJUSTING APPROACHES
TO CLOCK RECOVERY

An approach to clock recovery, that can be understood simply from a qualitative point
of view, isintermittent adjustment of the phase of alocal oscillator, injumps, at discrete
timeincrements, so asto synchronizeit withthe data. Thisapproach can tolerateslight
frequency errorsin the local clock at the receiver. Perhaps clock-recovery is aslight
misnomer, and phase-recovery isa more appropriate term. When recovering a clock,
we are interested in frequency-recovery, and phase-recovery, and both are explicitly
implied. However, some systems have there own local clocks at the receiver, that are
not synchronized in frequency with the data-rate. An effective sampling rate, equal to
the data-rate, can be achieved by restarting the clock phaseinthe center of the data-eye
before a cycle-dlip occurs. Thismethod isillustrated conceptually in Fig. 4.6.

Readjusting the phase at discrete time intervals is analogous to the synchronization
method used for wall-clocks in public schools, that many may remember. The clock
in each room was allowed to run freely; dlightly before the end of the hour, each clock

2dlinkyisthe brand nameof atoy that ismerely along, loose spring with asmall spring-constant. Despite
its simplicity the slinky is awonderful, wonderful toy, that's fun for agirl or a boy.



170 CHAPTER 4

Figure 4.6 Conceptual block diagram of discrete phase-readjusting method of timing
recovery.

was sped-up, forcing the second-hand to aheld positionon“12,” until the master clock
simultaneously released all of clocks. For the remainder of the next hour, each clock
again ran open-loop. As long as the individual clock frequency errors, relative to the
master clock, were small, timing throughout the building remained within acceptable
levels of synchronization.

Synchronization by this method uses feedback only at discrete, times, and phase
adjustments are made in discrete jumps. Thisis not a particularly good approach for
low SNR systems, or ones with tight controls on the allowable phase-jitter. However,
there are systems operating with very high SNRs over short transmission distances,
such as local area networks (LANS), where the primary goal is to make the receiver
circuitry simple since there is plenty of signal power to spare. We can think of this
method as “living” with an error, but correcting it every chance that we get. Naturally
we make correctionsevery timethat atransitionin thedataoccurs. One of the problems
with this approach is that phase errors accumul ate when there are no transitions. If the
frequency of thelocal clock differsfromthebit-rate by 1%, thenin 50 transitionlessdata
bits, the clock-phase will be sampling at the data cross-overs instead of the maximum
data value, and communication through the network will cease. Even after 10 bitsina
row without atransition, we will have a 10% phase error which reduces the equivalent
SNR by 2 dB. For an optical fiber with aloss of 0.15 dB/Km, this corresponds to a
13 Km reduction in the maximum repeater spacing.

Since phase errors accumulate when no transitions occur, the maximum obtainable
phase-error can be limited by using coding to force a data transition every few bits.
For a system using Manchester coded data, there are guaranteed transitionsin each
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Figure 4.7 Simple clock recovery circuit that uses the edges of NRZ data to retrigger a
multivibrator.

bit period. As a result, the phase can be constantly corrected, and there will never
be more than one period of error accumulation. The FDDI (Fiber Distributed Data
Interface) standard for local area networks (LANS) providesfor communication over
multi-mode fibers using light-emitting-diode (LED) sources at a symbol rate of 125
MHz, and a bit-rate of 100 Mb/s. The reason for the discrepancy between the bit-rate
and baud-rate is that a4b/5b code is used to code every 4 bitsinto a block-code 5-bits
long. The codeis designed in such away as to produce at |east one transition every 5
bits. Therefore, in our previous example of a clock frequency error of 1%, the maxi-
mum phase error accumulates over 4 bits without a transition and is equal to 4%. We
saw in chapter 3 that a 4% timing error reduces the effective SNR by approximately
1 dB. Although, this phase readjusting technique generates significant phase-errors, it
may be a penalty worth paying when instantaneous frequency acquisitionis required.
Unlikenarrowbandfilters, or PLLswhich act like heavy flywheels, and take alongtime
to start spinning, the retriggered multivibrator scheme generates a clock after the first
data transition. This property can be extremely important in various types of commu-
nication systems, other than long-haul fiber-optic trunk-line. Two specific examples
of intermittent phase-readjusting clock-recovery circuits will now be discussed.

4.2.1 Retriggeringa Multi-Vibrator

A simple technique used to recovery aclock from NRZ dataisto use the data edges to
retrigger a multi-vibrator. One such circuit is described by Witte and Moustakes [1],
andisillustratedin Fig. 4.7. Thefirst circuit block generates a positive pulse of width
pT, where p ~ 1/2, whenever atransition in the data occurs. The pulses are used to
reset the free-running oscillator, constructed by using feedback around a monostable
multivibrator. The delay in the feedback loop 7" is set as close to T as possible
to achieve a frequency of oscillation equal to the bit-rate. However, there will be
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Figure4.8 Clock recovery circuit using two gated oscillator.

inevitable errors and « will differ from unity, causing phase-error accumulation when
no data transitions occur.

An even simpler implementation of the circuit of Witte and Moustakes was reported
by Eng et al. [2]. This circuit isillustrated in Fig. 4.8, and consists of two gated
oscillators. When the gating signal is high, the oscillator is free-running. When the
gating signal is low, the output of the oscillator is held high. The effect of cascading
two such oscillatorsisthat the second oscillator can operate in one of three conditions.
Itisfree-runningwhenever the datainputislow, isreset to the data-transition whenever
the datachanges from low to high, and isreset to thetransitionsof thefirst free-running
oscillator when the data stays high. The net result is that the clock-phase only gets
realigned on a positive data transition, and synchronization information contained in
the negative transitionsare ignored.

4.2.2 Choosing One Phase of a M ulti-Phase Clock

An implementation of a simple clock recovery circuit that derives its active decision
clock from among only two clock phases was recently reported by Yamanakaet al. [3]
for a 2-Gb/s system. A block diagram of this clock recovery circuit is shown in
Fig. 4.9. Digitd logic is used to control a multiplexer that selects the clock phase
closest to the center of the data-eye. Since only two clock phases exist, there will be
a severe SNR penalty due to errorsin timing. However, for the designed purpose of
this chip-set, namely high-speed interconnect of VLS| modules, the SNR degradation
isnotaprimary concern. A similar circuit that chooses the best of two clock phases
was also reported by Bagheri et al. [4, 5]. This circuit used AlGaAs/GaAs HBTS,
and functioned at a bit-rate of 6.1-Gb/s.
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Figure4.10 Clock recovery circuit based on a hybrid anal og/digital approach of choosing
the best clock among 32 separate phases.

An implementation of a multi-phase clock recovery scheme, with 32 separate clock
phases, was described by Kim et al. in [6], and is explained in more detail in Kim's
Ph.D. thesis[7]. A block diagram of this circuit is shown in Fig. 4.10. The local
oscillator isa 16-stage, fully-differential, tapped delay line. Using both outputsof each
differential delay cell, provides 32 separate clock phases, equally spaced across the bit-
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interval. Thereisonedecisioncircuit for every clock phase, and the resulting decisions
are clocked into parallel registers. A final decision as to the data value can then be
made by the digital logic circuit. The digital logic is aso used to determine which of
the 32 clock phases is closest to the middle of the data-eye. An obvious disadvantage
of this circuit is its complexity. However, with complexity comes added flexibility.
Various clock phase-shifting schemes can be implemented. Thisisimportantinalong
chain of repeaters when jitter accumulation may necessitate a large discrete jump in
the clock phase. Also, various decision circuit voting algorithms can be implemented
easily by programming the digital logic block.

This circuit runs open-loop in the sense that the recovered clock is not locked to the
bit-rate. However, in Kim'simplementation, a PLL is used to lock the tapped delay-
line oscillator to a crystal reference clock. This keeps the center frequency of the
multi-phase clock closeto the datarate, avoiding frequent cycle-slips. Thiscircuit was
designed to operate at a bit-rate of 30-Mb/s, and is therefore not directly applicable to
high-speed systems. However, we will see similar |ooking approaches for high-speed
implantations that use multi-phase clocks for interleaving parallel decision circuits,
such as Pottbacker’s approach to be described in chapter 5 (see Fig. 5.15).

4.2.3 Clock Recovery Using Line-Coding

Clock extraction can be simplified if a coding scheme is used to impose a predictable
structurein the data signal. For example, coding can be used to install a framing pulse
at periodic intervals. A low frequency clock can be locked to these framing pulses
during start up. Synchronizationwill be maintained during operation provided that the

PLL frequency doesn’t drift far enough inoneframe, so asto confuse a data-pulsewith
a framing-pulse. This technique was adopted for a 1.5-Gb/s computer data interface
chipset, designed at Hewlett-Packard by Walker et al. [8, 9]. Anearlier 5-Gb/scircuit
employing the same approach was described by Bentland et al. [10]. Although line
coding can simplify the clock recovery circuitry, with minimal bandwidth overhead,

we will assume for the remainder of this book that no such coding is used.

4.3 EDGE DETECTION

Synchronizability in Relation to Transition Density We have seen that the timing
information for random NRZ data is contained in the transitions between different
symbols. If the SNR is high enough for the receiver to distinguish between different
pulses, then it should also be able to estimate the time at which the data-pul ses change
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value. The accuracy with which the receiver can estimate the data transition time,
will, to alarge extent, determine the probability of error for the overall receiver. Since
timing information is contained in the data transitions, the more transitions available
to observe in a given time interval, the smaller will be the rms error in the estimated
arrival time. We have seen that using NRZ data signaling format reduces the required
bandwidth by a factor of 2 over RZ signaling. However, what we gain in bandwidth,
we sacrifice in synchronizability. Moeneclaey [11] has shown that the lower bound
on the variance of a minimum mean-square estimate (MMSE) of the data arrival
timeisinversely proportional to the average number of transitions N7 per bit-period.
Moeneclaey gives an expression for the Cramér-Rao lower bound on the timing error
for asignal in additive white Gaussian noise as

T 1 1 1
> = 3
=9 | /G VNR o,

where the SNR is the ratio of the average energy-per-bit, divided by the two-sided
white noise PSD value,

(4.1)

FEp
No/2
There are three contributions to the lower bound as seen from (4.1). First, is the
bandwidth of the filtering used, which is represented by the parameter ¢).,. Second, is
theratio of the bit-energy to the additive white noise spectral density. Andthird, isthe
average number of datatransitions. The significance of the first two factors are clear.
We can understand the significance of the parameter Ny if werecall from chapter 3 that
the standard deviation of the average of several independent observations was reduced
by the square-root of the number of observations. Since we can only make timing
measurements when a transition occurs, then the number of observations possiblein a
given time period is proportional to N. Table 4.1 gives values of Np, and the 80%
power bandwidth for the binary signaling formats discussed in section 2.3.3.

SNR = (4.2)

I mportance of Edge-Detection in Clock Recovery Schemes In abinary communica-
tion system, changes in the data manifest themselves as either rising, or falling edges
in the data signal. Therefore, it's not surprising that edge-detection of the data will

play an important roll in clock-recovery circuits. The PSD of edge-detected data was
studied extensively in chapter 2. We saw that simply detecting an edge by differen-
tiating the signal is not, by itself, sufficient to generate a spectral-line at the bit-rate.

Since the data is random, the polarity of the edge pulses will also be random. To
generate a strong clock component, the random phase reversals have to be removed.
This can be easily accomplished with either a squaring circuit, or arectifier. A typical
sample of rectangul ar edges detected from an NRZ data sequence isshowninFig. 4.11.
This signal can be separated into the sum of a deterministic, periodic waveform, with
a fundamental frequency at the data rate, and a random, zero-mean, data-dependent
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PCM Signaling Format  Np Bsg

NRZ 1/2  0.50Br
RZ 1 1.00B7
Manchester 3/2 1.25Bp
Miller 1 0.66Br

Table4.1 Average number of transitions per bit-period N 7, and the 80% bandwidith for
various binary PCM signaling formats.
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Figure4.11 Detection of transitionsin random NRZ data, and its decompositioninto the
sum of adeterministic and random part.

signal. The deterministic part givesriseto the clock tone, and itsharmonics, while the
random part generates amplitude modulation and phase-jitter.

The important feature of an edge detection circuit for NRZ data is that it produces a
pulse, alwaysin the same direction, whenever atransitionin thedataoccurs. The shape
of this pulse will determine the harmonic content of clock signal, and the functional

form of the continuous noise spectrum. There are several circuits that can be used to
generate these pulses. Five of them will beillustrated here in block diagram form.

431 Delay and EXOR

A common technique for detecting the edges of rectangular data is to exclusive-or
(EXOR) the data with adelayed version of the same signadl, asillustratedin Fig. 4.12.
It can be seen from the timing diagram in Fig. 4.12, that the circuit will generate a
rectangular pulse of width pI" whenever a transition in the data stream occurs. We
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Figure4.12 Edgedetection circuit using an EXOR gate.
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Figure4.13 Simulated and calculated power in harmonics of an edge-detected NRZ data
signa for: () p = 0.5, (b) p = 0.3438.

saw in chapter 2 that for p = 0.5, all even harmonics of the bit-rate are nulled, and
the power in the fundamental clock tone is maximized. The power spectral densities
of the edge-detected signalswere givenin Fig. 2.13 for p = 0.5, and p = 0.3438, and
are repeated here in Fig. 4.13 for convenience. The functional form of the PSD was
derived in (2.136), and is given by

P(f) = [Lsine( )] . (43)

= M
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Figure4.14 Edge detection circuit using alowpassfilter followed by a squaring circuit.

4.3.2 LowpassFilter and Square.

Another example of an edge-detection circuit is shown in Fig. 4.14. The dataisfirst
lowpass filtered so that the transitions are smeared over a greater percentage of the
bit-period. After squaring, the new signal has a constant dc value when there are no
data transitions, and has negative pulses whenever there is a change in the data. It
was shown in chapter 2 that for raised cosine kernel pulses, all harmonics of the clock
signal are nulled. The dc component can also be nulled with an appropriate level shift.
The zero-mean edge-detected signal, and the power-spectral density were shown in
Fig. 2.28, and are repeated here in Fig. 4.15. The functional form of the PSD was also
derived in (2.170), and was shown to be of the form

r=3| 3 (5) s (5

for the special case of raised cosine pulses.

2

T+ i §(f = MBr)

M=—c

(4.4)

4.3.3 LowpassFilter, Highpass Filter, and Square

Another technique that will give results similar to the previous circuit is shown in
Fig. 4.16. In thisexample the dataiis also lowpass filtered initially to smear the edges
over the bit-period. The changes in the edges are detected by a highpass filter, often
implemented as a differentiator [12]. The random phase reversals of the detected
edges are removed by squaring the signal. For data with sinusoidal transitions, the
edge-detected pulses after differentiationwill be raised cosines.
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Figure4.16 Edge detection circuit using L PF followed by an HPF and a squaring circuit.
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Figure4.17 Edgedetection circuit using alowpassfilter followed by arectifier.
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Figure4.18 Edge detection circuit using L PF followed by an HPF and a rectifier.

4.3.4 LowpassFilter and Rectify.

The circuit of Fig. 4.14 could have been implemented with a rectifier instead of a
sgquaring circuit. This modification is shown in Fig. 4.17. Implementing the phase
reversal circuit as a rectifier has advantages for broadband operation, because diodes
can perform this operation at high-speeds.

435 LowpassFilter, Highpass Filter, and Rectify

Likewise, inthe circuit of Fig. 4.16, the squaring operation can be replaced by rectifi-
cation. The resulting circuit, and the edge-detected pulses, are illustrated in Fig. 4.18.
Unlike the smooth pulses generated by squaring circuits, the abrupt nonlinear rectifi-
cation creates harmonics at the bit-rate much the same as a rectangular edge-detected
pulse. Typical power-spectral-densities for the circuits of Fig. 4.17 and Fig. 4.18 are
givenin Figs. 4.19(a) and (b) respectively.
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Figure 4.19 Typical power spectral densities for edge-detected pulse obtain from: (&)
Lowpassfiltering and rectifying, (b) Lowpassfiltering, highpassfiltering, and rectifying.

4.3.6 AlternativeRepresentations of Identical Circuits

Any particular edge-detection circuit can be derived using severa different, and seem-
ingly distinct, approaches. At high-speeds there are no clean signal edges; signals
thought to be digital are in effect analog signals. When it comes to implementing a
clock-recovery architecture as an interconnection of transistors, most techniques will
look rather similar. For example, we saw that for digital signals, an EXOR gate, to-
gether with atimedelay, can be used to detect edges. For an analogsignal, squaring the
data, in conjunctionwith highpassfiltering, isalso aviabletechnique. Fig. 4.20 shows
how a high-passfilter, and a squaring circuit, used for edge-detection, can be thought
of asadelay-and-EXOR circuit. First consider the block diagram representation of this
circuit shownin Fig. 4.20(8). In the analog domain, delaying a signal and subtracting
it from itself performs a high-pass function, as in Fig. 4.20(b). Therefore, the same
circuit could be used either asadelay, or as part of an HPF. In Fig. 4.20(c) the squaring
operation is shown conceptually as the sum of three multiplications. If we assume that
the data is rectangular, then the squared data, and the squared delayed-data, will be
dc signals with equal value. Fig. 4.20(d) shows the equivalent circuit for rectangular
data where the new edge-detected signal é(¢, -) isalevel shifted version of the signal
e(t,-). This delay and multiply edge-detection circuit was described by Millicker
and Standley [13, 14]. However, itis essentially equivalent to a delay and EXOR. In
the transistor level design, an EXNOR gate can have the same circuit topology as a
balanced multiplier. Whether one calls the circuit a multiplier, or an EXNOR gate,
is a matter of interpretation, and the level of signalsoneisusing. Fig. 4.20(e) shows
the analog multiplier represented as an EXNOR gate with one inverting input, which
is logically equivalent to an EXOR gate, Fig. 4.20(f). Therefore, we have illustrated
how one clock recovery circuit can be thought of as an extension of the other. The
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Figure4.20 Edge-detectioncircuit usingan HPF and squaring circuit showingrelationship
to adelay-and-EXOR circuit.

authors have found it very useful to look at a given clock recovery scheme from as
many points of view as possible. This not only leads to a better understanding of the
signal processing being performed, but also to circuit embellishments that improve
performance.

4.4 SPECTRAL LINE TECHNIQUES

In the previous section we saw that several different nonlinearities can be used to
extract a tone component from random NRZ data. The operation of edge-detection
creates a spectral-line at the bit-rate, and techniques of clock recovery employing this
method are often referred to as spectral-line clock extraction circuits. The clock can be
recovered using either a bandpass resonator or aPLL. In the case of aresonator tuned
to the bit-rate, the edge-detected data is used as an input signal to keep the resonator
ringing in response to the edge-detected signal. In the case of a PLL, a variable
frequency oscillator is adjusted by feeding back a comparison of the clock-phase with
the phase of the edge pulses. There are advantages and disadvantages of each method,
which will now be discussed.

441 Clock Recovery using High-Q Bandpass Filters

Once we have the edge detected signal, we now want to separate the pure tone at
the bit rate from the random data-dependent variations. One method is to filter out
the unwanted signal with a bandpass filter tuned to the clock bit-rate. The BPF is



Clock Recovery 183

a resonant circuit that will ring in response to an input pulse. The signal e(t,-) isa
random stream of identical pulses at integer multiples of the bit-period. A pulse will

be present when there was a transition in the data, and no pulse will be present when
the data does not change states. Clearly this signal can be used to keep a resonator
ringing at the bit-rate, provided that the pulse repetition rate is within the bandwidth

of the BPF. Since there will be missing pulses whenever no data transition occurs, the
ringing will tend to die away during long periods of missing pulses due to dissipation

in the resonator. This dissipation will cause both amplitude, and phase modulationin

the extracted tone. This effect can easily be seen in the time domain. For a simple
second-order BPF with atransfer function of the form

2(wn s

- 4.
§2 4+ 20wps + w2 (4.9)

H(s) =
thereis azero at the origin, and two complex poles, as shown in the pole-zero plot of
Fig. 4.21(a). Thedissipation of thefilter is the real-part of the complex poles —(w,,,
where ( isthe damping ratio, and w,, isthe undamped natural frequency. We saw in
(2.218) and (2.228) that random amplitude and phase modul ations were related to the
equivalent selectivity of thefilter by

1

cam = (4.6)
\V Qeq
for pure amplitude modulation, and
O'¢ = 1 (47)

\ Qeq

for pure phase modulation. We can relate the selectivity tothedissipationinthissimple
filter as the inverse of the integral of the normalized frequency response.

Lo o
Q—eq B Wn|H(jwn)|2/0 |H (jw)|“dw
-[ o : (4.8)
_/0 1+(4C2—2)a2+@4d""
:71-(

We can also define a selectivity (s4p that is the ratio of the 3-dB bandwidth to the
center frequency. For a second-order bandpass this can be shown to be

1

Q3dB = i (49)
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Figure4.21 Second-order bandpassfilter, (a) pole-zero diagram, (b) frequency response
of real filter and equivalent ideal filter for Q4 = 4.

Therefore, the relationship between these two selectivitiesis

L 20 (4.10)
¢ o

The frequency response of this second-order bandpass filter is shown in Fig. 4.21(b)
together with an ideal BPF of normalized bandwidth 1/Q.,. Inthisplot Q., = 4,
which correspond to a damping ratio of ( = 1/4x. Taking the inverse Laplace
transform we know that the impul se response of the filter has a decaying envelope of
the form

Qeq =

eV(t) = e~ Swnt (4.12)

For afilter that is tuned to the bit-rate, thenw,, = 27 By, and if we normalize time by

the bit-period such that
At

then the decaying envel ope of the impulse response of thefilter is
env(ng) = exp(—¢2mn;)
(_2nt) (4.13)
= eX
"\,

This can bewrittenin terms of anormalized time constant n., where n, isthe number
of bit-periods before the envel ope decreases to avalue of 1/¢ = 0.37;

env(n;) = exp <_nt) : (4.14)

Ny
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and the normalized time constant is given by

n, = Qo _ Qoan (4.15)

T 2 T

The decay in the power envelope is proportional to the voltage squared, and is simply

Perv(n;) = exp (7:772) , (4.16)

which isthe same as the result given in [15] with @ = Qs45.

Physical Interpretation of Quality Factor ) (4.15) can be written in a form that
adds physical insight [16, ch. 10, p. 297]. The envelope of the stored energy in the
system will have the same functional form as the envel ope of the dissipated power. For
example, we could consider the signal of interest to be the voltage across a capacitor,
in which case the energy stored on this capacitor is £ = 1/2(C'V?), and the envelope
of the stored energy can be written as

Eenv(n;) = Egexp (%) , (4.17)

nr
where Fj istheinitial stored energy at timet,. Differentiating both sides gives

dEenv(nt) _EO — Ny —1
- = E 4.1
dne 02" <n7/2) oo ). (4.1

which isafirst-order differential equation relating the rate of energy dissipation to the
total energy stored, from which we observe that

n, =2 [%] . (4.19)

Therefore the normalized time constant » istwicetheratio of the stored-energy to the
energy-lost-per-cycle; substituting for values of ¢ we obtain the following physical
interpretation for the filter's quality factor.

Qur = 4 [ stored energy for the nt? cycle]
g — ; th
energy lostinthe n** cycle (4.20)
stored energy for the n'” cycle
Q345 = 27 - h
energy lostinthe n'” cycle

Since @ is a constant, the fractional energy-lost-per-cycle is constant and equal to
4/Qcq. Hence for a bandpass filter with Q., = 10, the resonator will lose 40% of its
stored energy per cycleif no input is applied.
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Deviations in Clock Signal Envelope in Terms of (7 Due to energy dissipation in
the resonator, the voltage envelope is reduced by 86.5%, and the power envelope is
reduced by 98%in ()., clock periods. Stetistical analysis shows that the rms envel ope
deviation for alinear phase filteris1/./().,. For example, a 3o variationin the clock
envelope of within 50% requires ., > 36. However, thisresult is derived from an
ensemble average, and there will be time intervals when the deviation in the clock
envelope is significantly worse. The above time domain analysis gives us another
means to estimate the selectivity of a BPF needed to meet desired specifications. If we
have a requirement that the clock envelope can not drop below 50% of the nominal for
Np consecutive bitswithout a transition, then we required

N
~Ne/ne > 1/9 > B .
e e / — nT_ln(?)’ (421)
therefore,
Q > 2NB ) goNy ~ 3N (4.22)
eq_ln(?)_ . B = B. .

So as arule of thumb for an arbitrary BPF, the number of consecutive bits without a
transition that can be tolerated before the clock amplitudeis cut in half is

~ Qe
— ’

Np 3

(4.23)

and Np ~ ().,/6 before the clock power is halved. If al bits are independent and
equally likely, then the probability that a sequence of N g bitswill not have atransition
is

Pyp = Pr[notransition] = 2= (V=1 (4.24)
Therefore, for a given probability, the sequence length is given by

— log(PNB)

Ng=1 .
BT ) (4.2
and the required filter selectivity istherefore
Qeq = 289 — 9.6 log(Pxp). | (4.26)

Therefore, a probability of less than 10~ that the clock amplitude will fall below
50% of the nominal value requires ., > 90. For the same probability that the clock
power falls below 50%, ()., must be greater than 180. For a 10-Gb/s data signal, the
probability of an event of duration 100 ps happening once in ten years of operation is
3.17 x 1071°, This corresponds to a transitionless string of bits of length N5 = 62.
Theresulting )., values needed are 180 for 50% envel ope reduction, and 360 for 50%
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power reduction; the @s4p values are 283 and 566 respectively. It should be stressed
that all of thisanalysisis approximate because it is assumed that the clock signal was
at the nominal value when the string of no transitionsstarted. Inreality, shorter strings
of data with no transitions will cause the same envelope reduction, provided that the
shorter strings occur in rapid succession. This analysis, however, does provide useful
information about ()., and its relationship between the transition density of data and
the amplitude modulation; (4.26) supplements the information derived previously that
the rms amplitude and phase modul ationsare approximately equal to 1/, /Q.,. These
results together provide the fundamental guidelines for determining the maximum
selectivity of a BPF required to meet a given specification.

4.4.2 Clock Recovery Using Surface-Acoustic-WaveFilters

To reduce the random amplitude and phase modul ations and improve the accuracy of
the data arrival-time estimate, a very high selectivity filter is required. For a 1% rms
envelope deviation, which implies a peak-to-peak deviation of approximately 6o, or
6% in the clock envelope, we require afilter @ of 1002, or 10, 000. From the analysis
of the previous section we see that for )., = 10,000 the impulse response of the
filter rings approximately 3333 clock cycles before reducing in amplitude by 50%,
and will ring 20, 000 cycles before reducing by 98%. Specia design considerations
are required to achieve such a low dissipation and narrow bandwidth in a bandpass
filter. Lumped element bandpass filters, for example, can achieve @) values in the
hundreds, and mechanical and crystal filters can achieve @ values on the order of
1000. One clock recovery method that has been very popular in recent years involves
the use of surface-acoustic-wave (SAW) filter. SAW techniques have made possible
stable resonators with very high @ values; practical filters achieve @’s in excess of
50,000 [17, p. 887].

Brief Overview of Transversal SAW Filters SAW filters are constructed using trans-
ducers on a piezoelectric material, usually quartz, that converts electrical energy to
acoustic waves and back again. Both resonator-type, and transversal filters are real-
izable. We will briefly describe the operation of atransversal SAW filter, such as the
one shown in Fig. 4.22. The filter operation is analogous to a finite-impul se-response
(FIR) filter. The electrical input signal transduces an acoustic wave that propagates
in the direction of the output transducer, where it is reconverted to an electrical signal.
An illustrative analogy describes a transversal SAW filter as “beating on one side of
drum, and picking up the vibrations on the other side.3” During each period of the
input signal, a new acoustic wave islaunched. If theinput signal frequency issuch that
the new wave constructively interferes with the old ones, then a large acoustic wave

3 Analogy given by Dr. Scott Willingham
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Figure4.22 Conceptual diagram of atransversal SAW filter.

builds up, and is detected by the output transducer. If the input signal is not at the
proper frequency, then the waves interferes destructively, and no signal is transmitted
to the output.

The transducer typically consists of several hundred metal fingers. As each acoustic
wave travels in space, it interacts with new waves launched by the input signal at
different finger locations. The final acoustic wave transmitted to the output transducer
is, therefore, aconvolution of theinput signal, with asinusoidal, time-limited, acoustic
wave. The impulse response of the filter is essentially the portion of a surface-
acoustic wave that overlaps the transducer, and is therefore of finite duration. If the
finger spacing and the velocity of the SAW are uniform, then the impulse response
is symmetric, and the filter will have a linear-phase, or a constant group-delay. The
frequency-domain magnitude response will be a narrowband filter, where the center
frequency depends on the finger spacing, and the propagation speed of the SAW. The
more fingers in the transducer, the longer the convolution pulse, and therefore, the
narrower the bandwidth. The @) valueas givenin [15] is

N
Q= TT (4.27)
where Ny is the number of transducer fingers. For a typical value of Np = 500,
@ is approximately 800. Problems with SAW filters are that they are generally very
lossy, and the sub-micron finger spacing required for high-speed operation limitstheir
applicability to 3-5 GHz.
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Figure 4.23 Frequency instability of a narrowband BPF: (a) When @ is too large, the
clock tone is out of the filter bandwidth. (b) When @ is relaxed, the tone lies within the
passband.

Frequency Sability and Detuning Limitations on Maximum ()

Center-frequency stability places limitations on the maximum @ value of afilter for
clock recovery circuits. In order to filter as much of the unwanted noise and random
datadependent modul ation as possible, thefilter should zoom-in very closeinfrequency
to the clock tone. However, if thefilter zooms-in too closdly, it runstherisk of missing
the clock tone itself. Thissituationisillustrated in Fig. 4.23(a), where the clock tone
falls outside of the filter passband. When the BPF is not tuned to the bit-rate, then we
say that the filter is detuned. Factors that contribute to detuning are:

= Fluctuations in the data rate due to frequency instabilities in the clock at the
transmitter.

m  Limited accuracy in which the filter can be manufactured and tuned after manu-
facturing

= Driftinthefilter's center frequency with temperature.

= Driftinthefilter's center frequency dueto aging.

When all of these detuning factors are taken into consideration they impose alimitation
on the maximum () value needed to insure that the clock tone lies within the passband
of the filter for worst-case center frequency deviations. Fig. 4.23(b) illustrates the
situation when @) is reduced. The clock tone now lies within the passband, but not
necessarily at the center frequency. The penalty incurred by increasing the filter
bandwidth is of course an increase in noise. If we define qualitative measures for the
performance degradation due to filter detuning, versus increased noise, then we can
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derive an optimum () value, or at least, arange of ) valuesthat simultaneously satisfy
both the detuning and noise requirements.

Quantitative @ Limits The actual limitationson ¢) will depend on the choice of filter
and the accuracy with which the center frequency can be maintained. We can illustrate
the procedurefor deriving the allowable range of @ valuesfor asimple example. If we
return to the second-order bandpass filter example we recall that the transfer function
isgiven by

. 2(jw
where & = w/w,. The phaseistherefore given by
0= /20w +j(1 —&?) =tan™! s (4.29)

This expression is more enlightening when we write the frequency in terms of the
deviation from the center frequency Aw = w — 1. Recalingthat Qs4s = 1/2¢ we

obtain 0t A
- L2+ Aw
f = tan 1 [—diBAWm] . (430)

We can take this normalization one step further, and express Aw in terms of the
one-sided 3-dB bandwidth. Therefore,
A(.JQ = QdiBA(.:) (431)

S0 that [Awg| = 1 at approximately the points of 3-dB attenuation, as illustrated in
Fig. 4.24. If the BPF were symmetric about the center frequency, then |Awg| would
equal unity at exactly the 3-dB attenuation frequencies. The phase response is then

given by
1| Awg (2Qz4p + Awg /2
6 = tan 1[— Q( Q )] 4.32
2 Q34 + Awg/2 (432)
and for large values of )s45, the result simplifiesto

0~ tan~! [~ Awg]. (4.33)

Furthermore, since we will be interested in small phase deviations, where the tangent
function is approximately linear,

0~ —Awg = —2Qz4n (f ; f“) . (4.34)
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Figure4.24 Illustration of frequency normalization in a bandpassfilter.

Relating ¢ to Maximum Phase Deviation To find a limit on the maximum value
of @, we need to determine the maximum allowable deviation in the phase due to
detuning of thefilter. We saw in table 3.5 and Fig. 3.20 that a steady-state phase error
in the clock signal reduced the effective SNR of the test statistic. In particular for a
rectangular correlation pulse, a 10% error in the clock-phase caused a 2-dB drop in
the SNR, which increases the error probability from 10=° to 10~°. If we allow for a
phase deviation budget of 10% in our design, then we might arbitrarily alocate 2.5%
of the phase deviation to the filter detuning. From (4.34) we can find the maximum
frequency deviation that will produce a 2.5% phase deviation;

2.5 A
Thisimposes an upper limit on Q3,45 of
9max fn
Qsap < —5— <| A f|) (4.36)

We can further express the filter detuning in terms of the deviations caused in the
center frequency of thefilter. If each contributionto filter detuningis A f;, then in the

worst-case
ALl =D 1AL (4.37)
Since the filter is nominally tuned to the bit-rate (f,, = Br), the detuning upper limit

on s4p isgiven by
fmax Br
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and in terms of the equivalent noise power selectivity

fmax Br
Qeq < — (m) ; (4.39)

To obtain a lower limit on )., we recall from chapter 2 that when all of the energy
in the amplitude modulation of the clock is converted to phase-noise, the rms phase

deviationis given by
o6 = 1/1/Qeq- (4.40)

If we assume that the peak deviation in the phase-noise is approximately 3o, in each
direction, then we obtain the rough lower limit

max > 300 = 3/\/Qeq (4.41)
Qeq > 9/0nax- (4.42)

Putting the two limits together we finally obtain the desired relationship

9 fmax ( Br )
— < Qg < — | =——— . 4.43
Ofnax S Qe < ™\ |Afi] (443)

For our numerical example of fmax = 2.5% = 0.157 rad = 9° wefind that

Br
365 < Qeq < 5% (M) : (4.44)
In order to simultaneously satisfy both requirements then
|Af] 5%
— | < —=—== . .
( By ) = 365 137 ppm (4.45)

Therefore, the worst-case detuning of the BPF can not exceed 137 ppm. If the bit-rate
is2-Gb/s, thisrequirement imposes atotal worst case drift in the BPF center frequency
of 274-KHz. Thisdetuning allocation iswithin typical specifications of commercially
availablefilters as reported in [18].

Summary of Clock Recovery Using SAW Filters

Although the above analysis is only approximate, it does illustrate the trade-offs that
must be made between noise suppression and center-frequency stability in choosing
a () value for the BPF. Typical @) values for such systems are on the order of 1000.
Extensive analytical and experimental studies of SAW filter for use in undersea long-
haul fiber-optic systems were undertaken in the mid 1980s at Bell Labs. The results
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Clock Recovery Using SAW Filters
Advantages Disadvantages
i . Fixed center frequency doesn’t
e Simpleto implement ¢ track the data reat?e Y

o Proven Reliability

¢ No problems such as frequency
acquisition and cycle-slipping
common in phase-locked loops

¢ Noise bandwidth is fixed

o Limiter circuit is required
to eliminate amplitude modulation,
which generates additional

phase-noise

o Phase adjustment is required, open-
loop adjustment doesn't track
variationsin operating conditions

o Maximum freguency limited to about
3-5GHz

e Maximum @) limited by detuning
requirements

o SAW Filter not compatible with
IC process. 1/0 buffers add excess
phase-shifts that must be cancelled

¢ Variations due to aging and
temperature changes are manageable

Table 4.2 Advantages and Disadvantages of using SAW filters for clock recovery in
broadband communication systems.

Data In »| DECISION |—3 Data Out
PaN
EDGE | —
DETECT > DELAY i Clock

— -
PHASE ADJUSTMENT

22

SAW FILTER

Figure4.25 Block diagram of aclock recovery circuit using a SAW filter.

are summarized in two papers by Rosenberg et al. [15, 18]. SAW filters have proven
their reliability in practical systems, and as aresult have been used extensively in clock
recovery circuit for multi-gigabit-per-second fiber-optic systems [15, 18, 19, 20, 21,
22, 23, 24]. However, there are severa disadvantages of using a SAW filter, (namely,
the filter is not compatible with standard IC processes, and must be external to the
signal processing electronics). The advantages and disadvantages of using SAW filters
arelistedintable 4.2.
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A block diagram of a clock recovery system using a SAW filter is shown in Fig. 4.25.
Since the filter is external to the chip, input- and output-buffers, with indeterminate
phase delays, are required. The output-buffer couples the edge-detected signal, from
the chip, into the external filter, while the input-buffer is needed to couple the filtered
clock-signal back into the chip. Compensation must be made for the phase-shifts
caused by these interface circuits by adding an adjustable phase shifter. This adjust-
ment must be manually tuned during an evaluation phase, where it will be set to a
nominal value that minimizes the error during test. However, this phase adjustment
is a one-time adjustment and can not compensate for variations in the bit-rate, or
environmental changes once the filter is in operation. Fig. 4.25 also shows a limiter
that is needed to remove the amplitude modulation in the recovered clock. The lim-
iter contributes excess phase-noise to the clock by two distinct methods. One is the
nonlinear phase-shift variations as a function of frequency, which is a characteristic of
any causal infinite-impul se-response circuit. The other isthe conversion of amplitude
modulation into phase-noise by a nonlinear, amplitude-dependent, phase delay of the
buffer, which is often the dominant phase-jitter contribution. Thisis a characteristic
of any semiconductor device, where the parasitic capacitances are voltage dependent.
Therefore, delays will vary with the power level of theinput signal. A technique for
reducing both types of these nonlinear delays is described by Nakamura et al. [25].

A further severe limitation on the use of SAW filters is that the maximum center
frequency is currently limited to about 3 GHz, with 5 GHz projected as the maximum
[17]. When a SAW filter can not be used, other techniques such as lumped-element,
microstrip-line, resonant-cavity, or dielectric resonators [23, 26, 13, 27] () ~ 1000)
can be substituted for bit-rates up to 20 Gb/s. However, limitationsin the maximum
center frequency can be circumvented by using mixers, or frequency dividers, to
heterodyne the clock-tone to a lower frequency, where the filtering can be done by a
SAW filter. A system that uses this approach to mix the clock frequency down by a
factor of 2 is described by Wang et al. [19, 20]. In the extreme case the signal could
be mixed all the way down to dc, and the noise filtering can be done in the baseband.
However, this doesn’'t solve the detuning problem. Mismatches between the local
oscillator and bit-rate still need to be accounted for. However, if the local oscillator
can be made to track the bit-rate, then the detuning restriction can be eliminated. One
such tracking system isknown as a phase-lock loop (PLL). Clock recovery using PLLs
isthe subject of the following section.

4.4.3 UsingPLLsto SynchronizeaVCO tothe Data Rate

Most of the disadvantages of using SAW filters, or other fixed frequency bandpass
filters, for clock recovery can be overcome by usingaPLL. This comes at the expense
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Clock Recovery Using Phase-L ocked L oops

Advantages Disadvantages

o Can achieve arbitrarily high @,
and therefore a narrow noise bandwidth

o Clock tracks the bit-rate,
eliminating detuning safeguards

¢ Clock has no amplitude modulation
eliminating the need for a
limiter amplifier

o Can be used to implement clock
recovery systems based on optimal
stochastic estimation

o With appropriately designed phase
detectors can be self-adjusting to
compensate for the phase-errors due
to other circuits in the system

e Complex circuit design

o Nonlinear frequency acquisition

¢ Requires frequency acquisition aids

and cycle-dipping limit performance

Table4.3 Advantagesand Disadvantagesof using PLLs for clock recovery in broadband
communication systems.

of increased design complexity. In additionto overcoming several of the disadvantages
of BPFs, PLLs are directly applicable to clock extraction using optimal stochastic
estimation techniques, to be described in section 4.5, whereas fixed filters would
require a feedback loop to be added for controlling an electronically tunable delay
in response to an error signal. The advantages and disadvantages of using a PLL
for clock recovery are given in table 4.3. Since the loop tracks the input bit-rate,
detuning constraints are eliminated and the effective @) of the PLL can be arbitrarily
large. Ultimately, limitationson the effective 2, which is controlled by the closed-1oop
noise bandwidth of the PLL, will be set by nonlinear transient behavior constraints,
such as frequency acquisition, and frequency tracking. There are, however, analogies
to detuning that place limits on the maximum possible noise suppression. PLLS can
only naturally acquire frequency errors on the order-of-magnitude of the closed-loop
bandwidth. Therefore, if we depended on natural acquisition of the PLL alone, we
would be faced with the same detuning limitations discussed in the previous section.
However, we rarely depend on natural acquisition, and supplement the process with a
frequency acquisition aid of one kind or another to be discussed further in chapter 5.

A block diagram of a spectral-line clock recovery technique using a PLL is shown
in Fig. 4.26. Since a PLL can be fabricated on the same chip as signa processing
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Figure4.26 Block diagram of a spectral-line clock recovery circuit usingaPLL.

circuitry, the need for interface circuits, to bring signals on and off chip, and their
associated phase delays, are eliminated, thereby substantially reducing the phase-lag
in the lower-arm of the circuit. However, this doesn’t eliminate the need for the
phase adjustment altogether. There are still residual differencesin the delays of signal
propagation in the data path and the clock path. Even inthe decision circuit itself, itis
typical to find unequal delays in the data, and clock paths. The result is that for very
high data-rates, phase adjustments are ultimately required to center the clock edgein
the data-eye. Although, elimination of interface circuits reduces the magnitude of the
phase adjustment, we are still faced with the same problem that we had when using
a BPF for clock recovery, (namely, the open-loop phase-adjustment will not track
variationsin the bit-rate due to temperature, or aging). We then have two optionsin the
design: we can perform open-loop phase compensation to account for the worst-case
detuning effectsin the design, or we can design a specia phase detector that measures
all of the excess phase errors, which can be zeroed using the negative feedback of the
PLL. Techniques for implementing the former approach are the topic of this section.
The later, self-adjusting systems, will be discussed in section 4.6.

PLL asaBandpassFilter A PLL canissome respects be considered as an adaptable
BPF where the center frequency isautomatically tuned to the bit-rate. If welook at the
operation in the frequency domain we see that the phase-detector functions as a mixer
to heterodyne the edge-detected input signal down to the baseband. Thisisillustrated
inFig. 4.27(a). When theloopisin lock, the clock signal of the VCO isin quadrature
with the spectral line tone of the edge-detected signal. There will be no resulting dc
component since the two signal are orthogonal. The action of the PLL tracks the phase
of the edge-detected signal and mixes the signal energy, from a band of frequencies
around the clock rate, down to dc where it can be suppressed by the loop filter. The
mixer has the effect of zooming-indirectly on the interesting part of the edge-detected
signal spectrum. Since the PLL is automatically tuned, the loop filter bandwidth
doesn’t have to be made large to account for various detuning factors. Therefore, the
loop filter can be be made narrowband, and excess noise is not added by processing
the signal in guard-band frequencies that contain only noise with no information. The



Clock Recovery 197

Pe() IHG2nD|?
Clock Tone Clock Tone

HG2(t + B)l 2 HG2n(t - Bp)| 2

T
. -By 0 By f
1
B ] B f / \
T IHG2nh)|2 T
\ / Filtered Noise Spectrum

)k Centered at By
- T T T T

-Br 0 By f By Br f

(a) (b)

Figure4.27 lllustration of aPLL converting: (a) passband energy to baseband energy, (b)
baseband energy back to passband energy.

tuning of the PLL is accomplished by filtering the phase-error signal and using the
filtered signal to adjust a variable frequency oscillator. This baseband tuning signal
frequency modulates the VVCO, and therefore shifts the spectrum of energy spectrum
to that of an FM signal center around Br. Thisoperationisillustratedin Fig. 4.27(b).

Extremely high @ values are possible using a PLL without requiring a high-quality
resonator, although in many respects, since a low-phase-noise clock requires a low-
phase-noise VCO, we have just passed the problem of designing a good resonator
from the filter designer to the VCO designer. However, when the magjority of the
phase-noise in the recovered clock is due to random modulationsin the data, or dueto
additive noise, as is typically the case for recovery of a clock from random data, the
bandwidth of the noise-suppression filter is the critical parameter in determining the
phase-noisein therecovered clock, and the added jitter of the free-running oscillator is
of secondary importance. Therefore we can use a somewhat noisy VCO with alow-Q)
resonance together with a narrowband loop filter to achieve the samejitter performance
of a SAW filter with a high-@) resonance. Since the PLL is free from the detuning
constraints that limited the maximum ) in a bandpass filter, we can easily achieve an
effective @ of onemillion. If we design aPLL with alag-lead loop filter such that the
closed-loop transfer function is second-order with a damping ratio of ¢ = 1/+/2, and
a natura frequency of f,,=5-KHz, then for a clock tone at 10-GHz, the effective @) is

approximately
_10GHz

This effective () can be interpreted by realizing that the PLL averages the phase-error
over severa cycles; inthiscase it takes approximately one-million clock-cycles before

theloopfilter can accumulate alarge enough signal on the VV CO control lineto respond
to the error in phase. We can think of a PLL as a flywheel that is spinning at a rate
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Figure 4.28 Phase detection of edge-detected pulses in a direct implementation of a
spectral-line clock recovery systemusing aPLL.

close to the data rate. The flywheel has a timing mark on it. Input data signal acts
like a strobe light that flashes every time that a data transition is detected, revealing
the current phase-error of the timing mark. Feedback is used to align the timing mark
to the desired position. Increasing the time constant of the loop filter is analogous to
increasing the mass of the flywheel. A narrowband loop acts likeavery heavy flywheel
that takes a lot of energy to ater its momentum. Whereas in the case of a BPF we saw
that the effective @ was determined by how many cycles the resonator could ring, ina
PLL the @ isdetermined by how many clock cycles it takes for the VCO to respond to
a phase error.

Direct Implementation of Spectral-Line PLL Clock Extractors

A balanced multiplier and a lowpass filter are typically used for phase detection in
PLLs. The phase detection process for random data is best illustrated in the time
domain. We will assume that an edge-detection scheme has been used that generates
raised cosine pulses. Timing diagrams for early, on-time, and late clocks are shownin
Fig. 4.28. During data transitions, the circuit acts as a traditional phase detector. The
dc output of the phase detector goes to zero when the two signals are in quadrature,
is a maximum when they are in-phase, and is a minimum when they are 180° out of
phase. When there is no data transition, we have already reasoned that there is no
phase information. The phase detector, therefore, contributes nothing to the average
phase error signal. When no transition occurs the edge-detected signal is steady at
some dc value. Multiplying by the recovered clock produces a pure ac signal that is
suppressed by anideal lowpassfilter. However, therippleis not suppressed completely,
and residual ripple leads to excess clock phasejitter. One technique for reducing this
jitter isto use atri-state phase detector that switchesto azero-state when no transitions
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occur. It can be seen from Fig. 4.28, that the ripple in the tri-state phase detector is
significantly reduced as compared to a standard phase detector.

Data Density Dependence and Pattern-Dependent Jitter Non-ideal effectswill cause
degradations in performance. We have already mentioned that the transmission of
high-frequency ripple through the lowpass filter will modulate the VCO, resulting in
increased phase-jitter. In addition, noises in the circuit will modulate the phase-error
around zero, and constant adjustments have to be made by the negative feedback of the
PLL to maintain average synchronization. Since contributionsto the phase-error only
occur during a data transition, the phase error magnitude is dependent on the transition
density of the data. Therefore, the dynamic behavior of the loop will vary significantly
for dense, and sparse transitions, leading to data pattern-dependent jitter in the recov-
ered clock (Certain data patterns will contribute much more jitter than others. Asa
result the receiver ismore likely to make an error when these patternsare transmitted.).
Pattern-dependent jitter is always present in a direct implementation. However, this
problem can be avoided by using aternative phase-detection methods. In section 4.6
we will present a technique that is similar to direct implementations, but uses a spe-
cial phase detector circuit, which is insensitive to data-density, thereby significantly
reducing pattern-dependent jitter. For now we will briefly review three different clock
recovery circuits that are direct implementations of spectral-line techniques using a
PLL.

The Circuit of Cordell et al. (Bell Labs 1979)

A direct implementation of a spectral-line clock recovery using a PLL was designed
at Bell Labsin 1979, and is described by Cordell et al. [12]. The circuit operates at a
data rate of only 50-Mb/s, however, the circuit was fabricated in a 300-MHz bipolar
process. Therefore, the transistor-speed-to-bit-rateratio, fmax/Br ~ 6, isfavorable.
Modern transistorsare 100 times faster, so that the techni ques described by Cordell are
applicableto 5-Gh/ssystems using technologiesavailablein 1992. A block diagram of
thecircuit used by Cordell isgivenin Fig. 4.29. The edge detection isperformed using
alowpass filter, differentiate, and rectify technique. The differentiationis performed
using a differential pair with capacitive emitter coupling, and the rectification is done
simply by tapping the emitters of an emitter-coupled pair. Cordell uses atri-state phase
detector that turns off when no data transition occurs. As we saw in Fig. 4.28, this
prevents the double frequency ripple from coupling to the VCO and increasing the
phase jitter when the data is constant.

Cordell givesavery clear and conciseoverview of clock recovery in broadband systems.
Helpful timing diagrams are given as well as practical bipolar transistor-level circuit
realizations of critical functional building blocks. A frequency discriminator was used
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Figure4.29 Block diagram of clock recovery circuit used by Cordell et al.

to aid in PLL frequency acquisition. The frequency detector was based on a circuit
described earlier by Bellisio [28], which was a quantized version of a quadricorrelator
first introduced in 1954 by Richman [29] in his classic paper on phase synchronization
accuracy in color television. The quadricorrelator and other frequency detectors will
be discussed in chapter 5.

The Circuit of Ransijn and O’ Connor (AT& T 1991)

The circuit of Ransijn and O’ Connor confirms that the technique of Cordell et al. can
be used to implement multi-gigabit-per-second systems using modern technol ogies.
Ransijn and O’ Connor use AlGaAs heterojunction FETSs to operate at data rates of
4-Gb/s with transistor f;s of 26-GHz (f;/Br = 6.5). This represented the state-
of-the-art in PLL based clock recovery circuits in 1991. And it demonstrated that
monolithic PLL clock recovery circuit were approaching the speeds of 10-Gb/shybrid
circuits using dielectric resonator bandpass filters [26, 27]. A block diagram of the
clock recovery and data retiming circuit is shownin Fig. 4.30. The dataisfirst passed
through alimiter. The edges of the data are detected using a delay and EXOR circuit.
The phase and frequency of these edge pulses are detected using a quadricorrelator.
The resulting clock phase depends on the half-bit delay of the edge-detection circuit
as shown in Fig. 4.31. A tunable shorted strip-lineis used to generate the delay. The
optimum clock phase is determined by adjusting this delay. The delay is adjusted in
both directionsuntil the BER increases above acertain threshold. Thefinal delay isthen
set in the center of thisinterval. Although this may, nominally, not be at the optimal
sampling point in terms of maximizing the SNR, it does provide good immunity to
parasitic effects. Since the decision circuit and phase detector are fabricated using
similar circuits, their respective delayswill track to afirst order. Furthermore, as long
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ast, isstable, the clock phase will berelatively fixed at the proper sampling point over
abroad range of operating conditions.

Ransijnand O’ Connor give severa hel pful detailsconcerning testing, and photographs
of high-speed hybrid circuitsrequired for systemintegration are given. They dso share
the belief with these authors, that the primary challenge of high-speed receiver design
isin minimizing parasitic effects that can render an otherwise good design useless.
Thisideais probably best stated by Ransijn and O’ Connor as follows:

“Although parameters such asinput ambiguity, clock (phase), and attainable
bit rate are prime objectives, the real challenges in a circuit such as this,
with its varioustypes of signas, are in finding ways to route the high-speed
signalsand bypassthebias signal swithoutintroducing crosstalk interference
that could easily result in reduced sensitivity, or worse, injection locking of
the PLL. The physical layout of the chip as well as its environment are as
important as the electrical design.”

When operating a a bit rate of 2.5-Gb/s, the 3-dB closed loop bandwidth of the
PLL is 1.2-MHz, which corresponds to @@ ~ 1000. The measured rms clock jitter
was 2°, which is approximately equal to the simple estimate derived in chapter 2
(1/+/Q)180/m = 1.8°. The reported frequency acquisition time is approximately 4-
ms. Ransijn and O’ Connor surmised that the fundamental limitation in the maximum
bit rate is due to the decision circuit. We will now present methods for overcoming
speed limitationsin the decision circuit, by using bit interleaving.

Interleaving for Reduced Bandwidth Requirements

Direct implementationsresult in straightforward circuit design, but are rather wasteful
of precious bandwidth. If we were to implement the circuit of Fig. 4.26 directly, it
must pass the clock tone at arate of Br. To pass 80% of the clock power requires a
circuit with a 3-dB bandwidth close to 2 B7, which is more bandwidth than we may
care to sacrifice. We must keep in mind that our goal isto cram as much data through
transistorswith limited speed as possible. For NRZ data, 80% of the signal power can
be passed by alowpassfilter with a 3-dB bandwidth of 0.8 Br. The frequency content
of the data establishes a fundamental limitation on the speed of the circuitry required.
Since the speed of the electronics is the bottleneck in system throughput, we don’t
want to impose a more restrictive limit, due to our own sloppy circuit design than is
absolutely necessary. One might ask how we can reduce the bandwidth requirement
when we need a clock at a rate of Br? The answer is that we need a clock a a
rate Br, but we don’t necessarily need a signal with a bandwidth of Br. Fig. 4.32
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Figure4.32 Block diagram of aclock recovery and decision circuit using two-level inter-
leaving and a clock frequency of Br /2.

illustrates how a signa with a fundamental frequency of By /2 can be used in atwo-
level interleaved system to provide clocking at a rate of Br. Two identical decision
circuits are used. One is triggered on the positive edge of the clock, and the other
is triggered on the negative edge. The retimed data can be multiplexed back to the
original datarate, or the decision circuit interleaving can function as thefirst level of
demultiplexing of the data. The maximum required speed of the decision circuit is cut
in half, asisthe maximum clock rate.

Potential Problems with Interleaving  One should always be suspicious of claims
about increased throughput; in redlity there will aways be second-order effects to
counteract the proposed gains. One potentia problem is that the half-rate clock may
not have a 50% duty-cycle. If thisisthe case, the sampling-instant will appear to have
jitter, and thisjitter will be pattern-dependent. Another limitationis the setup-time of
theinterleaved flip-flops. Looking at Fig. 4.32 we see that the flip-flops are clocked at
half the data-rate, however, theinput to each flip-flop is till the high-speed data. Such
aflip-flop must be fast in order to grab the data as it goes by, because no matter how
dowly theflip-flopis clocked, the setup time remains short (one bit interval). Itisstill
an open questions as to how much speed improvement one gainsin using aflip-flop as
adecision circuitin an interleaved receiver. Ideally the gain in throughput from using
bit interleaving will be somewhere N, where N isthe number of stages of interleaving,
but in practice that gain will be somewhere between 1 and N. We will discuss this
meatter in a dlightly different context in section 4.6.3, and in chapter 5 we will present
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Figure 4.33 Conceptual diagram combining the function of edge-detection and phase-
detection into one circuit.

an aternative approach to using aflip-flop as adecision circuit which may circumvent
these problems.

Clock Recovery Circuit of Enam and Abidi (UCLA 1992)

Considering the block diagram of Fig. 4.26, we see that the essential control signal,
required to adjust the VCO, isthe phase-error. Sincetheinput signa and therecovered
clock will be very close in frequency, the phase-error signal will be a dlowly varying
baseband signal. If we can combine the functions of the edge-detector and the phase-
detector, asillustrated conceptualy in Fig. 4.33, into one circuit that producesa sl owly
varying phase-error output, without producing an intermediate signal at a frequency
of Brp, then no interna circuits are required with a bandwidth of 2Br. Thisisthe
goa of anideal bit-interleaved approach by insuring that no circuit nodes within the
clock-recovery or decision circuits place limitations on the maximum obtainable data
rate that the circuit can process.

A redlization of abit-interleaved approach was reported by Enam and Abidi [30, 31].
The circuit, as illustrated in Fig. 4.34, uses two-levels of interleaving. The VCO
produces an in-phase and a quadrature clock at a frequency of haf the bit-rate. The
function of the circuit can be understood simply as aspectral-line PLL clock extractor.
Edge-detection is performed by squaring the data, which has been pre-conditioned
by alowpass filter so that the data transitions are smeared across one bit-interval. A
second multiplier acts as a frequency doubler by mixing the in-phase and quadrature
signals from the VCO. Therefore the input to the third frequency detection multiplier
is an edge-detected signal containing a spectra-line a By, and a clock signa at
a frequency close to By. Multiplying these signals, and then lowpass filtering the
product, produces the desired phase error. Thus far, nothing has been gained in terms
of reduced bandwidth requirements, because the circuit, as described, till requires
high-speedinternal signals. However, the benefit of Enam and Abidi’ simplementation
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Figure 4.34 Block diagram of a clock recovery circuit using two-levels of interleaving
andaclock at arate of By /2

Output + ‘: ) :‘_Output-

Early Side 1 I Late Side

Figure 4.35 Enam'’s phase detector combining edge-detection, frequency doubling and
phase-detectionin one circuit that produces a low-frequency output.

isin the clever design of the phase-detector shown in dashed linesin Fig. 4.34. This
circuit isaquadruple-stacked multiplier, as shown in Fig. 4.35.

Although we have developed an understanding of the operation of this circuit in the
frequency domain, in terms of spectral-line techniques, we aso could have derived
the same function in the time domain. The quadruple-stacked phase detector can
be thought of as an early-late clock recovery circuit. We will develop the early-late
concept more thoroughly in section 4.5. The phase detector can be viewed as ideal
switches that steer the tail current either, down the early-side, or down the late-side.
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The difference between the quiescent current in each leg isintegrated by the parasitic
load capacitance at the output nodes. The bottom two levels of the phase detector
switch the current under control of the clock signalsonly. The end result isthat the tail
current will be sourced down theearly-sidefor thefirst half of each timinginterval, and
down the late-side for the last half. The top two levels of the phase detector redirect
the current depending on the data polarity. The result of this current switching will
now be described for the various cases of data transitions.

data high When the data stays high during a timing interval, the current will be
sourced straight down the early-leg for the first half, and straight down the late-
leg during the last half. The average current in each leg will be haf the tail
current, so thereis no net current diverted to the parasitic integration capacitors,
and theresulting phase error obtained by subtracting the early signal fromthelate
signal will be zero.

datalow The conditionissimilar when the data stays |ow. However, now the current
will follow a zig-zag path to the negative power supply. But the fina result will
be that no phase-error signal is accumul ated.

on-timetransition The interesting case occurs when adatatransition fallswithin the
timing interval. Since the data has been pre-filtered, the transition is smeared
across the bit interval. For this discussion we will assume that the transition is
symmetric. If atransition occurs so that the zero crossing fals precisely in the
middle of thetiming interval, then during the first half of theinterval, most of the
current will flow down the early-side, with some residual current being steered
to the late-side. During the next half cycle, the reverse will be true, and since
thetransitionin thedatais symmetric there will be no net difference between the
early and late outputs.

early transition We can now see what will happen if thetransition occursearly. Now,
too much of the current that was supposed to flow on the early side gets passed
to thelate side. Therefore, the early output will be higher than the late output. If
we subtract the late signal from the early signal we get a negative result that can
be used to slow down the VCO.

latetransition Clearly when the pulse is late in the timing interval, the late output
will be greater than the early output and the positive difference will speed up the
VCO.

In the following section we will derive the operation that a receiver must perform in
order to produce a maximum a posteriori (MAP) estimate. We will see that the early-
late techniqueimplemented by the phase detector of Enam and Abidi isalimiting case
of aMAP clock extractor.
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45 MAXIMUM A POSTERIORI (MAP) SYMBOL
SYNCHRONIZATION

In this section, the problem of estimating the random arrival time, or epoch, of a
random data-bearing signal will be posed in mathematical terms. Ashasbeen thetrend
inthisbook, several of theintermediate steps of the derivationwill be shown explicitly.
These authorsbelievethisapproach makes the treatment more readabl e for theintended
audience of circuit designers, who may not be asfamiliar with probability theory asthe
systems engineer. Wewill find that the basic operation required of the optimal receiver
isto perform multiple correlations of the received data signal with stored replicas of
the original data pulses, each replica pulse being shifted in time, to varying degrees,
relativeto thereceived datasignal. Thisissimilar to template matching, wherethetime
offset corresponding to the template producing the highest correlation is declared the
maximum a-posteriori (MAP) epoch estimate. The mathematical derivation to come,
could well have been placed in an appendix. However, it has been included here for
continuity. The reader wishing to skip the mathematical detailsand get straight to the
results can proceed to section 4.5.2 on page 217.

451 Mathematical Derivation of MAP Clock Extractors

The analysisto follow is a summary of that given by Lindsey and Simon [32, ch. 9].
Similar analysis can be found for maximum-likelihood (ML) symbol synchronization
in the book by Stiffler [33, ch. 7]. The reader is aso referred to a discussion on
minimum-mean-square estimation (MMSE) of arrival time, in the book by Lee and
Messerschmitt [34, ch. 15]. To makethe problem tractable, we must necessary impose
certain conditions on the system. The primary assumptions made are the following:

m A clock existsat thereceiver of exactly the same frequency as the bit-rate— only
the phase of the clock is unknown.

= Thereexistsan exact replicaof thetransmitted pulseat thereceiver. Thisassumes
either no distortion due to the channel, or that all distortion has been equalized.

= Theinterfering noiseis assumed additive, white, and Gaussian (AWGN).

= The parameters of the observed data signal do not change during the observation
interval (timeinvariance).

A Word or Two About Notation It is appropriate at this point to say a few words
about notation. Often the same variable name is used to represent severa different
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things. For example, in the literature, y can be: al possible outcomes of a random
experiment, one possible outcome, or adummy variable of integration. Such notation
has been a great source of confusion to these authors. We will use the notation y(-) to
represent the ensemble random variable. y(&) isthe result of the random experiment
£. Andy is adummy variable that spans the space of al possible outcomes of the
experiment. Therefore, arandom signal may be represented as y (- ), and the pdf of the
random varigbleis p(y). But don’t make the mistake of thinking that ¢(:) and y are
the same thing. y isjust adummy variable that we integrate over to find probabilities.
We could give y any name, but we give it a name similar to y(+) so we are reminded
of which random variable we're dealing with.

Satement of the Problem

The problem can be stated as follows. The bit-interval isknown to be 7" seconds long.
However, the arrival time of the bits¢.(+) is unknown, and can take on any valuein
theinterval [0, 7. After having observed the signal over the specified time period, we
want to evaluate the probability, a the receiver, that the actua phase error is equd to
t., given that we have observed one particular sample function of y(-), namely y(¢).
We will choose for our timing estimate the value ¢, that maximizes this probability.
Stated mathematically,

i.; max {Pr(tE ly (4.47)

) |y(£)} ’
Sincet.(-) can take on a continuum of values, the probability of any particular value
t. iszero. Therefore, instead of maximizing the probability, the optimal estimate is
thevalue of ¢. that maximizes the a posteriori probability density function (pdf):

t.; méx {p(ta ly) |y(§)} (4.48)

Naturally, the parameters of the received signa will change over time, and the phase
estimate will have to be periodically updated. We can restrict our atention to time
intervals of length [0, K77, over which the signal parameters are assumed to remain
constant. We observe adatasignd y(t, -) for (K + 1) bits. For every timeinterval we
choose t., such that p(t. |y) is maximized. We see dready that this receiver requires
storage of (K + 1) bits. Upon arrival of thelast bit in thissequence, thereceiver must
go back in time to make decisions about the polarity of the previousdata. Thisanalog
data storage is not practical; indeed, distortion-free storage is not even possible. In
reality, the clock phase will be continuously adjusted, and the next bit will be clocked
with a phase derived from the previous (K + 1) bits, thus eliminating the storage
requirements. The rest of this section is devoted to finding an explicit expression
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Figure 4.36 Sample data waveform with random phase ¢.(-) both with and without
additive noise.

for p(t.|y) as afunction of ¢., under a given set of assumptions. Maximizing this
expression with respect to ¢. will reveal the mathematical operations that the receiver
must perform to derive a MAP arrival-time estimate.

Towards an Explicit Expression for the a Posteriori PDF

We will restrict our attention here to rectangular signals. Over atimeinterval [0, K77,
the data can be represented as
K

Z (prlt — (k= DT —t.(-)] +n(t, ) (4.49)

There are three independent random variablesin the above expression. Thefirst 7 (-)
is due the data polarity, the second ¢. (-) is the data phase, and the third n(t, -) is the
random additive noise, assumed to be zero-mean, white, and Gaussian. This data
signa is shown in Fig. 4.36, both with, and without, additive noise. Referring to
Fig. 4.36, we can make the following definitions. The time interval corresponding to
the k' subinterval is given by

Ti(t.);  t€[(k— DT+t kT +1.]. (4.50)
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Notice that thistime interval definitionisafunction of the dummy variablet. that we
will vary in our optimization procedure. But 7j(¢.) is independent of the true time
offset ¢ (€). Since the time is restricted to be within [0, K7, we see that the 0°"
and the K' subintervals are truncated to ¢. and 1" — t. respectively. Although this
conditionwill cause some of the simplifying assumptions made later to beviolated, as
long as K issufficiently large, these edge effects will be insignificant.

Vector Representation of Signals We have aready expressed the signal y(¢,-) asa
vector. Now we will justify this more rigorously. Without loss of generality, we can
sample the data signal using M samples-per-bit. The number of sample can later be
made to approach infinity. Since we are dealing with white noise, we have a problem,
inthat thevariance of the noi se sampleisinfinite, because thebandwidthisalsoinfinite.
Therefore, we need some method of limiting the bandwidth, and etting the bandwidth
approach infinity together with the number of samples-per-bit. We will now describe
two conceptual methods of bandwidth limitation.

Bandwidth Limitations for Sampled White Noise  |f we assume that we have non-
ideal sampling, so that the sampler producesthe average of thesignal over the sampling
interval At = T'/M, then the resulting noise will be averaged, and the variance will
be finite. As M gets large, the sampler becomes closer to an ideal impulse sampler.
The sampling interval At is assumed so small that the signa doesn’t changes in this
interval. Therefore replacing the signal valuewith the average doesn’t affect theresult.
The autocorrelation function for the white noise is given by

o (1) = %5(7’) (4.51)

and the variance of the average noisein theinterval At is

2
At
N, No M
c2=F L / ﬂé(r)drl =212 (4.52)
0

At 2 TOAt T 2 T

Each noise samplein al sampling windows are uncorrel ated.

We could a so consider amethod whereby thereceiver is preceded by an ideal lowpass
filter of bandwidth B = A /2T'. The frequency response of the ideal filter is given by

H(f) = rect(fM/T). (4.53)
The variance of the noise passing through thisfilter isjust

No M
2 0

= o2 454
In = YT (4.54)
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The autocorrelation functionis given by

ra(7) = %sinc (T/TM) . (4.55)

The sinc function has nulls a multiples of T/M = At. Therefore noise samples
separated in time by At are uncorrelated.

Whether we assume that the system is preceded by an ided lowpass filter, or the
samples arise from a non-impul se sampler, we will end up with the same result when
M isdlowedtogrow arbitrarily large. Inboth casesthenoisesamplesare uncorrel ated,
and the variance of each sampleisfinite and given by o2 = Ny M /2T. We can now
use vector representations for the signals and noise without worrying about problems
when the noise variance becomes infinite. We can order the samples in row vectors.
Therefore the received data signal can be expressed as

= S (el = (k= )T = 1.()] +nt,)

k=

o

. (4.56)
() =D Ir(prlk, ()] +n ()],
k=0
where . 0.7]
Vo fortel0,T
t| = ’ 4.57
prli] {0 elsawhere. (#:37)
We can define each shifted version of the original data pulse as
pelt-()] = prlt — (k —1YT' —t.(-
klt()] = prlt — (k- 1) ()] (459

pk[ta(')] = pT[kata(')]'

Rel ationships Between Various Conditional Probabilities

We want to maximize the a posteriori pdf p(t.|y). Thistask can be made simpler by
expressing p(t. |y) interms of apriori pdfs, and likelihoods. From Bayes' rule[35, p.
30] thejoint pdf can be expressed as

p(te,y) = p(t-|y)p(y) = p(ylt:)p(t:), (4.59)

therefore

pmnggmm» (460)



212 CHAPTER 4

The conditiona pdf p(y|t.) is the likelihood of observing y when in fact the timing
error ist.. However, y isaso afunction of the random data r (+). Letting#(-) bea
row vector of the (K + 1) datavalues such that*

T() = [7“0(~),7°1(~),7°2(~),...,TK(~)], (4.61)

then the desired likelihood can be obtained by averaging over al possible data se-
quences+. Wewouldliketo represent p(y|t.) intermsof p(y|t., »), for whichwe can
find an explicit representation. This can be accomplished with further applications of
Bayes rule. We begin by writing the likelihood expression in terms of the joint pdf;

plylts) = %. (4.62)

Further, the joint pdf can be extracted by integrating p(y, t., +) over al possible data
sequences r;

p(y,ts) = /rp(y,ta,r)dr. (4.63)

Therefore, the likelihoodis

ply,t.) / ply,t-,r)
t.) = = dr, 4.64
p(y| ) p(ta) r p(ta) ( )
and the desired a posteriori pdf is given by
p(te) / ply,t-,r)
ta = dr. 4.65
plicly) p(y) Jr  p(t:) (469)

Continuing, the combined joint pdf can be expressed in terms of the the double
conditional density

p(y,te,r) = p(ylt, 7)p(ts, 7). (4.66)
Since the datais independent of the phase error, then
p(te,r) = p(te)p(r). (4.67)

Finally, substituting (4.66) and (4.67) into (4.65), we get thefirst simplification of the
aposteriori conditional pdf

p(tely) = Z((Z;)) /Fp(y|t€,'r')p('r')d'r'. (4.68)

4 Noticethat this vector is different from the ones defined previously. The signal is represented by a K M
dimensional vector obtained by taking A samples per bit. Thevector r(-) isa(K + 1) dimensional vector
that has only one value per bit.
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Assumptions Concerning the Data and the Additive Noise Further simplifications
can be made by making the reasonable assumption that al data symbols are uncorre-
lated. Thisimplies

K
=TI »(re)- (4.69)

k=0
In addition, when each symbol is equally probable, the random variable r;, which
determines the data polarity, has a pdf that consists of two impulse functions of
magnitude 1/2 at +1, and -1;

plry) = %6(7% +1). (4.70)

Since the initia noise is assumed to be white, each bandlimited noise sample is
uncorrelated. With both the data, and additive noise being uncorrelated in different
sampling windows, the received signa pdf can be separated into the product of pdfs
over each of the (K + 1) bitintervals.

K
p(ylte,r) = H (yglte, ri) (4.71)

This condition implies that any sample in one bit interval, provides no information
about the datavalue, or the noisevaluein any other bitinterval. Therefore, theintegra
in (4.68) can be expressed astheintegral of the product of the pdfsfor each bitinterval;

/ p(ylte, v)p(r)dr = Hp yilte, ri)p(ry)dr. 4.72)

T k=0

Thisintegral of products can be grouped as the product of integrals, so that

p(te)
p(tely) = ) H/ (yglte, ris)p(rr)drg. (4.73)

Substituting p(r), as given in (4.70), into the above expression we obtain the second
simplification of the a posteriori pdf.

ta 1
pliely) = () H 5 [p(ynlte, 1) + p(yxlte, —1)]- (4.74)

Assumptions Concerning the Time Offset and Received Data To obtain the final
form of the expression that we desire, we make the reasonable assumption that the
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random arrival timet. is uniformly distributed over the interva [0, 7. Thisimplies
that the the pdf p(t.) isaconstant, independent of ¢.. We a so assume hat the statistics
of signd (), over the entire observable time interval [0, K'T], are independent of
t.. Thiswill betruefor K >> 1, where the edge effects mentioned earlier become
insignificant. Therefore, both p(t. ) and p(y) areindependent of ¢. , so that maximizing
p(t:|y) with respect to ¢. isequivalent to maximizing

K
LT p(welte, 1) + plyslt-, 1)) (4.75)
k=0

We can see that maximizing the above expression is nothing more than maximizing
the likelihood. Hence, for the assumptions made, the MAP estimate is equivalent to
the ML estimate. We now have the condition that the MAP epoch estimate ¢, isgiven

by

K
te
te; max | | p(yrlte, 1) + plyrlte, —1)] |yk(§). (4.76)
k=0

MAP Estimator in Gaussian Noise

If we now assume that the noise is zero-mean and Gaussian, we can find an explicit
expression for the pdfs given in (4.76). The datain each bit interval can be expressed

as
YOt 1) = palt-()] + ()

yr()(te, =1) = —=prt ()] + nx ()
From section 3.3.2 we know that the multi-dimensional Gaussian pdf can bewritten as

(4.77)

1 1 .
P(Yxlte, m) = m) 2 (det 2,172 exp _§<(yk — repr(te)), Ry (g — mapr(te)))
(4.78)
Since the noise is uncorrel ated, the covariance matrix is diagonal;
1
R, =021, R,'= <1 (4.79)
O-Tl

And due to the bandwidth limitations of (4.52) and (4.54) that we have conceptually
imposed, the variance is equal to

2 % (4.80)

Sz
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The pdf can then be simplified to

1 1
P(Yrlte, ) = (2roa)72 5P — 5oz llye = repw (@)1 - (4.81)

The sum of the two conditiona densities,

S(yk,te) = plyklte, 1) + plyrlts, 1), (4.82)
istherefore given by

1 1 , 1 ,
S(yr,te) = W [GXP [—ﬁnyk — pi(t)]] ] + exp [—20% llyr + pr(t:)]] ”

(4.83)

Expanding the arguments of the exponentials we obtain

S(yr,te) = % [eXp [%(yk,pk(tm] + exp [—%(yk,pk(tm” , (489

where o ) )

5= Wexp_ﬂ[||yk||2+||pk(ta)||2] : (4.85)
We see that ||px (t.)||> = Po is the transmitted power in a bit interval 7. Since we
have defined the time intervals 7}, (¢.) such that exactly one bit is contained in that
interval, thent. only trand atesthereceived dataand has no effect on the power. Indeed
for rectangular data, it wouldn't matter if atransition had fallen in the middle of a bit
interval; the average-power-per-bit would still be constant. ||y||* = P, isthereceived
average power per bit interval. Thisisonly afunction of the dummy variable y; and
isindependent of the the time offset ¢.. Further realizing that

e“ +e "

cosh(z) = — (4.86)

then the sum S(yy, t.) in (4.84) isgiven by
1
C cosh 0_—2<yk,pk (te)) (4.87)

The arrival time estimate that maximizes the a posteriori probability istherefore

K
te 1
t.; maxkli[Ocosh E(yk,pk(tg)ﬂyk(g). (4.88)

The hyperbolic cosine function is always positive. Since the natura logarithm is a
monotonic function for positive values, then maximizing » over positive values is
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equivaent to maximizing In (7). By taking the natural logarithmwe obtain the desired
function that the receiver must maximize in order to estimate the arrival time;

(4.89)

i malen [cosh<%> |yk
k=0 n

In the following section we will see how this result can be extended to the continuous
time case when M approaches infinity.

Extension to Continuoustime

The dot-product operation in (4.89) can be written as

1 ykm pkm 6) r
E@/k Z By 7 (4.90)

Inthelimitas M — oo the dot-product becomes an integral;

Lt =573 /. Vet (4.91)

In the case of rectangular pulsesthe integral simplifiesto

Vo /kT+tE
In(y,t.) = £, €)dt. 4.92
k(Y1) Nor2 Joeyra, y(t,€) (4.92)

We can define anormalized received signal = (¢, -) such that

2(t,) = v;. : (4.93)

The correlation integral can then be writtenin terms of the normalized signal

1 KT+,
— / z(t,&)dt| . (4.94)
r (k—1)T+1,

We recognize V2T as the energy per bit . Recaling that the signal-to-noise ratio
from chapter 3isgiven by

V2T
No/2

Ik(z,tg) =

Eq

SNR = No/2’

(4.95)
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Figure4.37 Open-loop implementation of a MAP timing estimate circuit.

we arrive at the expression that must be maximized to obtain a MAP timing estimate,

N t K 1 ¥+
te; malen cosh | SNR T/( z(t,&)dt (4.96)

=0 E—-1)T+1,
Inthefollowing sections, block diagrams of receivers will be presented that implement
the search agorithm given in (4.96).

45.2 Open Loop Correlator

An open-loop system that approximates the operation outlined by (4.96) isillustrated
in Fig. 4.37. In thisimplementation, only a discrete number of correlators are used.
The number of correlations needed depends on the desired accuracy of the estimate.
This circuit is not practical because it requires perfect frequency synchronization at
the receiver, severa parallel correlations, and a multi-phase clock. Nevertheless, itis
instructiveto consider the operation of the open-loop estimator.

In the absence of noise, and at the optima sampling phase, the integral

1 KT+,
= z(t,&)dt, (4.97)
r (k—1)T+1,
will be equa to unity. When a transition occurs in the bit-interval the integral will
be linearly proportional to the timing error, dropping to a value of zero for an error
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Figure 4.38 Plots of the weighting function In(cosh(z)) for: (a) small values of x, (b)
large values of (x).

of |T/2|. In the presence of additive noise however, thisintegral will fluctuate. We
multiply the integral by the SNR and take a weighted average over /i bitsto get
an indication of the degree to which our timing estimate is accurate. The weighting
function In[cosh(z)] is plotted in Fig. 4.38. For those readers familiar with bipolar
transitor circuits, the functionIn[cosh ()] is perhaps better understood by looking at a
circuit which producesit. Thecircuit of Fig. 4.39 showstwoidentical differentia pairs
biased with the same current. One is driven with a differentia input voltage and the
other providesareference voltage. The difference between the voltages at the coupled
emitters of the two pairsisgiven by

AV Va
= _ 2. 4,
i In [cosh <2VT ) ] (4.98)

FromFig. 4.38(a) we can seethat for low SNR theweighting functionisapproximately
equivalent to squaring the signal, while at high SNR, the weighting function amounts
to rectification. Therefore at high SNRs al correlations, large and small, are given
approximately equal weighting. At low SNR however, the signal is close to the noise
floor, and a large part of the correlation output is due to noise. Therefore, a large
correlation event is biased much more heavily than asmall one. For example, asingle
correlation value of 10 is given much more weight than 10 separate corréeations of
unit value. However, the nonlinear weighting isonly relevant for SNR less than unity.
We saw in chapter 3 that in order to achieve an error probability less than 10—, an
SNR grester than 36 isrequired. For broadband fiber-optic communications systems
the SNR will belarge, so that the weighting function can, for al practica purposes be
replaced by arectifier. For our circuit analogy thismeans V; >> V.
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Figure4.39 Circuit used to producethe logarithm of a hyperbolic cosine

Although it has been stated that this open-loop system is not practical it can be used
when the desired accuracy of the timing estimate is not crucial. In this case an
intermittent phase readjusting approach could be used as outlined in section 4.2. Only
asmall number of discrete clock phases need be used, and dight frequency errorsinthe
clock at the receiver can be tolerated. In the following sections we will show practical
closed-loop clock recovery circuits based on the MAP estimate.

45.3 Closed-Loop Stochastic Gradient Based Clock Extractors

The correlation function A[z(t, £), t.] givenin (4.96) is obtained by taking a weighted
average of the following correlations performed on each bit

B e =28 [ L O (4.99)

The pulse b (t.) isnormalized by the average energy such that

) = pk‘ﬁtf] - prlt= (k‘; DT =t] pr[t—(k—1)T —t.],  (4.100)

Pr (te
where V4, isdefined for ageneral pulse as

1

. 1/2
T / p%(t)dt] (4.101)
T Jo

The optimal open-loop correlator sumsall integral outputs 7, for (A + 1) bitsthrough
the weighting function [In cosh(Zx)], which is an even function and thus removes
random phasereversals dueto thedatapolarity. We can plot the output of thecorrelator
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Figure4.40 (a) Correlation output asafunctionof ¢.. (b) Negativegradient of correlation

function.

as a function of the phase estimate ¢. as shown in Fig. 4.40(a). The optimal phase
estimate ¢. is shown at the point where A[z(¢,¢),t.] is a maximum. The negative
gradient of the correlation function is shown in Fig. 4.40(b). We can see that the
gradient goes to zero at the optimal estimate, is negative for an early clock, and is
positivefor alate clock. Instead of building a receiver to find the correlation function,
we can design one that finds the gradient of the correlation function, and use the
gradient in a closed loop system to synchronize the clock to the optima phase. A
closed-loop system is desirable because the clock at the transmitter and the channel
characteristics drift over time, and need to be continuoudy tracked. To reveal the
operations that such a receiver must perform, we will find an explicit expression for
the gradient by differentiating A[z(¢, €), t.] withrespect to ..

Explicit Expression for the Gradient

The correlation function is given by

K
Al2(t,€), 1] = Infeosh (Ix[2(2,€), t])]. (4.102)

k=0
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The negative gradient by the chain ruleisthen

K

ON[z(t, &), t.]T 1 J cosh(I})
ot. o _TZ% cosh (1) ot.

K .
B sinh(I) 01
= —TZ% cosh (1) O (4.103)

X oI
= —TZtanh(Ik) 3151: .

k=0

We now have the problem of evaluating

Olp[2(t,€),t] 0
Ot T

2(t, E)pr(te)dt| (4.104)

SNR KT+,
r /(k—1)T+tE

where the variable t. appears both in the integrand, and in the limits. Derivatives of
thistype can be evaluated using an extension of Leibniz srule[36, p. 360], stating that
if

Ble)
P(te) = / flt,t]dt, (4.1053)
oc(tg)
then
OF (t.) /ﬁ(ta) af dt + 35(“);*[5@ ) 0] — 6a(t€)f[ (1.),4].  (4.105b)
8155 - a(ta) 8155 8155 AR 8155 Ale)y tel- '
Therefore, the derivativein (4.104) is given by
OLu[=(t,€),t] SNR /kT+ta o __
= 2(t, € t—(k—1T —t.]dt +
ata T (k—l)T+t€ ( )8tapT[ ( ) ]

(4.106)
SNR

[z[w Tt EPR(T) — <[k — VT + tg,g]mm] |

Since we can build a circuit to process the data signalsin real time, we would like to
relate the derivative with respect to ¢. to derivatives with respect to time. The pulse
prt — (k — 1)T —t.] isplotted in Fig. 4.41(8) as afunction of time for afixed value
of ¢., and corversaly in Fig. 4.41(b). We see that

d
It

Pl — (k— )T —1.] = %ﬁ[t — (k= 1)T —t.], (4.107)
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Figure4.41 Plots of the normalized datapulse: (a) asafunction of ¢ for afixed offset ¢.,
(b) asafunction of ¢. for afixed timez.

which is obvious by a substitution of variables. However, illustrating the derivative
of the pulse shapes aids in understanding the resulting clock recovery circuit on an
intuitivelevel. For the case of rectangular pulses, oy equalsunity intheinterval [0, T7.
Therefore,

_8? prit— (k=0T —t.]= —8[te — (t — kT)] 4+ [t — (¢t — (k — 1)T)]
= - ((k=1)T+t)] -0 — (kT +1.)].
(4.108)
For a half-cosine pulse of theform
o [V2sin (%) fort 0,77
priil = {0 elsewhere, (4.109
The derivativeis given by
_82 prlt — (k— )T —t.] = ”f cos {% (t—(k—1)T—1t.)|. (4110

These derivatives are shown in Fig. 4.42. We can see that the derivative of the pulse
makes a transition from positive to negative over the bit interval, with a zero crossing
at the center of thebit. The steeper thetransitionin the data, the morethe energy inthe
derivative signa will be concentrated at the edges. Substituting into (4.103) we can
now write the negative gradient of A[z(¢,£),t.] in terms of operations with respect to
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Figure4.42 Negativegradientsof pulse shapesas a function of the offset time ¢. for: (a)
arectangular pulse, (b) a half-cosine pulse.

time. Theresult isgiven by

OA[z(t, &), t.]T
p It. B .
SNR  [FTHe
tanh [— z(t, E)prlt — (k= 1T — tg]dt] X

E-1)T+t.

KT+,
SR [ s [rop- (-7 - )]
r (k—1)T+t. ot

SNR[2[(k — )T + o, €7 (0) — <[KT + ta,ﬂﬁ(T)]}

(@111)

Direct Implementation of Gradient Based Clock Recovery

The signa processing required to produce the gradient given in (4.111) can be un-
derstood much more easily in block diagram form, as shown in Fig. 4.43, for the
special case of asigna pulse that is equal to zero at the end points 0, and 7" [37, p.
233] [32, p. 431]. The hyperbolic tangent function can be implemented easily using
bipolar transistors as a simple emitter-coupled pair. For large SNR the tanh function
approaches a hard-limiter with the transfer characteristic of a signum function. The
accumulation of correlation valuesover (K + 1) bits has been replaced by afilter with
atransfer function 7'(s). Sincethe clock extraction circuit is anegative-feedback sys-
tem, F(s) must be designed appropriately for loop-stability and the desired dynamic
behavior. Effective accumulation of the phase-errors over the (K + 1) bit sequenceis
accomplished by a convolution with the impul se response of the loop filter. Since the
gtatistics of the signal are constantly changing, we prefer to weight recent bit correla-
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Figure4.43 Block diagram of adirectimplementation of M AP gradient-based closed-loop
clock extractor.

tions more heavily than those from the past. Therefore, the impulse response should
have a decaying envelope and effectively go to zero beyond (K + 1) bits. Traditional
filters have this type of impulse function, and we favor them over a moving average
accumul ator.

Phase-Detector Characteristic  Thetiming recovery circuit of Fig. 4.43isreminiscent
of aCostasLoop used for carrier recovery in binary phase-shift keyed (BPSK) systems.
The operation of the circuit is understood simply if we assume the clock is nearly
synchronized withthe data. In thiscase thedata-arm signal isthe retimed data, and the
phase-error-arm produces an estimate of the timing offset. However, the polarity of
the phase-error variesrandomly with the data. By multiplying the phase-error with the
retimed data, the random pol arity ambiguity isremoved, and an error signal isproduced
with an average va ue proportiond to the time offset. This error signa is negative for
an early clock, and positive for alate clock. We are interested in determining the error
function produced at the input of theloop filter 7'(s) as afunction of the timing offset
t.. The actua phase-error function will be random. Its magnitude will depend on the
number of data transitions, and it will have ripple components that will depend on the
data pattern. However, we can determine the basic operation of the phase detector be
considering maximum datadensity (alternating ones and zeros, or a periodicinput with
afrequency of half the datarate). The inherent nonlinearities of the circuit will warp
the phase-error estimate, producing a nonlinear function of the time offset in general.
Thiswarping will depend on the data-pul se shape, and will now beillustrated for some
special cases.

Half-Cosine Pulses Corredations for an early, on-time, and late clock are shown in
Fig. 4.44. For an early clock, the data and the derivative are out of phase, and the
correlation is negative — slowing down the clock. When the clock is on time, the
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Figure 4.44 |llustration of correlation of a half-cosine pulse with its derivative for and
early, on-time, and late clock.
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Figure 4.45 Phase error as a function of timing offset for half-cosine data pulses and
maximum data density.

data and the derivative are in quadrature, producing an error of zero, so that the clock
phase stays fixed. For the case of a late clock, the data and derivative are in-phase.
The phase-error produced is positive, and the clock frequency will be increased to
compensate for the error.

We have shown results for a positive data pulse. The results will be the same for a
negative pulse, because the polarity of the error is determined by the product of the
correlationswith thesign of theretimed datavalue. Theresulting error signal isplotted
in Fig. 4.45 as afunction of the actual time offset. We see that the error functionisa
switched sinusoidal, with stable equilibrium pointsat multiplesof 7', and ismonotonic
over thebitinterval [-7/2,T/2].
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Figure 4.46 Illustration of phase error for rectangular pulses obtained by taking the dif-
ference of the value at the start of the timing interval and the data value at the end of the
timing interval.
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Figure 4.47 Phase error as a function of timing offset for rectangular data pulses and
maximum data density.

Rectangular Pulses For the case of rectangular pulses, the dataiis non-zero at the end
points. Substituting the impulse functions for the derivative into (4.111) we arrive at
the result

OA[=(1,6),t]T &
— a1 = ;tanh

2SNR[z[(k — 1)T +t.,&] — z[kT +1.,£]].

NR k‘T-I—ta
S—/ z(t,&)dt| x
(

r E-1)T+t.

(4.112)

We see that the phase error is obtained by taking the difference of the data at the two
end points and multiplying by the retimed data. The difference at the end pointsis
illustrated in Fig. 4.46 for timing errors of magnitudelessthan 7'/2. It can be seen that
the difference is negative for t. € [T, 0] and positive for ¢. € [0,7]. However, the
data changes sign at the points +7"/2, and we end up with a square wave phase-error
functionas showninFig. 4.47. Thisphase error functionisundesirable from a stability
standpoint because of the steep transition through the equilibrium point. However, this
square-wave characteristic isequivalent to quantizing the phase-error to one-bit. Since
the closed-loop bandwidth is much less than the clock rate, these one-bit errors will
average out to produce a stable equilibrium.
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AlteringthePulse Derivativeto Enhancethe Phase Error Function We can seefrom
the previous examples that the monotonic range of the phase detector is determined
by the time over which the energy is spread in the derivative pulse. For half-cosine
pulses the derivative had energy over the entire bit interval, and the phase-error was
also monotonic over the interval. Often we will be dealing with rectangular pulses,
and we would like to increase the monotonic range of the phase error function. This
improves both phase tracking and frequency acquisition propertiesof PLL-based clock
recovery circuits. A straightforward method of increasing the monotonic range is to
replace the derivative with afinite difference over atime At. Thiswill have the effect
of spreading the energy in the impulses over alarger portion of the bit interval. Clock
recovery circuits based on this approximation of the derivative are discussed in the
following section.

45.4 Early-LateClock Recovery Circuits

We can approximate the time derivative of the data pulse by a difference. If welet ¢
be in the center of an interval At, then the derivative is approximately given by

0_, prlt+ & - prlt — &Y

Eﬁ( ) ~ x , (4.11349)
or
%ﬁ[t — (k= 1)T —t.]At ~
Pt — (k= )T — (t. = 3]~ prlt — (k — )T — (. + 4] (41139
early late

Approximations of this derivative for variousvalues of At areillustrated in Fig. 4.48.
We also recall that for rectangular pulses, the term

z[(k—D)T +t.,€lpr(T) — z[kT + ¢, &p7(0) = 2[(k — 1)T + ¢, €] — z[kT + ¢., €]
(4.114)
produces a square-wave phase-error response, as we saw in Fig. 4.47. Since we don’t
want a square-wave output from the detector, we can ignore this term in favor of a
more gradual transition through the equilibrium point. After substituting (4.113b) into
(4.111), and ignoring the last term, we arrive at the following approximation for the
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Figure 4.48 Illustration of the approximationsto the derivative of a rectangular pulse for
variousvalues of At.

gradient
K KT+
c R :
_w ~ Ztanh &/ 2(t,&)dt| x
Ot. P T Jg-1yr+t.
on-time
y ) WTatotat) (4.115)
T NR KT+l —At/2 NR +1-+At/2
) A€t — D (L, €)e
At | T Jg—1yrgt.—ae)2 T Je—1)T+te+nt)2
early late

A circuit that implements this function is shown in Fig. 4.49, where a hard limiter
replaces the tanh functionfor large SNR. One of the problemswith processing signals
skewed in time is that they must be “deskewed” before being operated upon. In
Fig. 4.49 we show adelay of At intheearly-arm, and adelay of A¢/2 inthe on-time-
arm. This ensures that the signals «, y and d- arrive synchronously. Other methods
of deskewing, such as sample-and-holding the signals, or using shift-registersin a
quantized realization, are also viable techniques.

Self-Adjusting Property of Early-Late Circuits  The early-late clock recovery circuit
of Fig. 4.49 is an example of a self-adjusting circuit. The self-synchronizing property
arises dueto thefact that identical circuits are used for both the phase-detector and the
decisioncircuit. Therefore, any parasitic delay inthe decision circuit will be accounted
for by the phase-detector, and the clock phase will beautomatically compensated. More
will be said about self-adjusting circuitsin section 4.6.
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Figure4.49 Block Diagram of an early-late gate clock recovery circuit.

Early-Late Circuit Using Rectifiers

We can arrive at a dlightly different early-late gate structure if we first approximate
theln[cosh(Zx)] nonlinearity for large SNR before we differentiate. Recalling that the
correlation function is given by

K
Alz(t,€), 1] = Infcosh(I)], (4.116)
k=0

weredlizethat for large SNR, the functionisapproximately equal to the absolute value
of the argument;

Ik —Ik [T |
In[cosh(1;)] = In [i] ~ In [e

5 T] = |Ig| —In(2) = |[Ix|.  (4.117)
This property can be seen easily from Fig. 4.38(b). Making this approximation, the
correlation function is now simplified to

K
Al2(t,€), 1] = > 1T (=(t,€), 2] (4.118)
k=0

Further, using the difference approximation for the derivative, the negative gradient is
of theform
OA[=(1,€), 1] Al=(6,€),te = At/2] = AL=(1,€), 1. + At/

- ~ " . (4119
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Figure4.50 Block Diagram of an early-late gate clock recovery circuit using rectifiersin
eacharm.
Therefore,
OA[=(,6), )T
ot. -
T 1 [ET+le-At/2
SNR (—) — Z(t’g)ﬁ[t_(k_l)T_(ta—%)]dt _
AT Js—1yrat.—at/2
early
T 1 [ET+e+AL/2
SNR <_) T Z(t’g)ﬁ[t_(k_l)T_(ta-i-%)]dt .
AT ST iterars
late
(4.120)

A block diagram of acircuit that performsthisfunctionfor rectangular signalsisshown
in Fig. 4.50. This circuit has been used extensively, and is described throughout the
literature[37, p. 235], [34, p. 577]. Performance comparisons of variousimplantations
of thisbasic structure are given by Lindsey and Simon [32, pp. 458-465].

Comparison of Early-Late Circuits The difference between the early-late circuits
of Fig. 4.49 and Fig. 4.50 is the manner in which the phase reversal isimplemented;
this has an affect on the phase-error characteristic. Consider the timing diagram of
Fig. 4.51 for the early-late circuit using multiplication of the error estimate by the
retimed data to reverse the phase. The case of an early clock isillustrated. The second
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Figure4.52 Timing diagramfor arectifying early-late gate circuit for an early clock with
At=T.

signal is the result of taking a sliding average of the data signal. The waveform 7 is
the difference of the deskewed early and late correlations, d- is the deskewed data,
and ¢ is the phase-error signal. It can be seen that the dc value of the error signal is
negative, indicating an early clock.

We can compare these results with those obtained for the circuit of Fig. 4.50. Since
thiscircuit takes the absolute value of the early and late correlations before taking the
difference, we would expect that there will be a penalty because information contained
inthe polarity of theindividual signal isbeing thrownaway. This penalty ismanifested
in the reduced amplitude of the phase-detector, and isillustrated by the timing diagram
of Fig. 452. For the case of At = 7', we see that the early and late correlations
are symmetric about the zero crossing when a data transition occurs, and therefore
have identical absolute values. The dc value of ¢ in this case is zero. Therefore
the separation of the early and late clocks, At, is restricted when using a rectifier in
both arms. The phase-error magnitude increases linearly with A¢, until it reaches a



232 CHAPTER 4

te
At Py (te)
.2 |

-T | | T te

<« Early Late —>

Figure 4.53 Phase error for an early-late gate, with amultiplier for phase reversals, as a
function of timing offset for rectangular data pul ses and maximum data density.
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Figure 454 Phase detector characteristics for early-late clock recovery circuits using a
multiplier (solid-line) and rectifiers (dashed-line).

maximum a A¢ = 7/2. Thisis half of that obtainable with the multiplying early-
late circuit. The phase error magnitude decreases linearly with increasing At until it
reaches avalue of zero again at At = 7'. For an early-latecircuit that usesamultiplier
for phase polarity reversal, asin Fig. 4.49, the phase detector characteristic is shown
plotted in Fig. 4.53. The monotonic range of the phase-detector is A¢. Thiscan be as
large as T', but islimited to 7'/2 in a realization using rectifiers in the early and late
arms, such as the circuit shown in Fig. 4.50. The phase detector characteristic for the
circuits of Fig. 4.49 and Fig. 4.50 are shown in Fig. 4.54 for At = T and At = T/2
respectively.

Although the amplitude, and maximum monotonic range of the phase detector is
reduced when taking the absolute value in each arm, the circuit becomes less sensitive
to the deskewing delay. Since taking the average of an early-late differenceis alinear
operation, identical dc values will result at the loop filter output, whether or not the
early arm correlation has been delayed. Therefore, the circuit is functional when the
delay At¢, from Fig. 4.50 isremoved. However, the deskewing delay is important for
the reduction of phase-detector ripple that causes excess clock-phase jitter. Without
this delay, a zero-value phase error will be produced by a square-wave, aternating
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Figure4.55 Block diagram of aclock recovery circuit using a clock at half the datarate.

between a high and low value. This ripple will not be completely suppressed by the
loop filter, and will modulate the VCO, causing jitter.

Special Casesfor At =T

Simplified Stochastic Gradient Circuit For the special case of At = T the phase-
detector characteristic in Fig. 4.53 is a sawtooth wave, as can be seen from Fig. 4.54,
and the difference approximation of the derivative of the data pul se becomes a square
wave, as showninFig. 4.48. Realizing that the data-pul se derivative approximationisa
square-wave, simplifiesitsgeneration. If we have asquare-wave V CO operating at hal f
of thebit-rate, then aquadrature shifted clock providesthe desired derivative, except the
polarity is reversed for alternating bits. This can be corrected if the quadrature-clock
is multiplied by the in-phase clock. The resulting signal makes a positive-to-negative
transitionin the middle of each hit-interval. A block diagram of such a clock recovery
circuit is shown in Fig. 4.55. The 4+ symbolsin the block diagram indicate that the
signal is sampled on both the positive, and negative clock transitions. In reality this
circuit would be implemented using bit-interleaving with two decision circuit being
clocked on alternate phases. Therefore, the integrators are not required to dump
instantaneously, and timing constraints can be relaxed.

We notice that the circuit of Fig. 4.55 is virtually identical to the circuit of Enam and
Abidi, Fig. 4.34, discussed in the previous section as an example of a spectral-line
circuit. The difference between thetwo circuitsisthat the polarity reversal in Fig. 4.55
is accomplished using the retimed data. Whereas Enam and Abidi use the data itself,
which amounted to squaring the data before it entered the phase-error arm. In Enam
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Figure4.56 Specia caseof an early-late gate circuit for At = T'.

and Abidi’ sapproach, the decision circuitisimplemented apart from the clock recovery
circuit, and istherefore not self-adjusting.

Simplified Early-Late Gate ~ We recognize that for the special case of At = 7" the
late sample of the current bit is exactly the same as the early sample of the next bit.
Therefore, the early result can be obtained by delaying the late correlator output, thus
eliminating the early correlator. A block diagram of this circuit is shown in Fig. 4.56.
For a dlightly different derivation, the reader is referred to a discussion of this circuit
by Stiffler [33, p. 227]. The speed of thiscircuit is limited by the need to perform the
integrate and dump functions. However, by replacing the correlators with a matched
filter, we obtain a circuit that is applicable for high-speeds. A block diagram of this
circuit is given in Fig. 4.57. In a practical design, the sample and limit function in
the on-time arm could be replaced with a single flip-flop. Also if we quantize the
phase-error from the late arm to one-bit, then the cross-over sampling switch can
also be replaced by a flip-flop. The deskewing time delays, are now operating on
quantized data and can be implemented with a shift register. This one-bit phase-error
guantization can still maintain accuracy of the phase estimate. Since the bandwidth of
the loop filter is much smaller than the data rate, several quantized errors will have to
be accumulated before the VCO will respond. Much like a X-A data converter,> the
resulting filtered phase-error  estimate can be quite accurate. The circuitsof Figs. 4.56
and 4.57 are self-adjusting, since the decision element, and the phase-detector are
realized using identical circuits. A practical clock recovery circuit implementing a
quantized version of the circuit of Fig. 4.57 wasfirst reported by Alexander [38]. This

5 Also known as a A-X data converter.
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and other self-adjusting clock extractors designed with familiar circuit building blocks
will be presented in the following section.

4.6 PARASITIC-DELAY INSENSITIVE CLOCK RECOVERY
SCHEMES

When we refer to the speed of a system, we will be speaking in terms of the bit-
rate, in comparison with the maximum oscillating frequency of the transistors fmax.
Since the speed of the electronics in a fiber-optic receiver limits the overall speed of
the communication system, we would like to get the symbol-rate as close to fmax
as possible for a given IC process. Therefore, we will be primarily concerned with
high-speed systems, where the bit-rate will be somewhere between fmax/50 and
fmax/4. Clock recovery circuits using an external BPF will almost always require
a phase adjustment, because the delays associated with input and output buffers are
substantially larger than delays internal to the integrated circuit. The need for an
additional phase adjustment can be eliminated only if the phase-lag dueto the additional
signal processing inthe clock recovery arm isinsignificant compared to the bit-period.
Thiswill certainly be true at very low data-rates. However, even at moderate bit-rates
(fmax/50), the excess phase shift is significant enough to require compensation.

Clock extraction circuitsusing amonolithic PLL, at moderate bit-rates, have been able
to avoid additional phase compensation, since the steady-state phase offset contribution
from parasitic delaysisonly afew degrees. Ashit-ratesmovecloser to fmax, theexcess
phase becomes increasingly problematic and must be compensated in an efficient way,
eliminating the need for manual tuning. Such a self-adjusting circuit can automatically
center the clock in the data-eye; parasitic delays can be nulled by the feedback loop.
Self-adjusting circuits are necessary at high-speeds, where parasitic delays make up a
significant portionof thebitinterval. To design aself-adjustingcircuit, all asymmetries
resulting in different delays in the clock-path and the data-path must be taken into
account in the phase detector design. Therein lies the challenge of designing a clock
recovery circuit for high-speed networks.

4.6.1 Fundamental Requirementsof Self-Adjusting Circuits

A block diagram of a self-adjusting clock recovery circuit is shown in Fig. 4.58. The
key featureisthe inclusion of the decision circuit in the feedback loop. We must keep
in mind that the purpose of the clock recovery circuit isto providea sampling signal at
precisely at the moment that the SNR of the test statistic is at a maximum. To obtain
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Figure4.58 Block diagram of a self-adjusting clock extraction circuit.

the desired error signal, a measurement of the clock phase, directly at the decision
circuit, isrequired. Therefore, we need a circuit that will either directly, or indirectly
measure the SNR of the test statistic at the decision circuit, producing an error signal
that adjusts the VCO phase. Taking the derivative of the absolute value of the test
statistic produces a zero output when the SNR is maximum. The value of the output
signal gives an indication of both the magnitude and direction of the phase error. We
saw inthe previous section that thisderivative was approximated by a finite difference
in an early-late circuit, and the clock phase was optimized assuming,

= theearly, on-time, and late decision circuits are matched,
= thepeak SNR lies exactly between the early and late samples,

= thereisno error in the clock phases (the early, and late clocks are equal s spaced
around the on-time clock).

Therefore, the measurement of the maximum SNR pointisindirect, but the assumptions
allowing us to infer a direct measurement are reasonable. In the following sections
we will describe several architectures that use the decision circuit as part of the phase
detector. The degree to which the maximum SNR is explicitly measured by the phase
detector will determine how well the circuit can adjust itself to the optimum sampling
phase.

4.6.2 Alexander’sClock Recovery and Data Retiming Circuit

Several clock recovery circuits for moderate bit rates have emerged recently [39, 40,
41, 42, 43, 44, 27], dl of which are based on a phase-detector similar in concept to
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Figure 4.60 |Illustration of sampling points (a), (b), and (c) for early, on-time, and late
clocks.

circuit described in 1975 by Alexander [38]. This clock recovery circuit is based on
a digital approximation to an early-late technique, described in the previous section.
The basic circuit is shown in Fig. 4.59. The phase detector is designed so that during
any particular clock interval there are three binary samples of the datasignal available:
(a) is the previous data value, (b) is a sample of the data at the transition, and (c) is
the current data value. The ordering of these three samples are illustrated in Fig. 4.60
for early, on-time, and late clocks respectively. The retimed data can be taken from
either the () or (c), and is usually taken from (a) so asto get an additional squaring of
the data pulse by passing through two decision circuits. Based on the binary outcome
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Enable Control Frequency

a®c bdc
0 0 fo
0 1 fo
1 0 fo+ Af
1 1 Jo—Af

Table 4.4 Truth-table enumerating control possibilities for clock recovery using a bang-
bang oscillator.

of the samples, we can devise a set of rules used to control the phase of the sampling
clock ©.

m  Ifa =05 # ¢ theclock isearly = slow down the clock.
m |fa#b=c,theclock islate = speed up the clock.
m  If a = b = ¢, no datatransition occurred = do nothing.

m  |f a = ¢ # b, shouldn't happen in phase-lock =- possible frequency error.

Thedigital logic block translates the above rulesinto signalsthat control the phase of a
local oscillator. When the clock is on-time, the center sample (b) will randomly equal
(& or (c), causing the clock to randomly switch between, speeding up, and slowing
down. On average, (b) will equal both (a) and (c) half of thetime. It isinteresting to
note that this system, is an early example of a Fuzzy-Logic control system.

Discrete Frequency Adjustment Circuit Alexander describes two methods for clock
recovery using hisphase detector. The first assumesthat aV CO existsthat can operate
at three discrete frequencies: fy, fo — Af, and fo + Af. Such an oscillator is often
referred to as a bang-bang oscillator. From thelist of control rules, we can see that the
truth-table4.4 providesthe necessary control signalsfor thecircuit. A simplecircuitto
implement thisoperationis shown in Fig. 4.61. When the enable signal islow, no data
transition occurred, and the VCO remains at the center frequency. When a transition
does occur, the enable goes high, and the frequency is shifted up or down dlightly

6 Although Alexander states the early-late conditions correctly in the text, he reverses the order in the
itemized list, and in the truth-tables.
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Figure4.61 Block diagram of a bang-bang vV CO used for clock recovery.

depending on the polarity of the control signal. When the control signa is high, the
clock was late, so the frequency isincreased. A high control signal indicates an early
clock, and the VCO frequency isreduced. The signal « ¢ b could aso be used for the
control signal, in which case the polarity is opposite of the circuit shownin Fig. 4.61.

TheHewlett-Packard 622-Mb/sCircuit A circuit based on Alexander’ sphase detector
wasusedina622-Mb/sclock recovery and dataretiming | C designed by Lai and Walker

of Hewlett Packard [39]. This circuit used a coarse-tune/fine-tune approach. The
average of the phase-error signal is used in a narrowband feedback 1oop to adjust the
nominal center frequency of the VCO, and thefine-tuning of the phase isaccomplished
using the discrete frequency adjustment. The same phase detector was used in a 1.5-
Gb/s system designed by Walker et al. [8, 9], which used line-coding to achieve
simultaneous frame- and bit-synchronization.

3-Level Phase Error Circuit Alexander also described how his phase detector could
be used to produce a 3-level phase error for use in tuning an analog PLL. In this case
the desired phase error can be obtained by subtracting the early from the late signal.
The truth-table for this situation is given in table 4.5. A circuit that implements this
truth table is shown in Fig. 4.62. A lowpass filter is used to average the phase-error
over several cycles. The net dc value will give an indication of the phase error, and
this filtered signal is used to adjust the VCO. Alternatively these control signal can
be used as the inputs of a charge-pump that converts pulse widths into voltage levels
by controlling the charging-time of integration currents. Since the phase is adjusted
according to the outputs of decision circuits, the clock is automatically adjusted to the
proper phase. However, the sampling of the center point (b) varies randomly, so that in
steady-state, the phase-error will have a strong ripple component leading to increased
clock-jitter. Since this circuit uses concatenated decision circuits, the maximum data
rate will be limited by the decision circuit delay. To insure proper circuit operation this
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Late Ealy Phase-Error

a®b bde
0 0 0
0 1 -1
1 0 1
1 1 0

Table4.5 Truth-table describing the 3-level output phase-detector.
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Figure 4.62 Phase detector for 3-level Alexander circuit.
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Data - in

delay must not exceed the bit-interval. However, interleaving can be used to increase
the throughput when¢; > 7.

4.6.3 Hogge'sPhase Detector and Decision Circuit

A simple self-adjusting phase detection technique, illustrated in Fig. 4.63(a), was re-
ported by Hogge in 1985 [40]. This circuit is very similar to the ones described by
Alexander. However, Hogge's circuit does not quantize the phase error, but rather pro-
duces acontinuousphase measure. A circuit nearly identical to Hogge' swas submitted
for publication by Whitt six-months after Hogge, but appeared in the literature one
month earlier [41]. ThiscircuitisillustratedinFig. 4.63(b), and wasactually described
by Hogge [40, Fig. 5] as a variation of his method. The implementations of these two
circuits are slightly different, but the basic principleis the same. However, Whitt uses
a delay-line, which directly controls the ultimate clock phase. Since this delay-line
must be manually tuned, the clock recovery circuit is not self-adjusting. In contrast,
Hogge uses a reference decision circuit instead of a delay-line. 1deally, the reference
circuit tracksthe delays of the decision circuit, and the clock adjustsitself to the proper
phase regardless of parasitic delays. We will now explain the operation of Hogge's
basic circuit. The delay-line approach of Whitt, although not self-adjusting, will be
considered later as a method of overcoming problemsin high-speed applications.

In Hogge's basic circuit, a phase-error estimate is obtained by taking the difference of
two pulses, both of which are generated whenever a data transition occurs. The width
of p; islinearly related to the clock phase, and is given by

1 = T/2+td—|—t¢, (4121)
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Figure4.64 Timing diagram of Hogge's phase-detector.

where ¢, is the decision circuit delay, and ¢, is the timing error in the clock. The
second decision circuit and EXOR gates produces a pulse p, when a data transition
occurs, with afixed widthof 7'/2 4 ¢,. An estimate of ¢, isobtained by subtracting p
from p, which generates aresidual pulse of width ¢,,. By using a reference decision
circuit to generate a differential error signal, the common-mode parasitic delays of
the decision circuits are cancelled, and the resulting phase error is precompensated
for the decision circuit delays. The differential phase-error pulses are lowpass filtered
to convert pulse-widths to a dc voltage. A timing diagram for the circuit is given in
Fig. 4.64.

In the straightforward implementation we see that the phase-error signal p; — ps
produces a dc value that is proportional to the phase error. However, since p, is
delayed by 90° relative to p,, the difference of these signals will have a strong ripple
component, which causes excess clock phase-jitter. The ripple can be removed by
delaying p; by 90°, or T'/2 seconds, before p» is subtracted. This delayed signal is
represented by p; and the resulting phase error is shown in Fig. 4.64. We see that the
dc value is unchanged, but the ripple has been removed. Shin et al. [42] describes a
circuit that implements Hogge's phase detector, using a delay of 7'/2, and also gives
expressions showing the improvement in phase-jitter. The 7'/2 delay used, does not
haveto beexact. Any errorsinthisdelay will ssmply resultin aresidual ripple, causing
asecond order degradation of the clock-phasejitter. However, the nominal clock phase
will not be affected.

Indirect Measure of Maximum SNR  The Hogge circuit doesn’'t measure the point
of maximum SNR directly. It only equalizes the time delays between the input and
output of two identical circuits. However, even in an idealized situation, this doesn’t
guarantee that the circuit is sampling at the point of maximum SNR. And worse, in a
real circuit, systematic errors exist that will be exaggerated at high speeds. Whenever
relying on a cancellation of identical operations, one has to ask what isit about these
two, supposedly identical, circuit paths, other than random mismatches, that makes
them different. In the case of Hogge's circuit the answer is clear. The first decision
circuitismaking a decision on the datasignal with aclock that isnominally alignedfor
optimal sampling. The second decision circuit is sampling a retimed data waveform,
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Figure4.65 lllustrations of asymmetriesin Hogge's circuit that reduceits effectivenessat
high-speeds.

wherethe phase error of the sampling depends on the delay of thefirst decision circuit.
Inother words, if thefirst decision circuit issampling with an optimal clock phase, then
the second decision circuit issampling with aclock timing error of ¢ ;. Thisasymmetry
restricts the use of Hogge's circuit in high-speed applications. Thisis best illustrated
by the sample timing diagram of Fig. 4.65. Assuming that the clock is centered in the
data-eye, and the decision circuit delay time is close to half of a bit-period (50-ps for
a 10-Gb/s system), the second decision circuit will be sampled very near to the data
transition. Since each decision circuit has a finite gain, the rise times of the retimed
data will depend on the magnitude of the data at the sample point. Therefore, (@)
will not be an exact time shifted replica of (Q)1). Likewise, the retimed signal (Q)1)
will not be a replica of the original data signal. The EXOR circuits that generate the
phase-error pulses will also have a finite gain. The resulting pul se shapes depend on
the shape, magnitude, and rise-times of the data and retimed data signals. The retimed
data (@)-) in Fig. 4.65isshown with asmaller magnitude than (1) because the second
circuit samples near the cross-overs, where the input signal valueis weak. Therefore,
p1 Will be larger than p,. The system will interpret this as a late clock, and the phase
will be adjusted to make the clock arrive earlier, resulting in a systematic phase-error.

Because of the asymmetries in the circuit, the natural action of the feedback loop will
try to adjust the clock phase so that both waveforms (@Q)1), and (@)2) are similar in
shape. Thiswill have the effect of forcing the delay of the decision circuit to straddle
the center of the data-eye. Therefore, if ¢, = T'/2, the positive clock-edge will occur
T'/4 seconds early and the negative edge will occur T'/4 seconds late. As the delay
time of the decision circuit gets closer to 7', the problem gets worse. Obvioudly if ¢4
is greater than ", the circuit will not work at all, because the second decision circuits
will be sampling the previous bit.
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Thedecision circuit delay ¢ ; also limitsthe tracking and acquisitionrange. For adelay
free circuit, the phase-detector outputs a correct signal for phase errors in the range
[—T/2,T/2], however, t, subtracts directly from thisrange. For ¢, = T/2, the range
is reduced to [—7'/4,T/4]. We can determine a very rough limit on the maximum
bit-rate that can be handled by the Hogge circuit. If we assume that the decision circuit
can be made with adelay ¢, of approximately

g~ 25 , (4.122)

Jmax

and if we only allow a maximum phase error of 10% then ¢, can not be greater than

20% of the bit-period;
g = ;_5 <T/5
max (4.123)
< fmax.
- 10
Allowing for a safety margin of a factor of two, the maximum data rate that can be
handled is approximately limited to

By

Jmax

Br < 50 (4.129)
For high-speed bipolar transistors or HBTs with fmax ranging from 20-50-GHz,
Hogge'scircuit is applicable to data rates of approximately 1-2.5-Gb/s. Hogge points
out that the delay of thefirst decision circuit isa problem. In high-speed applications
he adds a trimmable delay element to compensate, thereby defeating the purpose of
using a self-adjusting circuit in the first place. Once we have given up on the idea of
designing a self-adjusting circuit, then theimplementation described by Whitt provides
a simple method of measuring the phase error, provided that the delay-line has been
precalibrated, but we must keep in mind that variations in operating conditions will
not be tracked, and large clock-phase deviations can resullt.

Despite these speed limitationspredicted by us, atunable phase shifter that implements
the Hogge phase detector has recently been reported by Wennekers et al. for a circuit
operating at 10-Gb/s [27] using transistors with f; = 45-GHz (f;/Br = 4.5). A
high-Q bandpass filter is used to extract the clock whose phase is adjusted using a
tunable delay element in a feedback loop. As was predicted in the above analysis,
the phase detector was shown to function only over a small phase interval of +54° or
+(0.15)7. Itisaso not clear from [27] whether the clock-phase at the point of zero
phase error iscorrect or not. Also thecircuit relieson adelay of approximately 7'/2in
the dataline. Thisdelay directly effects the phase-error signal. But the tuning of this
delay was not discussed in the paper. It is believed that either one of two situations
occurred which allowed the circuit to function. The first is that the 7'/2 data delay
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Figure4.66 Block diagram of a transition-density-independent phase detector.

was adjusted to center the clock in the bit-interval. The second alternative is that the
decision circuit, and buffer delays, happen to be at the proper value so as to achieve
the desired result. In fact, the phase detector, as drawn in [27], will not function unless
these parasitic delays are nominally equal to 7'/4. Although, the circuit of Wennekers
et al. does demonstrate functionality of a 10-Gh/s circuit utilizing the Hogge phase
detector, it is suspected that either external tuning was required, or parasitic delays
happened to be of the proper value. The results of Wennekers et al. not withstanding,
we still believe the Hogge method is not applicable for data rates above fmax/20,
unless external phase-adjustments are provided.

4.6.4 Analog Devices Transition-Density-Independent Circuit

A problemwith all of the phase-detectors that we have discussed thusfar, isthat the dc
value of the phase-error depends on the data transition density. As aresult, the phase
detector gain, and therefore, the loop gain, are proportional to the data-density. This
causes variations in the dynamic response of the PLL, leading to pattern dependent
jitter in the recovered clock. Data-density-dependency is an artifact of the phase-error
going to zero when no transitions occur. If the phase-error is held in place during
periods of no transition, then the phase-detector output will be the same for both dense
and sparse data. A phase detector, based on the Hogge circuit, that is data-density-
independent was designed at Analog Devices by DeVito et al. [43], and utilized in the
circuit of Lee and Bulzacchelli [44, 45]. A block diagram of this circuit is shown in
Fig. 4.66. The first two decision circuits of Fig. 4.66 are the same as in the Hogge
circuit. When a data transition occurs, a pulse p; is generated. The width of p; is
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Figure 4.67 Conversion of phase detector pulses to voltages by an up-down-down-up
sequence of integrating currents.

linearly related to the clock phase,
i = T/2 +ig+1s. (4125)

The remaining three decision circuits and EXOR gates produce pulses p-, ps, and pa,
when adata transition occurs, all of which have afixed width of 7/2 + ¢,. InHogge's
circuit an estimate of ¢4 was obtained by subtracting p» from p;, which generates a
pulse of width¢,. When no data transitions occur the phase-error pulses are missing,
and the resulting dc phase error is modul ated by the data density.

Theapproach adopted by DeVitoisto convert the pulsewidthinformationdirectly intoa
voltageby integration. Thepulsesareusedto control switchesasshowninFig. 4.67 that
controls an up-down-down-up sequence of integrating currents on the load capacitor.
A timing diagram showing the resulting phase error on the load capacitor for an early,
on-time, and late clock is shown in Fig. 4.68. The clever aspect of thisdesign isthat
the integrated value of the phase-error on the load capacitor in steady-state operation
is the same for both dense, and sparse data transitions. Another nice feature is that
the integration cycle takes two clock periods to complete. Therefore, when the data
is dense, up integrations from one transition will cancel down integrations from the
previous transition, and the phase detector will have no ripplefor adjacent transitions,
reducing the eventual clock-jitter.

Limitationsof Devito’s Phase Detector  Although Devito’scircuit solvesthe problem
of data density dependence, it islimited in application to low and moderate bit-rates.
We saw that cascading two decision circuits limited the performance of Hogge's circuit
at high-speeds. This problem is exacerbated in Devito’s circuit because 4 decision
circuits are cascaded. Therefore the clock phase error in the last decision circuit will
be 3 timesworse than in the Hogge circuit. The approximate bit-rate limitationisthen
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Figure4.68 Timing diagram for data-density-independent phase detector.

given by
Jmax
< —=. 4.12
Br < 50 (4.126)
The designed application of Devito’scircuit wasfor a52-MHz and a 155-MHz circuit.
Using GaAs HBTsthe approach may be good for bit-ratesof from 300-Mb/sto 1-Gb/s.

Problems with Hogge's and Devito's circuits are that they use serial connections of
decision circuits to estimate the phase error. Therefore, the decision circuit delay
alters the sampling phase of successive decisions. The serial decision circuit delay
is in the critical path; as a result, these circuits can not be pipelined. Pipelining,
or bit-interleaving is only possible when al sampling is done in parallel. Instead of
using resampling with a chain of flip-flops, as in the circuits of Hogge and Devito,
appropriate time skewing of the samples can be obtained by using a multi-phase clock.
The sampled data can be clocked to deskewing registers for further processing. Since
at the front-end, all sampling is performed with matched circuit, all of which are
sampling the original data, and not retimed data, the parasitic delays of the sampling
circuits will track each other. Variations in parasitics delays due to changes in the
environment will be automatically compensated, and won't degrade the accuracy of
the final clock-phase estimate.

Based on these considerations, the circuit of Alexander isa prime candidate for high-
speed clock recovery, because the two front-end flip-flops, generating the data and
phase-control information, are operating in parallel. Inthefollowing chapter, practical
modificationsto thecircuit of Alexander will be presented that are applicablefor mono-
lithic clock recovery and data retiming at bit-rates near fmax/4. In addition, a novel
data-density independent phase detector circuit will be presented, which implements
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all of thedesired features efficiently, and isideally suited to self-adjusting, PL L -based,
clock extraction at data rates in excess of 10-Ghy/s.

47 SUMMARY

A significant amount of material has been covered in this chapter. We have looked at
clock recovery circuitsin the following ways.

= Qualitative approaches.
m  Spectral-line or frequency domain approaches.

m  Optimal stochastic estimates or time domain approaches.

Our goal has beentotie al of these approaches together into a unified treatment which
clearly exposes the advantages and disadvantages of each circuit. We have utilized the
theory developed in chapters 2 and 3 in order to have quantitative methods to measure
the goodness of competing designs. Comprehensive analysis of a particular circuit
have not been presented, rather we have aimed at giving the reader an overal view
of clock recovery techniques that are applicable for high-speed broadband receivers.

With this information the circuit designer should be able to choose which circuit best

meets his design needs. A recapitulation of the main topics of this chapter will now be
given in the form of questionsthat the serious reader ought to be able to answer.

Qualitative Approaches to Clock Recovery

= Whenaclock isrecovered from random data using a BPF, why is there amplitude
modulation on this clock, and how isit related to the @ of the filter?

= |ntermittent-phase-readjusting clock recovery circuits can begin clocking data
immediately after the first data transition is detected. Why can circuits using a
PLL or a BPF not do this?

= Are intermittent-phase-readjusting schemes good, or bad for low SNR applica-
tions? Are they good, or bad for systems requiring tight phase-jitter tolerance.
When would you use this approach? Discuss how such a circuit accumulates
phase errors when no data transition occurs.
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Soectral-Line Techniques

= Whyisit necessary to pre-process the datawith anonlinear edge detectioncircuit?

= What isthe essentia regquirement of an edge-detection circuit, and why do severa
different approaches produce the same result?

= How is the selectivity of a bandpass filter related to energy dissipation in the
natural response of the resonator?

= Whatimposesamaximum limitationon Q)? What imposesaminimum limitation?
What are typical ) valuesfor BPFsin clock recovery circuits?

m A PLL cantrack the datarate provided that it can first achieve lock. How large of
afrequency deviation can be acquired by the PLL, and how stable does the center
frequency of the VCO have to be to insure locking occurs?

= Why isa frequency discriminator important for PLL-based clock recovery cir-
cuits? What methods other than using afrequency discriminator can be employed
to insure that the PLL will achieve lock under worst-case frequency offsets?

m  Discuss the advantages and disadvantages of bit-interleaving. If the setup time
to a flip-flop is too short, can the flip-flop capture the proper data if the clock is
slowed down? How does the setup time limit the effectiveness of bit-interleaving
for increasing throughput when a flip-flop is used as a decision circuit?

MAP Estimate Based Clock Recovery

= Show that in AWGN the MAP estimate of data arrival is obtained by correlating
each bit with a template of the received data, and finding the maximum sum
of these correlations for all observed bits, weighting each correlation through a
In(cosh(z)) function.

= Discuss how variousclosed-loop circuitsand early-late circuits can be derived by
making different approximationsto the gradient of the MAP correlation function.

= Why do some early-late circuitshave a phase-detector characteristic that is mono-
tonic over the bit interval and some do not? How does a monotonic characteristic
improve frequency acquisition and tracking of the PLL?

= What is essentia for a clock recovery circuit to be self-adjusting? Why is an
early-late circuit self-adjusting?

= Explain Alexander’s circuit in terms of a quantized early-late circuit. Isit self-
adjusting? What are its limitationsin speed of operation?
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= What causes the phase error to depend on the data pattern? How can this be
reduced, thereby reducing pattern-dependant jitter? How does a tri-state phase
detector reduce ripple-induced jitter?
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PRACTICAL ARCHITECTURES
FOR HIGH-SPEED CLOCK
RECOVERY AND DATA RETIMING

In the previous chapter, several techniques for recovering a clock from NRZ data were
discussed. There are inherent disadvantages in nearly all of the architectures presented
thus far, preventing integrated PLL based, clock recovery circuits from operating above
4-Gb/s [1]. Practical integrated hybrid solutions at 10-Gb/s have been described [2, 3]
that use dielectric resonate filters to extract the timing information. However, using
external filters for clock extraction has the added drawbacks of requiring precise phase
adjustment, and power-hungry 1/O buffers. In addition, packaging of the IC chip with
the external filter can be problematic.

Thus far we have provided an overview of the underlying theories, and reviewed
several circuits that fall short of our goal. In this chapter, practical architectures for
clock recovery and data retiming ICs will be presented that are capable of operating
at rates exceeding 10-Gb/s. We will illustrate how modifications can be made to
some of the circuits discussed in chapter 4, extending their applicability to higher
speeds. In section 5.4 a novel structure will be presented, culminating our effort in
developing efficient, pipelineable, self-adjusting, data-density-independent structures
for high-speed clock extraction. Circuit design techniques required to implement these
practical architectures will be deferred to Part Il of this book.

5.1 FREQUENCY DETECTION

As we have mentioned previously, any practical clock recovery circuit using a PLL
will require some type of frequency acquisition aid. Exceptions are when very stable
VCOs, such as crystal oscillators, are used to insure that the frequency error is never
larger than the natural acquisition range of the PLL (on the order of the PLLs closed-
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Figure5.1 Illustrations of clock recovery PLLs using frequency detectors to aid frequency
acquisition: (a) circuit summing phase and frequency errors, (b) circuit combines phase and
frequency detectors into a single function.

loop bandwidth). Excluding these stable VCOs, and other acquisition aids, such
as frequency sweeping, a frequency discriminator is required as an integral part of
any phase-detector. Before presenting practical clock recovery and data retiming
architectures, we will first briefly present some block diagrams illustrating how a
frequency discriminator can be utilized in a PLL-based clock recovery circuit. Then
we will present a rotational analogy that is very useful for deriving various frequency
detector circuits.

511 Applicationsof Frequency Detectorsin Clock Recovery
Circuits

A straightforward application of a frequency detector to a clock recovery PLL is shown
in Fig. 5.1(a). In this application, the error signal ¢ is the sum of a phase-error term,
and a frequency error term. One requirement of the frequency detector is that its
output go to zero when frequency acquisition has been obtained. Problems with this
approach is that ripple from the frequency detector can still exist when the loop is in
lock, causing excess phase-jitter. Also the frequency detector output needs to be taken
into consideration when optimizing the loops dynamic response. Some systems use a
dead-zone that breaks the frequency detector (FD) from the loop when the phase-error
is within a zone surrounding zero. This prevents the FD from interfering with the
phase acquisition process. A second alternative is to use a phase/frequency detector
(PFD) as shown in Fig. 5.1(b). Although this may seem a trivial extension, later we
will see that, with simple modifications, both phase, and frequency can be detected
with the same circuit, thus eliminating duplicate functions.
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Figure5.2 Bad ideas for using frequency acquisition aids for a VCO with two coarse and
fine tuning inputs.

A Couple of Bad Ideas

In some cases it is desirable to have a VCO with two controls. One is a coarse
adjustment used to set the center frequency close to the bit-rate, the other is a fine
adjustment that is used to track the input, once the frequency error is within a specified
range. A tempting idea, that invites all types of trouble, is shown in Fig. 5.2(a). Since
no real integrator can be realized without dissipation, a VCO input signal will have
to be continually updated to maintain its value at the proper level. This will require
the error signals ¢; and ¢, to periodically deviate from a zero value. However, any
significant deviation from zero in the signal ¢. will require a frequency error, and
several cycle-slips will have to occur before the tuning signal can be readjusted to the
proper value.

Another bad idea is to replace the FD in Fig. 5.2(a) with a PFD, as shown in Fig. 5.2(b).
Since a non-zero value can appear at the output of the PFD in the absence of a frequency
error, lock can be maintained without intermittent cycle-slips. However, now we have
two loops that are fighting each other for control of the VCO phase. Provided that this
condition produces a steady-state output, the resulting phase will most likely not be
what is desired.

Techniques for Smultaneous Coarse and Fine Tuning

When adjusting two signals simultaneously, there must be sufficient degrees of freedom
for a solution to exist. In other words, we can not try to drive the phase of a VCO
to two different values simultaneously. A master-slave approach to setting the center
frequency is shown in Fig. 5.3. The master-loop is used to acquire the input frequency.
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Figure5.3 Illlustration of a master-slave approach for simultaneous coarse and fine adjust-
ment of the VCO controls.

Since the clock from the master loop is not the clock that samples the data, cycle-
slipping is allowed in the master clock. It is only in the slave clock where cycle-
slipping is forbidden. Therefore, an FD can be used in the master loop, creating a
frequency-locked loop (FLL), that will not maintain phase-lock. The tuning signal
can be fed forward to the slave loop, which contains a VCO matched to the master
VCO. Using a filter in the feedforward path decouples the dynamic response of the two
loops. For example, the master filter 7. (s) can be adjusted to meet specific dynamic
response requirements. Then using a lowpass filter in the feedforward path, can make
the slave-loop appear as if the coarse tuning signal is a dc value. The master-slave
approach can be used to reduce the steady-state phase offset, without requiring a high
dc gain in the slave loop. The steady-state phase offset in a PLL is proportional to
the frequency deviation of the input signal from the center-frequency of the VCO, and
inversely proportional to the dc gain. The master-loop will reduce the frequency offset
to within the matching accuracy of the VCOs, allowing the slave-loop to operate in the
center of the dynamic range, without a high dc gain.

Delay-Locked Loops for Fine-Tuning the Clock Phase An alternative approach for
adjusting the clock phase, after frequency and phase acquisition is established is shown
in Fig. 5.4. In this circuit a PFD must be used so that the top-loop can maintain phase-
lock. The resulting loop is a phase/frequency-locked loop (PFLL). However, the final
VCO phase may still need compensation to achieve optimal clocking of the input data
stream. This can be achieved by using a delay-locked loop (DLL), where a precise,
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Figure 5.4 Clock recovery schemes using a voltage controlled delay for: (a) a clock
extracted using a PLL, (b) a clock extracted using a bandpass filter.

self-adjusting, phase-detector measures the residual phase error, and fine tunes it to
zero via a voltage controlled delay (VCD). It is also possible to replace the PFLL in
Fig. 5.4(a) with a bandpass filter clock extractor as shown in Fig. 5.4(b). This approach
was used by Wennekers et al. [3], to achieve 10-Gb/s operation, where the clock was
originally extracted with a dielectric resonator filter.

In this section we have illustrated several possible methods for incorporating a fre-
quency detector into the design of clock recovery circuits. Because of the important
role FDs play in aiding PLL frequency acquisition, we will now present several imple-
mentations of FDs and PFDs.

5.1.2 Quadricorrelator Frequency Detector

We have already seen examples of circuits using a frequency discriminator in chapter 4.
Both the circuits of Cordell et al. [4], and Ransijn and O’Connor [1] utilized a scheme
similar to a quadricorrelator, which was first described, and given its name by Rich-
man [5] in 1957. Richman applied the quadricorrelator to carrier-phase synchronization
in color television. In 1976, Bellisio reported on a quantized quadricorrelator for use
in clock recovery circuits for NRZ data formats [6]. Before discussing the general re-
quirements of frequency discriminators, it is instructive to look at this quadricorrelator
in more detail.
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Figure5.5 Block diagram of a quadricorrelator frequency-error detector.

A block diagram of a quadricorrelator is shown in Fig. 5.5. The circuit consists of two
correlators: one is in-phase with the input signal, and the other is in quadrature. The
input signals to the mixers have the following form:

sq(t) = cos(wg + 04q),

si(t) = cos(w; + 6;), (5.1)

sq(t) = —sin(w; + 6;).

Modelling the mixers as ideal multipliers, their outputs are given by the sum and
difference frequencies. For the in-phase arm,

1 1
m;(t) = 3 cos((wi +wa)t +0; + Hd) + 3 cos((wi —wq)t + 0; — Hd) (5.2a)

and for the quadrature arm,

1 1.
mg(t) = —3 sin((wi +wa)t+0; + Hd) ~3 sm((wi —wq)t +6; — Hd). (5.2b)

After lowpass filtering the resulting signals are

Pdi (t) = %COS(((.«)Z' — wd)t +0; — Hd) (538)

and )
pdq(t) = —5 sin((wi — wd)t +6; — gd) (53b)
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We can define frequency and phase difference quantities such that

Aw = w; —wy

54
Al =06; —0,. G4
Therefore, the lowpass filtered signal for A@ = 0 are given by
pai(t) =  fcos(Awt) = %cos(|Awlt) (5.5)
pag(t) = —isin(Awt) = —3sgn(Aw)sin(|Awlt) '

Therefore, we see that the sign of the quadrature correlated signal p,,(t) depends on
the sign of the frequency difference, whereas the in-phase correlation pg; (¢) is an even
function of Aw. By taking the negative derivative of p4; (¢) we can generate a signal
with an amplitude that is proportional to the frequency error;

dpai(t)
dt

T=-AwT [—% sin(Awt)] = %|Aw|Tsin(|Aw|t). (5.6)

This signal is in-phase with the quadrature signal when the frequency error is negative
and out-of-phase when the frequency error is positive. multiplying these two signal
gives

1 1
M (t) = —%AwTsinz(Awt) = —gAwT—I— gAchos(QAwt). (5.7)

After lowpass filtering to remove the double frequency ripple, we are left with a dc
value that is proportional to the frequency error, and opposite in sign;

AwT
=297 (5.8)
8
Therefore, if the clock is too fast, Aw is positive, and the frequency detector outputs
a negative value that can be used to slow down the clock. With a little thought, the
reader will realize that this result is independent of A#.

5.1.3 RotatingWheel Analogy

Now that we’ve seen how a quadricorrelator frequency detector works, we can abstract
the notion of frequency detection, and from this abstraction develop ideas that will
be useful in alternative schemes. We can visualize the mixing, and lowpass filtering
operations, using the analogy of a strobe-light and a rotating wheel with a timing
mark. Consider a wheel rotating clockwise at a given rate. This is analogous to a local
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Figure 5.6 Illustration of rotating wheels with timing marks: (a) wheel appears to rotate
backwards when clock is slow, (b) wheel appears to rotate forward when clock is fast.

clock with a given angular frequency. The data signal is used to control a strobe-light.
Whenever the data makes a transition, the light flashes, revealing the position of the
timing mark on the rotating wheel. The value of the clock signal at any pointin time is
the projection of the timing mark onto the positive x-axis. When the data-rate and clock
are in perfect phase-lock, the timing mark will align precisely on the x-axis every-time
that the strobe-light flashes; therefore, the mark will appear to be stationary. When a
phase-error exists, the timing mark will be offset from the x-axis by the phase-error
angle. Fig. 5.6(a) shows the condition when the clock-rate is too slow. In this case the
wheel can not make a full revolution in one data interval. As the strobe-lightflashes the
timing mark appears to be rotating backwards at a rate equal to the difference between
the data-rate and the clock frequency. In Fig. 5.6(b) the reverse is true. The clock is
too fast, and the timing mark appears to rotate forward at the difference rate.

Phase is One-Dimensional; Rotation is Two-Dimensional

If we look only at the phase-error signal in Fig. 5.6, we see a projection of the
timing mark onto the x-axis oscillating back-and-forth at a rate equal to the frequency
difference. However, since we have taken a two-dimensional rotational concept, and
projected it onto a one-dimensional line, we have no way of knowing the direction
of the error; rotation in both directions produces the same shadow on the x-axis. To
obtain directional information, we need a second timing mark, preferable one that is
orthogonal to the first. An illustration of a rotating wheel with two orthogonal timing
marks is shown in Fig. 5.7. For a clockwise rotation we see that the quadrature signal
vector has a projection onto the x-axis given by

54(t) = —sin(wst), (5.92)
and the in-phase vector /, has an x-axis projection of
si(t) = cos(w;t) (5.9b)

It can be seen from Fig. 5.7, that the quadrature signal leads the in-phase signal by
90°. If the projection of ¢) onto the x-axis is used as the phase error signal for the PLL,
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Figure 5.7 lllustration of a wheel rotating clockwise, with two orthogonal timing marks:
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Figure5.8 lllustration of the operation performed by a quadricorrelator.

then the position of the vectors shown in Fig. 5.7 shows the equilibrium condition,
where the PLL will achieve phase-lock. The phase-error signal is zero in this case.
If the wheel starts to rotate too fast, then @ will cross the y-axis into the negative
x-half-plane, producing a negative error signal that acts to slow the wheel down. This
equilibrium condition can be visualized as a marble sitting at the bottom of a cylinder.

\ector Diagram Representation of a Quadricorrelator

Using two orthogonal signal vectors, the apparent direction of rotation of the wheel
can now be determined. When the clock is too fast, the beat-note rotation is forward,
and @ still leads 7 by 90°. However, when the clock is too slow, the beat-note rotation
reverses, and 7 now leads . We have already seen how a quadricorrelator uses this
information to derive a frequency error. This is illustrated using the rotational analogy
in Fig. 5.8. Taking the negative derivative of a sinusoidal signal delays the signal by
90°, and scales it by the frequency. In Fig. 5.8(a), we see that the negative derivative
of the I vector falls on top of the @) vector when the clock is too slow, producing a
positive frequency error proportional to Aw. Whereas in Fig. 5.8(b), delaying / by
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Figure5.9 Block diagram of a phase-frequency detector.

90° causes it to point in the opposite direction of ), therefore producing a negative
error signal.

A Phase/Frequency Detector

We can use the vector operations of a quadricorrelator to derive a single circuit that
produces both a phase, and frequency error. Instead of taking the negative derivative
of the 7 vector, we could simply delay it by 90°. This will keep the magnitude of the
resulting vector constant with respect to the frequency error. Therefore, a non-zero
result can occur when the frequency error is zero. A circuit that performs this function
is illustrated in Fig. 5.9. This phase-frequency detector was used in the clock-recovery
circuit of Ransijn and O’Connor [1].  The in-phase and quadrature signals have the
same phase relationships as in the quadricorrelator; the phase detector outputs are

pai(t) = cos(Awt + Af)

Pag(t) = —sin(Awt + AB). (510
After delaying the in-phase signal by 90° we obtain
Poo(t) o sgN(Aw) sin(Awt + Af). (5.11)
After multiplying pgo(t) with pa,(¢) we obtain
Poo(t) X pag(t) o< —sgn(Aw)sin®(Awt + A) 512)

x —SgN(Aw) + cos(2Aw + 2A0).

Therefore, when a frequency error exists, the phase-error signal is the sum of a constant
dcvalue, andadouble frequency ripple term. If the lowpass filter completely suppresses
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Figure 5.10 (a) Phase detector output vs. A¢ for maximum density data. (b) vector
diagram showing the two possible equilibrium points.

the ripple term, then the error signal is given by
€ x —Sgn(Aw) for Aw #0. (5.13)

When frequency acquisition has been established, py; (t) = cos(A8) will be constant,
so delaying it by 90° will have no effect. Therefore, the phase error signal is given by

€ x — cos(Af) sin(Af)

(5.14)
x —sin(2A80)

It can be seen from Fig. 5.10(a), which plots the phase detector output as a function
of A@, that two stable nulls exist in each bit interval. The presence of two stable nulls
can result in ambiguous results. In one case the clock edge will fall in the center of
the bit interval as desired. In the other stable point, the clock edge will fall precisely
on the data zero-crossings. One simple method of removing the undesired stable null
(A6 = 180° in this example) is to detect when / is negative and add a phase error
that is sufficient to force the PLL off of this null. Perhaps a better method is to use a
multiplexer to feed both clock phases to the decision circuit. The polarity of the / vector
will determine which clock phase gets passed. Another alternative is to use a separate
phase detector signal that has only one stable null per cycle, as in the circuit of Cordell.
This is easily obtained by taking the output of a quadricorrelator and summing
it with the quadrature arm phase error signal. Before discussing some alternative
frequency detectors, we will briefly discuss how nonlinear frequency acquisition and

cycle-slipping can be visualized using the rotating vector diagram.

\ector Diagram Representation of Cycle-Sipping

This vector diagram is convenient for visualizing nonlinear frequency acquisition and
cycle-slipping. Consider the case where we have a heavy flywheel spinning too fast,
as shown in Fig. 5.11. For the case illustrated, the momentum of the wheel is so
great, that although the phase-error is negative, forcing the wheel to slow down as
the @ vector is in the negative x-half-plane, it can’t put the brakes on fast enough to
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Figure 5.11 Illustration of cycle-slipping and frequency acquisition in a PLL with a
sinusoidal phase detector characteristic.

prevent the wheel from rotating another half turn. Once the ¢ vector crosses back to
the positive x-half-plane, then the restoring force on the wheel is positive, which is the
wrong direction. As a result of this oscillating behavior, several cycle-slips may occur
before a steady-state is reached. We can also reason that if the initial frequency error
is large enough, and the wheel is sufficiently heavy (narrow closed-loop bandwidth),
then cycle-slips can continue indefinitely, and the loop will never achieve lock.

It may seem slightly counter intuitive, at first glance, that a PLL could ever achieve
frequency acquisition once cycle-slipping has begun, because the restoring force will
oscillate, causing the wheel to alternately slow down, and then speed up again. How-
ever, from Fig. 5.11 we see that when the phase-error is negative, the restoring force
acts to reduce the frequency error. Therefore the beat-note frequency will be reduced,
and the phase-error ) vector will spend more time in the negative half-plane, thanin the
positive. The end result is that the wheel was slowed more in one cycle than it was sped
up. If this difference accumulates over several cycles, then the PLL will eventually
achieve lock.! The phase-error signal is plotted in Fig. 5.12(a) and (b) for frequency
acquisition of a clock that is too slow, and too fast respectively. In each case the dc

1 This method of frequency acquisition is reminiscent of a game one of the authors (A.B.) used to play
with his brothers. The object of the game was to stop a rotating fan with your finger. The fan had a rubber
blade. On the perimeter of the hub (about the diameter of coffee can), was the rubber sleeve of the fan
blade, which was about the same thickness as a human finger. When the fan speed was low, stopping the
blade with finger pressure was no problem, and produced only a faint smell of burning flesh. As we worked
our way to the highest speed, the problem became increasingly difficult. When the speed was set on MAX,
we could only leave our finger on the fan sleeve until we felt like it was going to catch on fire. We would
then remove it for an instant, and quickly press it hard against the fan sleeve again. Each time we removed
our finger, the fan speed increased, but it never got back to full speed; so that the next assault started at
slightly more favorable initial conditions (much like taking a brief rest while running up a down escalator).
Using this technique we were able to stop the fan on MAX speed. The winner of the game was the one who
removed his finger the least amount of times before the fan was stopped. It goes without saying that any
audible cries of pain resulted in immediate disqualification.
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Figure5.12 Illustration of the output of a phase-detector during closed loop cycle-slip of
aPLL: (a) the local oscillator frequency is too slow, (b) the local oscillator frequency is too
fast.

value of the phase detector signal is of the proper polarity to reduce the frequency error.
If this signal is integrated, and then applied to the VCO control input. The dc value
will accumulate and the loop will acquire the frequency. This is illustrated in Fig. 5.12
as the beat-note is shown to reduce in frequency with each cycle-slip. However, the dc
value from the phase-detector can be quite small, especially for large frequency errors.
In a real circuit, this small dc signal can be indistinguishable from offsets; also, the
accumulation of the error signal may not have sufficient strength to overcome dissipa-
tion in the integrator. Therefore, in a practical PLL, the frequency acquisition range is
similar to the PLLs closed-loop bandwidth (the heavier the flywheel, the smaller the
range of frequency offsets that can be acquired).

5.1.4 Frequency DetectorsBased on Rotational Analogy

The rotating vector analogy is convenient for understanding the necessary and sufficient
conditions for a circuit to produce a frequency error output. If only the error direction
is required, then one can develop a small list of rules that will produce this function.
Based on these rules, several different, but similar circuits can be derived. In this
section we will briefly discuss a few of these options.

Sequential Phase-Frequency Detector Circuits

An example of a circuit based on some heuristic rules is the well-known sequential
phase/frequency detector. We realize from our vector analogy that some sort of past
history of the signal is required to determine frequency error direction. However,
instead of using signals separated by 90°, we could use digital storage elements to hold
the quantized signal value at a given time, and use this delayed signal value, together
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with the current signal information to determine the direction of the frequency error.
The sequential phase/frequency detector is such a circuit, and it has been described
throughout the literature. In particular, Gardner offers a clear and concise explana-
tion [7, pp. 121-125]. This circuit is commonly used in charge-pump PLLs at low
frequencies, and is not applicable for our needs. Since it functions by producing pulses
between data and clock transitions, it is not fast enough for high-speed applications,
and it is confused by random data with missing transitions. We only mention it here
for completeness.

Rotational Phase-Frequency Detector Circuits

Messerschimtt [8] presents a set of heuristic rules, also based on a rotational analogy.
The clock-cycle is divided into four quadrants. By monitoring the position of the data
transition in these quadrants a frequency error signal can be derived. Messerschimtt
shows that a triangular phase-detector function results for periodic square-wave inputs.
The triangle wave is monotonic over the range [—7'/2, T'/2]. However, Messerschimtt
doesn’t give any circuit implementations, and his technique is limited to low-speed
applications. We mention it here as another example of a frequency detection scheme
derived from a rotational analogy, and we will use a very similar concept in section 5.2.1
when we add frequency detection to Alexander’s phase-detector.

A Cycle-Sip-Transition Frequency Detector

We will now consider a practical high-speed frequency detector based on quantizing
the sampled outputs of each arm of a quadricorrelator. One very simple method of pro-
ducing a frequency error is to detect a cycle-slip, and use the polarity of the quadrature
signal to determine which direction the cycle-slip occurred. We can illustrate this with
the rotating wheel diagram of Fig. 5.13. We can see from Fig. 5.13 that the / vector
makes a negative transition at the top of the wheel, while the ) vector is positive, when
the clock is too slow. When the clock is too fast, the / vector makes a positive-to-
negative transition at the bottom of the wheel, where () is negative. Therefore, we can
derive the following simple rules for producing a frequency error.

= When / makes a negative transition, quantize ) to one-bit and pass it to the
output.

= When / makes a positive transition, quantize () to one-bit and pass the negative
of @ to the output.
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Figure 5.13 Illustration showing the position of the @ vector when a cycle-slip occurs:
(a) the clock is too slow, (b) the clock is too fast.
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Figure5.14 Block Diagram of a phase/frequency detector which produces unipolar pulses
when a cycle-slip occurs. The pulse polarity depends on the sign of the frequency error.

A phase/frequency detector that implements these rules is shown in Fig. 5.14. In
the presence of a frequency error, ¢ will consist of a zero-mean signal due to the
phase error, and a dc signal in the opposite direction of the frequency error. We
have embellished this circuit with a lock-detector gate. Since the previous frequency
error will persist, even after the frequency error has gone to zero, we must detect this
condition and force the frequency error signal to zero. One simple method of lock
detect gating is to use a tri-state gate that is enabled by a transition in /, and disabled
by a @ transition. Therefore the output of the frequency detector will be a series of
unipolar pulses with the direction of the pulse determined by the frequency error. The
pulses will be activated at a cycle-slip boundary and deactivated at the center of these
boundaries. The in-phase signal is used to detect a cycle-slip boundary. Therefore,
the quadrature signal can have a time offset relative to the input signal in the range
[—T/4,T /4] before a frequency error is detected.
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The frequency detectors that we have discussed thus far require an edge-detector
preprocessor. It seems reasonable that we could do away with the edge detector and
determine the frequency error directly from the data. In the following section a stand-
alone phase/frequency detector for NRZ data, which does not require edge detection
preprocessing will be described.

5.1.5 Phase/Frequency Detector of Pottbacker et al.

A clever phase/frequency detector (PFD) was recently reported by Pottbacker et al.
[9, 10]. This circuit uses the data transitions to sample the clock, and has nearly a
one-to-one correspondence with the rotating wheel analogy, where the sampling of
the clock signal is analogous to looking at the position of the rotating vector when a
strobe-light, controlled by the data transition, flashes. A block diagram of this circuit is
shown in Fig. 5.15. Althoughthe circuitis notdirectly applicable to our needs as a self-
adjusting clock recovery and data retiming circuit, it nevertheless implements useful
functional building blocks efficiently, and serves as an excellent starting point for our
discussion of practical clock extraction circuits. This PFD is fabricated in an advanced
silicon bipolar technology, and can operate at a data-rate of 8-Gb/s. Although, the
transistor-level design of this PFD is just as important, if not more, than the concept,
we will only discuss the architecture of this circuit, and refer the interested reader
to [9, 10] for a discussion of the circuit design details.

Since the polarity of the data is random, the sampling is performed on both the
positive, and negative data edges. This was the same effect of detecting the data
edges, but doesn’t preprocess the data to produce an explicit edge-detected signal.
When a frequency error occurs, the sampled signals @1, and [; will be beat-note
square-waves at a frequency equal to the magnitude of the frequency error A f. When
Af > 0, @ will lead 7, and the reverse will be true for Af < 0. By monitoring
the magnitude of 71, when ()1 makes a transition, the direction of the frequency error
can be determined. When in lock, the in-phase signal /; will always by positive. The
frequency error detector always outputs a zero value for /; > 0, so as not to interfere
with the normal loop operation in phase-lock. Therefore two events must occur before
a frequency error appears. The first is that /; must go negative. This occurs at timing
errors greater than |7'/4] in magnitude. However, this value will not be transferred to
the sample-and-hold output until a transition in 9 ; occurs at phase errors of —7'/2 and
T/2. Therefore, the circuit has the desirable property that the complete monotonic
range of the phase detector is spanned before a cycle-slip is detected.

At high-data rates, this circuit has a fairly narrow pull-in range. It was reported that
frequency errors on the order of 100-MHz can be acquired at 8-GHz. This is only
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Figure5.15 Block diagram of the phase frequency detector of Pottb dcker et al..

1.25%, which means that the center frequency of the VCO must be stable to within
this accuracy to guarantee acquisition. However, the factors limiting frequency pull-in
were not discussed in [9, 10].

Clock Recovery and Data Regenerator |C  Pottbécker utilized this PFD to design a
fully-integrated 8-Gb/s clock recovery and data regenerator IC [11]. At the time of
this writing Pottbacker’s circuit is the fastest fully-integrated, PLL-based fiber-optic
receiver.? Pottbécker’s circuit generates a clock at the proper frequency, but the steady-
state phase is not well controlled and depends on several parasitic delays which depend
on processing and temperature. Therefore the resulting clock may be very far away
from the proper sampling phase. Pottbacker addressed this problem by having the VCO
generate four separate clock phases; the closest of the four to the optimal sampling
phase is used as the active clock. This is an adequate approach in low SNR systems,
where the phase of the recovered clock is not required to be precise. However, in long-
haul telecommunication applications there can be a significant reduction in sensitivity
due to offsets in the sampling phase, as was discussed in section 3.7.

2 Several fiber-optic receivers have been reported which operate at higher data rates than 8-Gb/s, however
these use some type of external filter for clock extraction and are not “fully-integrated.”
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Figure5.16 Block diagram of Alexander’s clock recovery and data retiming circuit with
deskewing delays added to account for flip-flop delays.

Despite the success of this PFD and clock recovery IC, it uses the data transitions to
sample the clock, which is the opposite of what is required in a self-adjusting approach.
Since we ultimately have to use the clock to sample the data in the decision circuit, it
behooves us to use this information, if we can, in the phase/frequency detector. The
remainder of this chapter describes practical high-speed architectures, using building
blocks that function both as phase/frequency detectors and decision circuits. This not
only gives us two functions for the price of one, but also leads to circuits that are
inherently self-adjusting.

5.2 MODIFIED ALEXANDER CIRCUIT

The first practical clock recovery and data retiming circuit that will be presented is
a modification of Alexander’s circuit [12] that was shown in Fig. 4.59. The basic
operation of the circuit was explained in chapter 4. The modified circuit is illustrated
in Fig. 5.16. In normal operation, the flip-flop labelled center, samples the data signal
in the center of the eye-diagram, and the transition flip-flip samples the signal at the
data transitions. The binary quantized outputs of these two circuits are clocked into
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storage locations for further processing. The delay of the decision circuit is denoted
as t4. We have modified the basic structure by adding delays of approximately ¢, to
skew the clock before resampling the quantized data. This allows the outputs of the
center and transition flip-flops to settle. An identical delay is used to skew the signal
(¢) so that the samples (), (), and (c) arrive at the phase/frequency detection logic
block simultaneously.

Notice, that the delays elements do not have to be precise. They only have to be close
enough to ¢, to insure that the proper value is resampled into the deskewing register.
The relative phase information between the data and clock is contained in the output of
the center and transition flip-flops. In a fully-differential circuit, inversion of the clock
is accomplished simply by reversing the polarity of the differential signals. Therefore
the positive and negative clocks are exactly 180° degrees out of phase, and precise
timing is inherent in this structure. When the loop is in lock, the phase separation is
T /2. Itis this time offset that controls the phase-estimate accuracy. Once the samples
have been quantized, the timing of the rest of the circuits will not affect the results. As
long as the deskewing is sufficient to allow the circuit to work at high data-rates, the
phase estimate will be independent of changes in #,.

521 A Frequency Detector Based on Sequential Early-Late
Decisions

We have stated that the logic block can detect errors in frequency by using the infor-
mation that it is provided. We have a couple of options for adding frequency detection
to the standard Alexander circuit. One technique is to use a start-up sequence. This
allows frequency acquisition to occur before the random data is sent, and the frequency
error can be detected easily with virtually no additional hardware. The second alterna-
tive adds complexity to the receiver design, but does not rely on a start-up sequence to
establish frequency acquisition. Both of these techniques will now be briefly described.

Fregquency Detection Using a Sart-up Sequence

If during a start-up phase we send a sequence of alternating ones and zeros (a periodic
waveform at a frequency of By /2), we will have no trouble detecting a frequency error
using the samples that are already available. In fact, we can see that the Alexander
circuit is actually the front-end of a quantized quadricorrelator, provided that the input
signal is periodic with a period of 27". We can therefore use the samples (b) and (c)
as the quadrature and in-phase samples of the waveform respectively. This technique
was used by Walker et al. [13, 14] in a 1.5-Gb/s serial data link.
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Figure5.17 Sample of an Alexander circuit for a start-up sequence of a square-wave at a
frequency of Br/2. (A) When the clock is too slow, the sampling points move to the right
and (c) leads (b). (B) When the clock it too fast, the sampling points move to the left, and
(b) leads (c).
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Figure 5.18 Conceptual block diagram of a frequency detector of Alexander’s circuit
when a start-up sequence is used.

Consider the case illustrated in Fig. 5.17. The frequency error is detected easily with
one flip-flop and a multiplexer. When (b) makes a positive transition we pass (c) to the
output, and when (b) makes a negative transition, we pass the negative of (c). This is
shown conceptually in Fig. 5.18.

Rotational Four-Quadrant Frequency Detector

In many cases, it may be undesirable from a systems standpoint to use a start up se-
quence to insure frequency acquisition. In these instances, we need to obtain frequency
error information from the random data itself. The quadricorrelator of the previous
section will be confused by random polarity variation in the data. Therefore, we need
to adopt a different approach, and we turn again to the rotational analogy. One alterna-
tive is too add two more sampling flip-flops at the front-end. If we offset these samples
(x) and (y) by 7'/4 from the original samples, then we can arrive at the sampling
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Figure 5.19 Illustration of ordering of samples in a modified Alexander circuit with
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Figure5.20 Rotational analogy of data transitions

order illustrated in Fig. 5.19. We can also represent four quadrants, [A,B,C,D], as the
time intervals between successive samples. In normal operation there will either be
no transitions, or one transition between the samples (a) and (c). When the loop is in
phase-lock, the transition should fall precisely at the sample (b). We can represent a
clock-cycle of length 7" on a circle, and consider the transition location, as if it were
rotating. This circle is shown in Fig. 5.20, which illustrates the locked condition, where
the data-transition occurs at sample (b). In normal locked operation this transition will
fall either in quadrant B or C. We can devise our frequency detection circuit so as not
to interfere with the normal locked condition. Therefore, we can set the frequency
error to zero whenever the data-transition is in quadrant B or C. A cycle-slip is detected
when the transition crosses into quadrant A or D, at which time, the frequency error
signal is activated. This provides a time-offset range of [—7'/4, T'/4] over which the
frequency error is always equal to zero.

The cases of a clock that is too slow, and one that is too fast are shown in Figs. 5.21(a)
and (b) respectively. We can now use the direction of the rotation of the transition
to derive a frequency error. A conceptual circuit for obtaining this error is shown in
Fig. 5.22. The output of the SR flip-flop is a series of positive pulses. The signal
is equal to zero in quadrants B or C, and is high in quadrants A or D. This signal is
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Figure5.22 Conceptual block diagram of a frequency error detector for NRZ random data
based on a four-quadrant rotational analogy.
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either passed directly to the output, or is inverted and then passed, depending on the
direction of the rotation. In thisdiagram we have shown that the direction signal should
be set high when a B-to-A transition occurs, indicating that the clock is slow, and the
transition is rotating backward. When the clock is fast, the signal is set low on a C-to-D
transition. We will not show a complete schematic here. Once the rotational concept
is understood, the implementation is straight forward. In the following section we will
discuss a further modification to the Alexander circuit, showing how the throughput
can be increased by using bit-interleaving.

5.2.2 Interleaved Alexander-Late Circuit for Higher Throughput

Itis clear that Alexander’s circuit is easily pipelined. If the throughputof the receiver is
limited by the delay of the decision circuit, then two decision circuits can be interleaved
to double the maximum bit-rate. A block diagram of an interleaved circuit is shown
in Fig. 5.23. The clocking of this circuit assumes that the flop-flops have no delays.
One can visualize the sampling of the data as rotating counter-clockwise around the
four outer flip-flops. On clock cycle ¢4, (a1), (b1), and (¢1) are clocked into the logic
PFD logic block; on phase ¢s, (as), (bs), and (e3) are transferred. The PFD logic
makes decisions as to whether the clock was early or late, and multiplexes the result
of phase 1, and phase 3, onto a signal ¢ which is sent to the loop filter, and in turn, to
the VCO. Obviously at high-speed, this circuit will require embellishments to account
for flip-flop delays.

Interleaved Circuit using a 4-Phase Clock to Account for Flip-Flop
Delays

An efficient means of deskewing signals, before resampling is to make use of multi-
phase clock signals to compensate for the decision circuit delay. A simple multi-
phase VCO is shown in Fig. 5.24. This VCO is a 4-stage ring oscillator, built with
differential tunable delay elements. As well as the four phases [¢1, ¢, ¢3, 4], we also
have an additional four signals [¢1, ¢, ¢3, ¢.], for a total of eight possible clocking
phases. Therefore, time offsets in increments of 7'/4 can be obtained by skipping the
appropriate number of clock phases. If we consider an example where the decision
circuit delay is close to the bit-period 7", then we can obtain the clocking scheme for
a high-speed circuit as shown in Fig. 5.25. Since ¢; and ¢, are separated by 7'/2,
then a delay of 7" in the clocking corresponds to skipping to phase ¢3. Therefore, the
clock phases in brackets in Fig. 5.25 have been obtained by adding a delay of 7" to the
clocks shown in Fig. 5.23. However, we still need to add a delay of approximately
T, for skewing of the signals (¢1) and (e3). This can be accomplished by using four
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Figure 5.25 Practical circuit showing the clocking scheme required when the flip-flop
delay is close to the bit-interval T'.

identical delay cells as were used in the VCO of Fig. 5.24. Since the VCO delay cells
have a delay of 7'/4, feeding the control signal forward to the deskewing elements
produces a delay of exactly 7". However, since this delay does not have to be exact,
we could use a VCO delay cell running at a quarter of the current, and at four-times
the impedance level to produce a delay approximately four-times as large as the delay
of a single VCO cell, thereby saving in both area, and power dissipation.

We could also implement a rotational frequency detection scheme easily with this
4-stage ring VCO. The samples offset by 7'/4 can be taken using the clock phases
[61, b2, b3, d4]. This interleaved circuit with frequency detection is ideally suited for
circuits implemented in fine-line CMOS, where the phase/frequency detection logic
can be realized efficiently, and data rates in excess of 2-Gb/s can be realized.

Maximum Speed of Interleaving

The interleaved Alexander circuit is an example of a practical self-adjusting clock
recovery and data retiming circuit that is capable of operating at very high data rates.
The 4-stage ring VCO has a frequency of one-half the bit-rate, and a period of 8tyco.
The bit-period 7" is given by

T = 4tyco (5.15)
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A delay cell can be realized such that the delay is between 1/fmax and 2/ fmax.
Therefore, the maximum bit-rate that can be achieved is approximately in the range
Jmax Jmax (5.16)

B
g ~PrsTy

Advantages of using this circuit are as follows.

m  |If all 4 outer flip-flops are matched, the clock will be automatically adjusted to
the proper phase, independent of the delay and setup times of the flip-flops.

= Frequency detection can be accomplished with some additional digital logic, or
by using a start-up sequence.

There are some disadvantages however.

= The phase error is obtained by making a hard decision, and, therefore, the circuit
is limited to high SNR applications.

m  Since the transition sample is quantized, it will randomly alternate between a high
and low value. This oscillation will increase jitter in the recovered clock.

Although we mention these disadvantages based on qualitative reasoning, no analysis
was performed by these authors to determine precisely at what SNR the circuit falls
apart, or how much excess phase-jitter results in the clock as compared to a MAP
estimator.

Limitations of Flip-Flops as Decision Circuits

Bit-interleaving can be extended to higher orders, but generally, one would not use
more than two levels. The reason is that additional amplifiers and filters are also needed
on the same IC chip — fabricated with the same transistors as the decision circuit. It
is a safe bet, that if one can not make a decision circuit fast enough to respond within
two bit periods, then the chances are that one also won’t be able to build an amplifier
fast enough to handle the raw data.

An additional problem occurs when a flip-flop is used as a decision circuit for high-
speed applications. A decision circuit must perform three separate tasks:

1. sampling; the signal must be observed at a specific instant in time,
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Figure5.26 Short section of NRZ data and recovered clock.

2. comparison; the sampled signal must be compared to a reference and quantized
(one-bit quantization in this case),

3. regeneration; the signal must be latched using positive feedback to regenerate
the signal so that it will not change state until the next active clock phase.

In aideal flip-flop each of the three functions are separated. However, when the clock
rise-time is slow, these function will interfere with each other. In the limiting case
the data will be changing at the same speed that the clock is rising; this can produce
ambiguous results.

Example of Flip-Flop Clocking Problems at High-Speed We will illustrate the type
of problems that can occur with an example. If we consider a case where the decision
circuit delay is on the order of the bit-interval, then the data will be moving very fast
relative to the response time of the flip-flop. A short section of a data signal and a
recovered clock is shown in Fig. 5.26. A typical flip-flop works by using the clock
signal to switch between a track-mode, and a regeneration-mode. In the regeneration
mode, positive feedback is used to clamp the signal in one of two directions, depending
on the polarity of the signal at the end of the track-mode. However, we see in a high-
speed system, that the clock-edge will have a transition At that is a significant portion of
the bit-interval. During this transition, the track-mode and regeneration-mode signals
of the flip-flop will be fighting against each other. This is a serious problem when
the data makes a transition. In the case illustrated, when the clock makes a positive
transition, we switch from tracking to regeneration. As the clock begins a positive
transition, the track-mode signal starts to become attenuated in favor of the regenerated
signal. This can have the effect of reducing the SNR. For example, if the track signal is
supposed to be positive, but it has not crossed the axis when the clock transition starts,
then the positive feedback of the regeneration will act to keep the signal negative as the
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track-mode tries to push it positive. Therefore, the end result will not be as positive as
it should be.

During the second half of this cycle, the regeneration will be pushing the output
positive, but if the next bit is negative, the track-mode circuit plays the role of spoiler,
and can prevent the regeneration from reaching a maximum positive value, especially
when the data-sample was originally small in magnitude. We therefore are faced with
two fundamental problems when using flip-flops as decision circuits.

= The maximum SNR of the data sample will be reduced by the interactions between
the track-mode and regeneration-mode circuit.

m  [tisdifficultto tell where the clock-edge should be placed to achieve a maximum
SNR sample. Since, interactions within the flip-flop itself affects the SNR of the
sample, there is no reason to believe that the optimal clocking phase will be in
the center of the data eye.

Therefore, we see a definite problem with Alexander’s method when using flip-flops
as the decision circuit. The feedback mechanism is set up to find the point of sampling
that is most random (the crossover point), and sample the data with a clock that is
offset by 7'/2 from this point. Although this is a good place to sample, we are not
sure if it is optimum, because interaction within the flip-flop can effect the sampling
process.

From the above discussion, we see that the problem with flip-flops as high-speed
decision circuits is the interaction between the track- and regeneration-modes. If we
can decouple these two modes, then we can obtain a higher SNR sample, and get a
better estimate of the optimal sampling phase. This decoupling can be accomplished by
preceding the regeneration stage with a sample-and-hold circuit. Using a sample-and-
hold will keep the signal fixed before it is regenerated by the flip-flop, thus doubling
the setup time. This will allow the full benefits of interleaving to be realized. In the
following sections we will present two clock-recovery, and data-retiming circuits that
make use of high-speed sample-and-holds.

5.3 EARLY-LATE CIRCUIT USING A MATCHED FILTER

We saw in chapter 4 that an early-late gate clock recovery circuit can be realized using
a matched-filter, together with sample-and-holds, as was illustrated in Fig. 4.57. A
slightly different version of this circuit is shown here in Fig. 5.27, where we take the
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Figure 5.27 An early-late gate clock recovery and data retiming circuit using a matched
filter and sample and holds to replace the integrate and dump function.

absolute value of the early and late samples to remove phase-error-polarity ambiguity
caused by the random data. We recall from the discussion of early-late gates in
chapter 4, that the offset At should be closed to 7'/4 for maximum phase-detector
gain, and the resulting error signal ¢ will contain a significant ripple component when
the loop is in lock. This ripple occurs because the early and late samples are skewed
in time relative to each other.

It is desirable to separate the early and late samples by 7'/2 to obtain a phase-detector
characteristic that is monotonic over the complete bit-interval. This was the case for
the circuit of Fig. 4.57, which is repeated here in Fig. 5.28 for convenience. We can
see that this circuit is very similar to Alexander’s circuit with some notable exceptions.

m  The flip-flop decision circuits used in Alexander’s realization is replaced by a
sample-and-hold followed by a limiter/regenerator. This decouples the sampling
from the regeneration and improves the SNR of the data sample.

= Since the error signal in not quantized, it is a continuous function of the phase-

offset. This reduces the ripple at the phase-detector output and therefore reduces
the clock jitter.
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Figure5.28 Early-late gate with matched filter and sample and holds.

= In the sampled early-late circuit, we make use of one on-time sample, and two
cross-over samples (early) and (late), to produce a phase-error signal. Whereas in
Alexander’s circuit, two on-time samples (a) and (c), and one cross-over sample
(b) was used.

In a practical implementation of the early-late circuit of Fig. 5.28, we would use
bit-interleaving to increase the throughput. The VCO clock will then be running at
half of the bit-rate, and the sample-and-hold functions can be realized by multiplexed
track-and-hold circuits. It is left to the reader to figure out the proper clock scheme
for such a bit-interleaving technique. We will turn instead to a superior circuit, that is
very similar to that of Fig. 5.28. However, this new circuit adds one additional level
of resampling, and by doing so, makes the phase-error signal independent of the data
transition-density.
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54 HIGH-SPEED DATA TRANSITION TRACKING LOOP

At the very outset of our discussion of clock recovery for digital NRZ data, we
emphasized that timing information is only present when the data makes a transition. It
is therefore quite logical to ignore any output of a phase-detector during intervals when
no data transition occurs. This implies that we use some type of gating mechanism to
shut off the phase detector in the absence of transitions. One example of this was seen
in the circuit of Cordell et al. [4], where a tri-state gate was used to null the phase-error
when no transitions were present. Devito et al. [15] and Lee and Bulzacchelli [16, 17]
used a technique to hold the previous phase-error value between data transitions,
thereby making the phase-detector output independent of the transition-density. The
circuit presented in this section is a slight modification of an early-late gate, utlizing
an additional sampling stage, such that the phase-detector output is transferred to the
loop-filter only when a data transition has occurred. This circuit was used in the Mars
Mariner in 1969, and was patented by Anderson, Hurd, and Lindsey in 1971 [18].2
Lindsey and Simon [19, pp. 442-457] refer to this circuit as a data transition tracking
loop (DTTL). They also present considerable performance analysis of the DTTL.

The DTTL can be understood most easily by considering the time domain operation.
Fig. 5.29 shows typical rectangular NRZ data before, and after, being passed through
a matched filter. The matched filter produces a linear transition, which extends over
the bit interval. Since we are only interested in what happens during transitions, we
can restrict our attention to the positive data pulse shown in Fig. 5.30, from which we
can determine the circuit behavior during a data transition. Recall that the ultimate
goal is to position the clock-phase so that it samples the data at the point where the
filtered data signal achieves a maximum SNR. Therefore, we would like to find the
gradient of the on-time samples and force this value to zero. Finding the gradient can
be greatly simplified by realizing that the pulse shape is essentially sinusoidal. In the
case of high-speed systems, several parasitic poles near the data-rate provide additional
filtering of the data. The result is that the data transitions follow nearly a sinusoidal
path; for a data pattern of alternating ones and zeros, the data signal is a sinewave
at half the bit-rate. For the special case of sinusoidal transitions, the gradient of the

3U.S. and Canadian patents are pending for high-speed realizations of DTTLs presented in this section.
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Figure 5.31 lllustration of a positive data pulse. The gradient of the on-time sample is
equal to the value of the cross-over sample.

on-time samples can be found by shifting the sampling phase half of a bit-period, or
90°. This is illustrated in Fig. 5.31. In this example,

= when the clock is early the quadrature sample is negative,
= when the clock is on-time, the quadrature sample is zero,

= when the clock is late, the quadrature sample is positive.

Considering the opposite condition when the data pulse is negative, as shown in
Fig. 5.32, the polarity of the data cross-over samples are reversed. \We can correct
for the polarity reversal by multiplying the data-cross-over samples (or quadrature
samples)* by the retimed data. With these observations, and the fact that the the
cross-over samples are transfered to the loop filter only when a data transition occurs,

41f the data pulse is sinusoidal, then the data-cross-over samples will be 90 degrees out of phase with
the on-time samples. Because of this 90 degree phase shift we will often call these cross-over samples
“gquadrature samples.”
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Figure5.32 Illustration of a negative data pulse. The error signal is equal to the negative
value of the cross-over sample.

the following simple list of rules for producing the desired phase-error signal can be
obtained.

= |f the data makes a low-to-high transition, pass the quadrature sample to the
phase-detector output.

= |f the data makes a high-to-low transition, pass the negative of the quadrature
sample to the phase-detector output.

= |f the data makes no transition, hold the previous phase-error value.

Block-Level Description of DTTL

A block diagram of a circuit that implements these rules is shown in Fig. 5.33. The
clock is operating at the data rate and will experience both a positive, and a negative
transition in one bit-period. The in-phase sample-and-hold (top left) samples on the
positive transition of the clock, and the quadrature sample-and-hold (bottom left)
samples on the negative transition of the clock. We are considering the case where
the data-sampling is performed on a positive transition of the clock, in which case
the quadrature samples are taken when the data crosses over the axis. The cross-over
samples will contain the phase error information, but the information is valid only when
a data transition occurs. The polarity of this signal also switches when the data changes
value. Therefore we must post-process these sample by the sample-and-hold at the
right. This circuitmust sample on both a positive and negative transition in the data, and
thereby ignores quadrature samples taken when no data transition occurred. Finally,
the resampled phase information has the polarity ambiguity removed by multiplying
the signal by the retimed data. The resulting signal ¢ is an estimate of the phase-error.
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Figure5.33 Block diagram of a data transition tracking loop (DTTL).

It is filtered by F'(s) and used to drive the VCO to the proper phase. In a practical
implementation the multiplications should be done before the sampling, but in this
idealized model it makes no difference. The block diagram is meant only to illustrate
the concept.

Monotonic Phase Error Characteristic

A monotonic phase-error characteristic is desirable for several reasons: frequency
acquisition will be improved, the locking range will be extended, and the phase-
jitter transfer function will become more linear. To see that the resulting phase-error
characteristic is monotonic over the bit interval we can first look at Fig. 5.29. Notice
that the ideal NRZ data signal consists of square pulses, whereas the lowpass filtered
signal transitions, from low-to-high, and vice versa, follow a linear path that extends
over the entire bit-interval. Parasitic poles will smooth the sharp edges of the signal in
Fig. 5.29 such that the transitions will be sinusoidal as was shown in Figs. 5.31 and 5.32.

Shape of Phase Characteristic Determined by Shape of Data Pulse The quadrature
sample leads the in-phase sample by half a bit-period. The receivers job is to sample
at the peaks of the data signal, and make a decision as to whether these samples are
high or low. For optimal behavior we need to find these peaks. The DTTL operates on
the principle that it is difficult to find signal peaks — but easy to find zero crossings.
The peak of the in-phase sample is found indirectly by finding the zero-crossing of
the quadrature sample. If the peak lies exactly between zero crossings, then we can
sample in the middle of the zero crossing and hit the peak of the in-phase sample. In
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Figure 5.34 The phase-detector characteristic of a DTTL follows the shape of the data
transition until it abruptly changes sign at time offsets each to |7°/2|.

equilibrium the in-phase sample is at a peak, and the quadrature sample will be at zero.
If the clock phase changes, the quadrature sample will differ from zero. Since these
quadrature samples will be taken from the data itself, the shape of the data transition
will give rise to the phase error function produced by the phase detector. Because
the data signal is passed through a limiter before multiplying the quadrature samples,
the polarity of the signal changes abruptly at a cycle-slip boundary, giving rise to
a sawtooth-type phase-detector characteristic as shown in Fig. 5.34. It can be seen
that the quadrature samples follow the shape of the data-transition, as a function of
the phase-offset, where linear transition give rise to a sawtooth wave and sinusoidal
transitions result in a switched-sinusoidal characteristic. It can also be observed that
the phase-detector has the desirable property of being monotonic over the complete
bit-interval [-7"/2,T/2].

In a practical realization, a bit-interleaving scheme as shown in Fig. 5.35 could be
used. The VCO center frequency is half the data-rate, and the VCO has a quadrature
output for sampling at the data cross-over points. The multiplexed track-and-hold
circuits perform the function of sample-and-holding the data on both the positive and
negative clock transitions. A repeatable structure, of two track-and-holds followed
by a multiplexer, can be identified. Although the resampling circuit has a reversal of
polarity for a negative data transition, in a fully-differential circuit this is easily realized
by switching the polarity of the differential signals; thus the layout is identical to the
front-end circuit, except for a cross-over in the wiring. A buffer has been added in the
data cross-over arm, or quadrature arm, of the DTTL, which is used to compensate
for the delay of the limiter in the in-phase arm. The matching of the delay times
between buffer and limiter does not have to be accurate. What is essential, however,
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Figure5.35 A bit-interleaved DTTL.

is that these delays are close enough in magnitude to make sure that the resampling
performed by the track-and-holds on the right side of the circuit are operating on the
correct quadrature samples and not a sample that is shifted in time relative to the
in-phase arm. This phase detector has several desirable properties as listed below.

High-speed The circuit can function at very high speeds — limited by the speed of
the track-and-hold circuits and multiplexer; both of which can operate near the
limitations of the transistors.

Self-adjusting The phase-detector and decision circuit use identical building blocks.
Thus the sampling phase is inherently self-adjusting, because the parasitic delays
of the sampling circuits, in the in-phase and quadrature arms, will track each
other.

Optimal sampling The circuit samples at 7'/2 seconds offset from the data cross-
overs, which for sinusoidal pulse-shapes, or any other pulse that achieves a
maximum SNR at the center of the bit-interval, is an optimal sampling point
in terms of provided a MAP estimate of the data arrival time and obtaining the
maximum SNR at the sampling instant.

High sensitivity Since the signal is sampled and held before a decision is made, the
regeneration does not interfere with the data acquisition. Thus the SNR is not
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adversely affected. When flip-flops are used to sample and regenerate the data,
as is the case for other circuits, the effect of the regeneration on the data sampling
makes it unclear as to where the optimal sampling point occurs, and it may not
be in the center of the bit-interval; this sampling uncertainty further reduces the
receiver sensitivity in other approaches which use flip-flops as decision circuits.

Monotonic phase-error The phase-detector function is monotonic over the bit inter-
val [-T/2,T/2]. This improves acquisition and tracking, and linearizes the jitter
transfer function.

No double-frequency ripple Resampling the phase-error signal at data-transitions
significantly reduces ripple in the error signal at twice the clock frequency, which
reduces phase-jitter in the recovered clock.

Independent of data pattern Since the phase error is only transferred when a tran-
sition in the data occurs, the Phase-detector output is independent of the data
transition-density to a first-order. This substantially reduces pattern-dependent
jitter in the recovered clock.

Symmetry: Primary Advantage of DTTL for High-Speed Operation We have dis-
cussed in chapter 3 how systematic offsets in timing recovery are the dominant factors
in performance degradation at high-speeds. Therefore, the primary advantage of this
sampled DTTL is its symmetry, which makes the circuit insensitive to systematic
errors. The residual phase-error in the recovered clock will be a result of random
mismatches in the circuits and the layout, which can be maintained to a high-degree
of accuracy. This circuit looks like a sampled Costas Loop, and can be viewed as a
modification of a gradient-based MAP estimator as described in chapter 4. For sinu-
soidal data transitions, the quadrature samples give the gradient. Therefore, the DTTL
provides a MAP clock-phase estimate in steady-state operation.

54.1 Frequency Detectionina DTTL

The DTTL has several desirable properties. However, as it stands, it can not lock to
a data-signal that differs substantially from the VCO frequency. In fact, the natural
acquisition of the loop can only pull-in frequency errors of the same order as the
closed loop bandwidth. Since a narrow bandwidth is needed to reduce the phase-jitter
(high-@), this pull-in range will be quite narrow. At a data-rate of 10-Gb/s, the VCO
frequency is 5-GHz. For an effective ) of 1000, the maximum frequency deviation is
on the order of 10-MHz, or 0.2% of the VCO frequency. It is undesirable to design a
VVCO with a center frequency stable to within 0.2% for this application, therefore, we
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error characteristic.

require the addition of a frequency detector (FD) to insure that frequency acquisition
will occur upon start-up.

Several options exist for adding a frequency detector to the DTTL. We could use any of
the circuits discussed thus far, as stand-alone frequency detectors, and simply add the
resulting frequency error to the phase-error of the DTTL. However, since the DTTL
has available in-phase data samples and quadrature cross-over samples, we have a
structure that looks very much like a quadricorrelator already. All that is needed is to
utilize this information wisely to provide an indication of the frequency error with a
minimal addition of hardware.

We can derive a simple frequency detector by realizing that the phase-error signal ¢
is a sawtooth-type function of the phase-error. Two different conditions exist for a
slow clock and a fast clock as illustrated in Figs. 5.36(a) and (b). The derivative of
the error function is in the proper direction most of the time, however the dc value of
the derivative is zero. A simple approach to deriving a frequency error that gives only
the sign of the frequency error is to limit the derivative, as shown in Fig. 5.37. The dc
value at the output of the limiter will be positive for a slow clock and negative for a
fast clock. When the derivatives are passed through a hard-limiter, the result is shown
in Fig. 5.38
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Figure5.38 Frequency error polarity extraction from a sawtooth type phase-error function
for: (a) a slow clock, (b) a fast clock.

Unique Properties of DTTL for Sawtooth Frequency Detector

The DTTL is ideally suited for implementing the sawtooth FD because the error signal
¢ is resampled and contains virtually no ripple. Therefore, only a broadband lowpass
filter is needed to smooth glitches before producing the desired sawtooth function.
We have seen other circuits that produce a sawtooth phase-error characteristic, such
as an early-late circuit of Fig. 5.28. However, these circuits have severe ripple in the
absence of data transitions, and a narrowband lowpass filter is required to reduce this
ripple before a sawtooth function is obtained. The sawtooth FD approach could be
applied to the early-late circuit as well. However, the FD will not be able to recognize
a frequency error outside the bandwidth of the ripple-reduction filter and therefore
will have a built-in range limitation. Since the DTTL does not require a narrowband
ripple-reduction filter, it can recognize frequency errors of at least 10-20%, providing
a significant range over which the VCO center frequency can vary and still be pulled-in
by the DTTL.

MATLAB Simulation Results System-level simulations of the DTTL were performed
to verify functionality. The resultingerror signal ¢ is shown in Fig. 5.39 for the case of a
5% frequency error.  The inputsignal is random NRZ data with sinusoidal transitions.
It can be seen that the phase-detector characteristic is not a smooth switched sinusoid,
which is an artifact of the random nature of the data; when several bits arrive withouta
transition, the phase error will make a larger jump after a transition finally occurs. We
require filtering with a bandwidth on the order of 25% of the bit-rate to smooth this
phase-detector output before further processing.

The error signal ¢ was used to derive the direction of the frequency error. A finite
difference was taken, and the result was passed through a hard-limiter to obtain the
signal A f,. This signal consists of pulses with a dc value in the opposite direction of
the frequency error. The resulting frequency error signal A f, for the same condition
of a 5% frequency error is shown in Figs. 5.40 (a) and (b), for a slow, and a fast clock
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respectively. It can be seen that the filtered version of A f. ispositive for aslow clock,
and negative for a fast clock. Various other simulation results of the DTTL will be
reserved for chapter 10 where the actual transistor-level implementation is discussed.

Variations of the Sawtooth Frequency Detector

Once we make the primary observation that the slope of a sawtooth phase charac-
teristic can give us the direction of the frequency error, then we can add various
gating techniques and other embellishments to the FD to improve performance. The
basic structure of a practical DTTL with frequency detection is shown in Fig. 5.41.
Considerations of closed-loop stability and jitter-peaking will dictate the gain and
transfer function of the filter 7 (s) in the frequency-error path. When the loop isin
lock, the average frequency error will go to zero. However, it will vary randomly, and
can disturb thedynamics of the PFLL. To reduce the effect of thefreguency error signal
on the loop when in phase-lock, a lock-detector can be used to force the frequency
error to zero after the phase acquisition is complete. One simple technique is to use
a dead-zone near the point of zero phase-error. Thisisillustrated in Fig. 5.42, where
the frequency-error is only enabled when the phase-error exceeds a given threshold.
With this technique, the operation of frequency acquisition can be separated from
phase tracking. During frequency acquisition, the phase-error signal will nominally
equal zero, and will have no effect on the loop. Once frequency acquisition has been
established, the phase-error signal takes over, and the frequency-error feedback path
is broken.
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55 SUMMARY

In this chapter we considered some of the practical aspects of clock recovery circuits
used in high-speed applications. To insure that a clock can be recovered from the
data, either a frequency reference, or a frequency acquisition aid is required. A
frequency reference would take the form of a stable resonator, such as a quartz crystal,
whereas an acquisition aid will produce an error signal, which can drive the VCO
to the correct frequency. Various frequency detection schemes were described in
this chapter. A rotating wheel analogy was used extensively for conceptualizing the
frequency detection operation.

A few clock recovery and data-retiming circuit were presented, al of which are self-
adjusting, which is a result of the decision circuit being utilized in a balanced con-
figurations for extracting phase-error information. At this point, the reader may be
interested in some quantitative performance comparisons of severa of the clock re-
covery techniques discussed thusfar. Parameters of particular interest are as follows.

= Bit-error-rate as a function of the SNR.
m  Clock phasejitter as a function of the noise-bandwidth and the SNR.
= Freguency acquisition, and tracking ranges.

m  Sengitivity to offsetsin the clock phase.

Certainly these parameters are important. However, in a high-speed system, parasitics
of the actual circuit will ultimately determine performance. From a practica point
of view we might be more interested in comparing the following specifications of
alternative architectures:
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= Maximum operating speed.

= The minimum input signal level. Since regenerators have a finite gain, the input
must be greater than a given level to result inafull-level output signal.

= SNR penalty compared to an ideal receiver with impulse sampling.

= Robustness against transistor model variations and temperature changes.

These quantities are al inexorably linked to the transistor-level circuit and layout.
Therefore, it is difficult to evaluate system performance until, at least, the primary
functions have been designed at the transistor-level, so that circuit-simulations using
SPICE can be performed. However, even obtaining circuit-level simulation results are
difficult. A few of these difficulties are described below.

High-@ Clock extractors are necessarily high-@ circuits. Therefore, thousands of
clock cycles need to be simulated to examine the low frequency behavior of the
circuit after lock has been established. Even longer simulations are required to
extract information about cycle-slipping and frequency acquisition. For example
Pottbacker et al. [9, 10] reported on an 8-GHz frequency-detector with an acqui-
sition time on the order of 1 ms. Therefore, the system needs 8-million clock
cycles to acquire frequency; a horrendously long transient simulation would be
required to observe this phenomenon.

Random Data To make matters worse, the data is random, and several simulations
are required to determine average circuit behavior.

Random Noise We want to test the circuits performance in noise, which is also
random, implying that we need to look at noise and data statistically and simul-
taneously — adding another dimension to an aready large problem.

Cross-Coupling Couplingisnotimplicitly modeled, soitisvery easy toignoreeffects
in simulation that could in reality be detrimental.

Review of Part |

Since complete circuit characterization from simulations are impractical, and indeed,
even impossible, the strategy used by these authors is to first design prototype- and
test-circuits, and use the measured results to determine the affect of various parasitics
on system performance. With this knowledge of circuit parasitics the fundamental
aspects of receiver design were reevaluated in terms of their applicability to high-
speed applications. Basic theories needed for evaluation of circuit performance were
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presented in chapters 2 and 3. Various receiver block diagrams were presented in
chapter 4 and practical high-speed versions of these circuits were described in this
chapter. It is hoped that by providing a background in the theory, and reviewing
severa previously reported circuits, Part | of thisbookbook has helped to unify circuit
design with systems theory, and provide a basis for improved circuit designs of the
future.

Introduction to Part |1

To gain a full understanding of integrated fiber-optic receivers there is no substitute
for doing transistor-level circuit designs. Multiple problems will arise in the design
process, the solution of which generally enhances the designers understanding of both
the circuit and the overall system. Therefore Part 11 of this book, which describes the
detailed circuit design of various building blocks of afiber-optic receiver, is necessary
to provideintegrationand expand comprehension of theinformationpresented in Part I.

Since Part |1 of thisbook concerns detailed circuit designissues, it isdifficult to speak
in general terms. Therefore we will restrict our attention to a specific technology
and to a specific architecture. The technology we will use is AlIGaAs/GaAs HBTs
(Heterojunction Bipolar Transistors), and the architecture that we intend to implement
is the interleaved DTTL described in the previous section. We present Part |1 as an
application of theideas presented in Part |, but we are not implying that the technol ogy
and architecture chosen are preferable in al cases. We have spent a great deal of
effort to explain the underlying conceptsin Part I, but the real challenge of producing
integrated fiber-optic receivers isin the circuit design. We will now turn to this topic
where we will concern ourselves with problems of a more physical nature.
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Turn on your radio and let me hear the song

Switch on your electric light
Then we can get down to what is really wrong

— VAN MORRISON






HETEROJUNCTION BIPOLAR
TRANSISTORS:
A BRIEF INTRODUCTION

One of the first tasks to be performed in the design of 1Cs for fiber-optic receiversis
choosing an appropriate | C technology. Primary factorsto consider are speed, perfor-
mance, reliability, and cost. The ultimatechoicewill depend onthe specific application
and the anticipated volume of production. For high-volume data communication ap-
plications, such as LANs (Local Area Networks) the best choice will likely be bulk
CMOS, because of itslow cost and adequate performance in a high SNR environment.
Conversely, in low SNR applications, such as telecommunications, or in high-speed
ATM (Asynchronous Transfer Mode) switching, where extra speed and performance
justify alargeincrease in circuit costs, HEMT (High Electron Mobility Transistors) or
HBTs might be used. Since HEMTs and HBTs are fabricated from 111-V compounds,
it is possible to integrate light sources and detectors on the same substrate with the
circuitry; this can be advantageous for low-noise operation and can be used to control
I/O impedance levels, thereby reducing interconnect problems.

Overview of Available IC Technologies

In the following section we will list some of the available | C technologies and discuss
their advantages and disadvantages for use in high-speed serial communication links.

BJT Silicon bipolar junction transistors are versatile devices; they offer high-speed,
high reliability, and relatively low cost. They could be used in both telecommu-
nication and data communication applications at data rates from 1-10 Gb/s [1].

CMOS CMOS is well known for its low cost, high reliability, and high packing
density. The speed is almost as good as BJTS; as gate lengths shrink, the speed
will continueto increase. CMOS isideal for datacom applications such as FDDI
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and ATM receivers. CMOS has been used for gigabit-per-second data links [2],
andiscurrently applicableto dataratesupto 2.5 Gb/s, with thisnumber increasing
as the minimum gate length drops.

BiCMOS It is often advantageous to combine the speed and high transconductance
of BJTs, with the high input impedance and high packing density of CMOS [3].
BiCMOS has been utilized in a 6-GHz, 60-mW PLL, which could be used in
a complete fiber-optic receiver [4, 5]. BiCMOS is more expensive than either
CMOS or BJT, but is also more versatile; applications include both telecom and
datacom systems operating at data rates of 1-10 Gb/s.

8

CMOS Silicon-on-Insulator (SOI) is an emerging technology with a long his-
tory [6]. In the early eighties CMOS SOS (Silicon-on-Sapphire) was used for
radi ation-hardened military applications, but was too expensive for the consumer
market. Recently, high quality transistors have been fabricated using a thin-
film of silicon on top of an insulating oxide layer. SOI has the advantages that
parasitic capacitances to the substrate are drastically reduced, if not eliminated,
cross-coupling is reduced substantially, and latch-up is no longer a consideration,
allowing devicesto be packed extremely closeto oneanother. Thedevicesarealso
easily scaled for deep-submicron ULSI applications. Past results have been im-
pressive, producing ring-oscillator gate delays of 13 ps! Presently the technology
is not widespread and is still expensive, (thisis due primarily to wafer costs; the
actual processing of SOI is simpler than bulk CMOS because of the elimination
of wells, well contacts, and field implants) but increased volume of production
is expected to drive the costs down and make this a common technology in the
future. SOI could be used in both telecom and datacom and could operate at data
rates as high as 20 Gh/s.

GaAsFET GaAsfield-effect transistorshave been used extensively inMMICs(Mono-
lithic Microwave Integrated Circuits) and have proven reliability. GaAs FET pro-
cessing is more expensive than silicon-based technologies, but the higher speed
might be attractive for some telecom applications. GaAs FETs have been used
in multi-gigabit-per-second systems [7] and are applicable for data rates in the
range of 1-20 Gby/s.

HEMT High Electron Mobility Transistors (HEMTS) have been used in millimeter-
wave, low-noiseapplications, and could be usedin high-speed fiber-optic receivers
[8]. Onedisadvantageisthehigh-cost, but this could be offset by thefact that light
sources and detectors can be integrated together on the same substrate. Aslong
as one must use I11-V compounds for electro-optic devices, it might actualy be
more economical to integrate, at least, some of the receiver circuitry, such aslow-
noise amplifiers, with the electro-optics, thereby reducing noise and alowing for
controlled impedance interconnections. HEM Tswould typically find application
in systems operating at 1020 Gb/s and beyond.



Heterojunction Bipolar Transistors

Technology | Data Rate Cost Applications

BJT 1-10 Gb/s Low telecom, datacom
CMOs 0-2.5Gb/s Low datacom

BiCMOS | 0.5-10Gb/s | Medium | telecom, datacom

SOl CMOS | 0.5-20 Gb/s | Medium | telecom, datacom
GaAsFET 1-20Gb/s | Medium telecom
HEMT 5-<20Gb/s | High telecom
HBT 5-<20Gb/s | High telecom
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Table6.1 Summary of applicability of varioustechnologiesto usein integrated fiber-optic
receivers.

HBT Heterojunction bipolar transistors are fabricated with the same materials as
HEMTS, but are bipolar transistors as opposed to FETs. HBTs are suitable for
high-speed logic; V4. for various transistors can be matched to within a few
millivolts, which allowsrealization of low-voltagedigital circuitswith acceptable
noise-margins. Since HBTs can be made of 111-V alloys, they can also be
integrated on the same substrate with el ectro-optic devices (wewill seean example
of thisin chapter 7, Fig. 7.36). HBTs are also expensive and are therefore used
primarily in special telecom applications at speeds in the range of 5-20 Gh/s or
higher [9, 10, 11].

Some of the key aspects of the technologies just described for use in high-speed fiber-
optic receivers are summarized in table 6.1. For the remainder of this book we will
be discussing circuits designed and fabricated using HBTs. The following sections
introduce this technology and give SPICE models that will be used in ssimulations.

6.1 OVERVIEW OF HBTs

In order to achieve the high speeds required in a 10-Gb/s fiber-optic receiver, it is
proposed to realize the circuitry using heterojunction bipolar transistors (HBTs). This
exciting new technology has several advantages for high-speed operation, which were
noted as early as 1948 by Shockley in hisoriginal patent of bipolar transistors[12], but
which have only recently shown promise due to advances in molecular beam epitaxy
(MBE) technology. Kroemer [13] developed the theory and analysis of HBTSs that
has resulted in modern devices. HBTs with f;sin the 100 GHz range have already
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been reported [14, 15], and it is anticipated that devices may reach the 200 GHz
range in the future [16]. Further process enhancements are expected to make HBTs
a dominant technology for both high-speed analog and digital circuits. HBTs are
bipolar devices with charge transport being controlled by the bulk properties of the
semiconductor. This can be advantageous as opposed to field-effect transistor (FETS),
with charge transport occurring at the surface of the semiconductor material, where
high defect concentrations can degrade performance. In comparison to FETs, HBTs
have high transconductance, can be matched closely, have low flicker noise, high
output impedance, and no hysteresis effects. These properties make them attractivefor
analog design as well as low-voltage-swing current-mode digital circuits. In addition,
HBTSs exhibit high linearity, and can operate at large current densities, making them
attractive for use in power amplifiers.

In this chapter we will present a brief introduction to HBTs, and give some first-
order models. For the reader interested in a more detailed discussion of HBTSs, the
book by Ali and Gupta is an excellent place to start [17], offering chapters on both
theory, and applications. Kroemer's overview of HBTS presented in 1982 is also
recommended [18].

6.2 ADVANTAGESOF HBTsFOR HIGH-SPEED OPERATION

The key feature of an HBT resulting in increased speed is the formation of a het-
erojunction at the base-emitter interface such that the bandgap energy on the emitter
side of the junction is larger than the energy gap on the base side. A band diagram
of a graded base Npn (N denotes a wider band-gap than n and p) HBT is shown in
Fig. 6.1, [18, p. 15], [17, p. 256]. This energy difference A £, blocks reverse charge-
carrier injection from the base to emitter, resulting in near unity emitter injection
efficiency, independent of the doping levels. The freedom to optimize doping levels
for wideband performance, without suffering a degradation in current gain (3), gives
HBTs an approximate 2:1 speed advantage over comparable homojunction bipolar
junctiontransistors (BJTs). The base doping of an HBT can be increased to lower the
base resistance and increase fmax; Simultaneously, the emitter doping can be reduced,
lowering the base-emitter junction capacitance ;.. Further improvementsinspeed re-
sult from using GaAs or InP asthe semiconductor material. The high electron-mobility
of these materials reduces the base-transit time 7, and the semi-insulating substrate
reduces the collector-substrate capacitance C.;. Inaddition, the high base-doping level
givesrise to a large early-voltage which improves linearity.
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Figure6.1 Energy band diagram of alinearly graded Npn HBT.

6.3 AlGaAsGaAsHBTs TYPICAL PARAMETERS

The most mature HBT technology to date is AlIGaAs/GaAs, with fmax in the 30-50
GHz range consistently reported by TRW [19, 20], Rockwell [14], and NTT [21].
Rockwell has demonstrated prescalars operating at input frequencies up to 26.9 GHz,
while TRW hasfabricated avoltage-controlled oscillator (V CO) operatingat 37.7 GHz.
TRW has also demonstrated LS| capabilitiesin recent A/D converters. This level of
integration has now made it feasible to integrate a fiber-optic receiver onto a single
chip.

Processing of the HBT circuits for this research, was donated by TRW who also
provided financial support for this effort.! A cross-section of TRWs AlGaAs/GaAs
HBT process is shown in Fig. 6.2. This process also has Schottky diodes available, as
well as thin-film 100 Q/square NiCr resistors.  Typical device parameters for (3um
x 10pm) and (1m x 10xm) emitter-area devices are given in table 6.2. The small-
signal SPICE model used in simulation is shown in Fig. 6.3, with typical parameters
for a (3um x 10pm) emitter device shown. The forward biased base-emitter junction
voltage V4. is approximately 1.3-1.4 Volts, which is twice that of asilicon BJT. Since
TRWsAIGaAs/GaAsHBT processwasin the developmental stageswhen thisresearch
began, and small emitter-areadeviceswere not reliable, the conservative (3umx 10um)

1 This research was supported by the University of California MICRO Program and TRW, Inc. under
Grants 90-102 and 91-102.
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Figure6.2 Cross-sectional view of TRW’s AIGaAs/GaAsHBT process.

Emitter Area 3um x 10pgm  1um x 10um
dc Current 2mA 2mA
Current Density 67 (uA/pm?) 200 (uAlpm?)
Vie 1.2-14V 1.2-14V
Cie 45 fF 15fF
p 50 Q 250
Te 10Q 10Q
Beta (7) 25-200 25-200
fi 22 GHz 40 GHz
JSmax 30 GHz 50 GHz

Table6.2 Typical AIGaAs/GaAsHBT device parameters.
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Figure6.3 HBT SPICE subcircuit and small-signal model parameter valuesfor a (3um x
10:m) emitter device

minimum device dimension was chosen to maximize yield and ensure functionality in
first-generation circuits. As the process matured, (1um x 10um) devices have shown
provenreliability. Anapproximateincrease in speed by afactor of two can be obtained
in second-generation circuits simply by substituting (1xm x 10xm) devices for the
existing transistors in the prototype circuits.

6.4 InP-BASED HBTs: TYPICAL PARAMETERS

The electron mobility in an InP-based HBT is even higher than in GaAs. Therefore,
InP-based HBTs can achieve higher speed than their GaAs counterparts. Furthermore,
InP has additional advantages for use in medium-scale integrated fiber-optic receivers.
The bandgap energy of InPiswell suited for use as a long wavelength photodetector
(1.3um and 1.55¢m). Thisisidea for single-mode glass optica fibers that have low
losses at these wavelengths. Also InP has a thermal conductivity which is not as good
as silicon, but is better than GaAs. Therefore, problems with power dissipation are
somewhat relaxed in InP as opposed to GaAs. V. of an InP HBT also lies between
GaAsHBTs and silicon BJTs at about 1 Volt for a collector current of 4 mA.

A cross-sectional view of TRW’s Npn InP-based HBT is shown in Fig. 6.4. This
device can achieve a unity power gain frequency of fimax = 100 GHz. Typica device
parameters are given in table 6.3, and the corresponding small-signal model is shown
inFig. 6.5, for abiascurrent of 4-mA. Wecan calculate f; and fmax for the InP-based
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Substrate Undoped

Figure 6.4 Cross-sectional view and doping profile for and Npn InP-based HBT using

InAlAs as the wideband emitter.
fmax 100 GHz
f 65 GHz
Breakdown Voltage V.. V.. ~ 3V for I. 1-4mA
Cr 300fF@ I. = 4mA
Cy 75fF
Cles 10fF
T 1092
Te 2Q
re 3Q
Ly, 15pH
L. 30pH

Table6.3 Typical smal-signal parametersfor a (1xm x 10xm) emitter InP-based HBT.
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Figure 6.5 Small-signal model of an InP-based HBT with parameters shown for a bias
current of 4-mA.

HBT of Fig. 6.5. The expression for the unity current gain frequency is given by

~_ Im
Ie=gre v oy (6.1)

from which we find that f; = 65 GHz (I. = 4-mA, g,, = 1/6.5Q2). The following
expression is commonly used to approximate fmax [22, p.117];

L]
fmax—§ mCory (6.2)

For thevalues givenintable 6.3, wefind that fmax ~ 70 GHz for a4-mA bias current.

6.5 SPICE MODELSFOR CIRCUIT SIMULATION

We conclude this brief introductionto HBTs by presenting nominal modelsfor circuit
simulation using SPICE. The reader should keep in mind, that these models are ap-
proximate, and only give a first-order indication of actual device behavior. However,
the models are useful for predicting the relative importance of various parasitics on
circuit performance.
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6.5.1 AlGaAsGaAsHBT SPICE Models

The maximum current gain (3), due to reverse carrier injection into the base, is
controlled by the parameter B, whichisset to 10¢. Therefore, the actual current gain
inthemodel isdominated by recombination, and isdetermined by the slope-parameters
Np and Ng. The following expressions are used in the model to determine the dc
currents.

_ I Vie
I. =lIsexp (NF V. ) (6.39)
I Vie
Iy =1 — . .
b SE €Xp (NE 0 ) (6.3b)

Therefore, the current gain is given by

L s <Ic)<1‘NF/NE>
=== 1|= : 6.3d
g I,  Isg \Is (6.3
We can now express theratio (Np/Ng) in terms of the current parameters as

NE - IH[IC/IS]

Thisexpression can be used tofind Ng when I.., Is, Isg, and 3 are known.

Table 6.4 gives examples of two SPICE model files for a (3um x 10pm) emitter. The
first model is typical, and the second model gives best-case parameter values. For
higher current applications, dual and quad emitter devices can be used. SPICE model
files for these devices are given in table 6.5.
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GaAsHBTs

Nominal Case

Best Case

QL 543
RBX 2 4
RC 15
CIX 45
DCIX 4 5

.MODEL

+ RE=25

+ CJE=45fF
+VJIE=1.25
+ MJE=0.5

+ BF=IMEG
+1S=13E-24
+ NF=1.1333
+ TF=6ps

.MODEL
+1S=1E-20

MODEL FOR HF3X10SEB

.SUBCKT HBTSE 123

MHBT1

55

10

40fF

MDCX
MHBT1 NPN

RC=1 RB=30

CJC=7.5fF XCJC=1.0

VJIC=1.0

MJC=0.5

BR=0.001

ISE=40E-21

NE=1.5167

MDCX D
CJO=T7fF

.ENDSHBTSE

MODEL FOR HF3X10SEB

.SUBCKT HBTSE 123
Q1 54 3 MHBT1

RBX 24 20

RC 15 3

CIX 45 20fF

DCIX4 5 MDCX

.MODEL MHBT1 NPN
+ RE=5 RC=1 RB=15
+ CJE=45fF CJC=7.5fF XCJC=1.0
+VJE=125 VJIC=1.0

+MJE=05 MJIC=0.5

+ BF=IMEG BR=0.001
+1S=13E-14 ISE=40E-21

+ NF=1.1333 NE=1.5167

+ TF=3ps

.MODEL MDCX D
+1S=1E-20 CJO=4fF

.ENDS HBTSE

Table6.4 SPICE modelsfor a(3um x 10um) GaAs HBT: nominal and best case.

319



320 CHAPTER 6

GaAsHBTs

Dual Emitter Quad Emitter
MODEL FOR HF3X10DEB MODEL FOR HF3X10QEB
.SUBCKT HBTDE 12 3 .SUBCKT HBTQE 123
Q1 54 3 MHBT1 Q1 54 3 MHBT1
RBX 24 275 RBX 24 138
RC 15 12 RC 15 10
CIX 45 64fF CIX 45 112fF
DCIX4 5 MDCX DCIX4 5 MDCX
.MODEL MHBT1 NPN .MODEL MHBT1 NPN
+RE=125 RC=1 RB=15 +RE=6.3 RC=1 RB=7.5
+CJE=90fF CJC=15fF XCJC=1.0 | + CJE=180fF CJC=30fF XCJC=1.0
+VJ=125 VJIC=1.0 +VJ=125 VJIC=1.0
+MJE=05 MJC=05 +MJE=05 MJC=05
+BF=IMEG BR=0.001 +BF=IMEG BR=0.001
+1S=26E-24 1SE=80E-21 +1S=52E-24 1SE=160E-21
+NF=1.1333 NE=15167 +NF=1.1333 NE=15167
+ TF=6ps + TF=6ps
.MODEL MDCX D .MODEL MDCX D
+1S=1E-20 CJO=11.2fF +1S=1E-20 CJO=19.6fF
.ENDSHBTDE .ENDSHBTQE

Table6.5 Typical SPICE modelsfor (3um x 10xm) dual and quad emitter GaAsHBTSs.
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Figure6.6 Illustration of subcircuit for InP-based HBT used in SPICE simulations.

6.5.2 InP-Based HBT SPICE Models

The subcircuit for a (1pm x 10pm) emitter InP-based HBT isiillustrated in Fig. 6.6.
The SPICE mode! file and model parameters are given in table 6.6.

6.6 SUMMARY

Fiber-optic communication can be used for various applications over a wide range of
datarates. The |C technology most appropriate for a given application will depend on
the speed, SNR, cost and volume of production, and several other factors relating to
the overall system. In this chapter, we a gave a very brief overview of important IC
technol ogiesand indicated where these would be most effectively utilized. The circuits
designed in the remainder of thisbook use HBTS, but the circuit design techniques are
applicable to any 1C technology. HBTs were chosen for their high-speed advantage.
Since this work was a research project, economic considerations, such as production
costs, did not enter into this decision; concerns of product development for high-
volume, lower speed applications, would have exerted stronger economic pressure to
utilize BJTs or CMOS. To aid the reader in understanding the circuits presented in the
following chapters, an introductionto HBTs was given and simple circuit models for
SPICE simulation were provided.
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CHAPTER 6

InP-Based HBT: (1um x 10pm) Single-Emitter

Model File Parameters
MODEL FOR INP-105
.SUBCKT HBTSE 123 PRBX =20.0
Ql 54 3 MHBT1 PRB =153
RBX 2 4 PRBX PRE =15.0
RC 15 PRC PRC =36
CX 45 PCIXX PTF  =1.80ps
PCIX =11.0fF
.MODEL MHBT1 NPN PCIC =14.3fF
PCJE =163.0fF
+RE=PRE = RC=1 RB=PRB | PMJE =0.500

+ CJE=PCJE CJC=PCJC XCJC=1.0
+VJE=125 VJIC=10

+MJE=PMJE MJC=0.5

+BF=IMEG BR=0.001

+I1S=PIS  ISE=PISE
+NF=PNF  NE=PNE
+TF=PTF  FC=0.69
ENDS HBTSE

PIS =1897E-11
PISE =2.256E-10
PNF =1.0310
PNE =1.5460

Table6.6 Typical SPICE model for a(1xm x 10um) emitter InP-based HBT.
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LOW-NOISE PREAMPLIFIER:
THEORETICAL ANALYSIS AND
DESIGN OF A 12-GHz InP HBT

PROTOTYPE CIRCUIT

The goa of this chapter is to determine the effect of noise in electronic circuits
on overal system performance and to establish design criteria so that these noise
contributions can be minimized. The data-bearing optical signal emanating from a
fiber is converted into a small electric current via the photodetector. The purpose of
a preamplifier, as shown in Fig. 7.1, is to boost this current to a high enough level
such that noise added by following stages will be negligible in comparison to the
signal. The added noise is most troublesome when the signal level isthe smallest, and
this occurs at the preamplifier input. Therefore the total system noise, and thus the
receiver sensitivity, will be determined by the preamplifier’s noise performance. In
the following sections we will discuss physical sources of noise in electronic circuits
and analyze their affect on system performance for afiber-optic preamp. We will also
discuss the circuit design, and simulated results, of alow-noise preamplifier designed
using InP-based HBTs. This circuit contains an integrated positive-intrinsic-negative
(PIN) photodetector for detection of light at awavelength of 1.3-um. We will show in
thefollowing analysisthat the reduction of parasitic capacitance afforded by integrating
the photodetector and preamplifier on the same chip, as in this circuit, improves the
noise performance of the receiver.

7.1 SOURCESOF NOISE

We saw in chapter 3 that the performance of a fiber-optic receiver islimited by random
fluctuations in the received signal. The transmitted light signal consists of discrete
energy packets or photons emitted randomly from a source. This quantum nature of
light imposes a limit, such that approximately 20 photons are required on average for
each one symbol to achieve an error probability of 10~°. Thisisknown asthe Quantum
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Figure7.1 Block diagram of atransresistance fiber-optic preamplifier.

Limitinan optical receiver, and for a 10-Gb/s system corresponds to an optical power
of -48.1 dBm for a wavelength of 1.30-m, as was shown in table 3.3. In a practica

receiver, however, the optical power must be increased by several orders of magnitude
above the quantum limit in order to overcome the noises inherent in the receiver’s
electronics. The charge transport process in electronic circuits is analogous to the
transmission of photons, and its random fluctuations obey similar statistics. We will

now discuss the sources of random noise in electronic circuits, and give expressions
for their power spectral densities (PSDs) as a function of frequency.

7.1.1 Shot Noise

Electrical current consists of discrete charges moving randomly within a conductor.
The average current in a given time interval is determined by the average number of
charges crossing a surface. The instantaneous current, however, will vary around this
average value. These random variations are known as Shot Noise, and they represent
a fundamental limitation on the accuracy of any electronic circuit. Shot noise was
first described by Schottky and given its name (Schroteffekt) in 1918 in a classic paper
written in Germany at the end of World War | [1].

Shot noise is present whenever charges cross a barrier, such as adepletionregionin a
pnjunction or free-space in avacuum tube. Recombination processes also exhibit shot
noise, for example, the base current of a bipolar transistor. The statistical variations of
electron emissions, or recombinations, can be derived assuming that these processesare
governed by a Possion process [2, ch. 7], [3, ch. 16]. For alarge range of frequencies,
the noise PSD! is essentially constant with a value given by the Schottky Equation;

S(fy=ql  (A?/Hz), (7.1)

1 The term “power spectral density” (PSD) will be used even though the units will bein (A2 /Hz) or
(V2 /Hz). However, to be proper we should actually say that this is the power dissipated in a1 resistor.
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Figure 7.2 Linear network.

where ¢ is the charge on an electron, and ! is the average current. This noise power
goes to zero for frequencies much greater than 1/r;, where r; is the transit time of a
charge across the boundary. Normally, the transit frequency is quite a bit higher than
the maximum usable frequency of the device fmax. Therefore, assuming the noise
PSD to be constant, or white, for all frequencies is an accurate approximation. The
noise power in a bandwidth of B Hertz, isgiven by

(in)=4qI(2B) (A7) (7.2)

Using the white noise approximation the spectrum is no longer bandlimited, and the
noise will have infinite power. However, we always view the effect of the shot-noise
in the context of a bandlimited system so that the noise power will be finite.

In previous chapters we have dealt with the two-sided noise PSD, defined as the Fourier
transform of the autocorrelation function. However, for circuit design, we traditionally
use the one-sided PSD, defined as twice the two-sided PSD. Therefore the one-sided
PSD for shot noiseis simply

S(f) =2¢1  (A*/Hz). (7.3)

This shot-noise spectrum isillustrated in Fig. 7.3, where the rms noise current at the
output of an ideal bandpass filter with abandwidth (B = 1/T'g) isgiven by

irms = \/2¢1B = \/1(2¢/Tp). (74)

So we see that the rms noise current is the geometric mean of the dc current and the
current produced by two chargesinatime 7.

Example Shot-Noise Calculations

Wewill now perform a simple cal culation that will help provide additional insight into
the shot-noise mechanism. For a current of value /, the average number of charges NV

To remind us that this is actually not “power,” we will use the notation S(f) denoting “spectral density,” as
opposed to P(f) for “power spectral density.”
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Figure 7.3 One-sided spectral density of shot-noise and an ideal bandpass filter with a
bandwidth of B.

crossing asurfaceintime7p is
— 1
N =
4/Ts
We can represent the instantaneous current in time 7 as i(¢, -), which is a random
process equal to

(7.5)

i(t, ) =I+1,(t, ), (7.6)
where 7, (¢, -) is a zero-mean noise current. We will make use of the autocorrelation

function r, (), which can be calculated as the inverse Fourier transform of the PSD.
For shot-noise, thisis equal to an impulse function of weight ¢/;

ri(T) = ¢Id(7). (7.7)

The autocorrelation function is the expected value of two points on the same noise
sample function separated by atime r. For azero-mean wide-sense stationary process,
the autocorrelation function is defined as

ri(r) 2 Blin(t, in(t + 7, -)]. (7.8)
When the result of this expression is an impulse function, we interpret this to mean
that the noise waveform is so wiggly that any two samples, no matter how closely
spaced in time, are uncorrelated. Furthermore, the correlation of two samples taken
at the same time is infinite, or in other words, the noise process has infinite power,
as it must because the PSD is non-zero for al frequencies. In reality, the noise will
be correlated for small time separations on the order of ; (the transit time across a
shot-noise boundary) and the autocorrel ation function isalarge spike that isfinite over
asmall interval. However, approximating this spike with an impul se function of equal
areaisquite accurate, and it is often convenient for analysis as we will soon see.

To obtainameaningful resultin our noise analysis, we must always associate the white
noise with some bandlimiting process. A simple bandlimiting operation is to take a



Low-Noise Preamplifier 329

moving average of the noise over atime 7. If we do this, we obtain a new random
process defined by

i) 2 T+in(t, ) (7.9)
wherei, (t, -) isthe average of i, (¢, -) over atime Ty given by
N 1 t+Tp
ity = [ i, (7.10)
T8 J;

We would now liketo find the ratio of the rms noise current to the signal current. We
can calculate the rms noise as follows,

. 2 1 Tg E
(in)=E {in(ta )} =E —/ in(t1,-)dt; (7.118)
Ts Jo
1 Te Te
= / E Zn tl, Zn(tz, )] dtldtz (711b)
TB t1=0J¢
1 Te Te—t1
= ﬁ/ / Elin(ty, )in(ti + 7, )] dtrdr (7.11¢)
B Jt1=0J7=—1,
q[ Te Te—t1
_al / / 5(r)drdt, (7.11d)
TB t1=0Jr7=—1,
T
ql /
=y dt (7.11¢)
Té t1=0 '
= ;—I (7.11)
B

From (7.5) we find that the dc current can be expressed in terms of the average number
of charges crossing a boundary intime7'g as

=N (%) . (7.12)
Substituting this for the noise variance into (7.11) we obtain
(i2y=N (i) y (7.13)
n Ts

The rms valueisjust the square root of (i2);

rms = V NTL (7.14)
B
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The ratio of the rms noise current to the signal current from (7.12) and (7.14) is
therefore

irms 1
= —. 7.1

i (7.15)
The ratio of the noise to the signal current is just the inverse of the square root of
the expected number of charges crossing a boundary in time 7. This has appeared
before; we saw in chapter 2 that the standard deviation of the average of N independent
identically distributed random variableswas al so reduced by /. Since random noise
fluctuations add incoherently, their average approaches zero as the square-root of
the number of observations, whereas the signal adds coherently and approaches a
steady-state, non-zero average value. The noise can be reduced to an arbitrarily low
level by increasing the expected number of charges passing the boundary. This can
be accomplished either by increasing the nominal current /, or by lengthening the
averaging interval Tz. Therefore increasing the SNR requires either a higher bias
current or alower bandwidth.

Averaging functions other than the simple moving average can be easily analyzed in
the frequency domain. The general expression for the noise variance is found by the
one-sided integral

<ﬁ%:%IAwHﬂﬂwﬁF#, (7.16)

where H (j2n f) isthe Fourier transform of theimpulseresponse £(t) of alinear noise
filter. For a simple one-polefilter with a frequency response given by
1
H(2nf)| = ——i ), 7.1
[ (j2mf)] 1+ j(f/ fsaB) (7.17)

the noise-current variance is

a%:m%wA s (7.18)
w/2

(i) = 24l faan | 0 (7.19)
0]

(in) = 2q1[(7/2) f2am] , (7.20)

and the effective noise bandwidth of the filter is (7/2) fsap, or 1.57 times the 3dB
frequency.

7.1.2 Thermal Noise
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Another source of white noise in electronic circuits results from the conversion of
momentum, due to the kinetic energy of charged particles, into a potential difference
that can be seen across the terminals of aresistor. This energy conversion involves
Boltzmann's constant (¢ = 1.38054 x 10=2% J/°K), and is proportional to the
absolute temperature. The resulting electrical fluctuations are referred to as thermal
noise. This effect was also discussed by Schottky in 1918 [1]. In 1928, Johnson
was able to observe this noise in the laboratory [4]. Johnson then discussed his
results with Nyquist, who derived the expressions describing thermal noise based on
thermodynamic considerations [5]. These results follow directly from analysis of
black-body radiation [6, pp. 98-102].

Oliver summarizes the results of Nyquist and shows by the principles of statistical
mechanics and quantum mechanics that the two-sided power-spectral-density deliv-
ered, to a noiseless resistor at absolute zero, from a noisy resistor of equal value at a
temperature 7', isgiven by [7, p. 134, eq. (16)]

h
Sr(f) = ﬁ (Watts/Hz), (7.21)

where h is Planck’s constant (h = 6.624 x 1073% Js). For hf << kT (7.21) is
approximately equal to &£7°, which is independent of frequency f. To get afeeling
for the relative magnitude of the values k7" and & f, which might have more physical
significance to a circuit designer, we can normalize by the charge on an electron. The
familiar term £T'/q = Vi isthe thermal voltage, whichis equal to 25.9-mV at 300°K;
wefindthat hf/q equals 4.14-pV at 1-GHz. Writing (7.21) in normalized form gives

h kT €
Sp(f) = kT e((h ff/é )‘%(T /q)/ 3)1] = kT [—66 = 1] , (7.22)

where ¢ istheratio (hf/q)/(kT/q). Atafrequency of 100-GHz, hf/q = 0.414-mV,
¢ = 0.016, and the noise power spectral density is 0.992(k7T") at 300°K. Therefore
an error of only 1% isincurred if we assume the spectral density isflat (white noise)
al the way to 100-GHz. With this white-noise assumption, the power delivered to
the cold resistor R, from the resistor & is equal to kT'A f for al frequencies, where
Af isthe frequency interval. This situationisillustrated in Fig. 7.4, where the noise
is represented by a series voltage source. The load resistor R; is equa in value to
the source resistor R. For this case, the output voltage V4 is half of the noise source
voltage, and the power delivered in abandwidth of B Hertzis
Up,

Py = kTB = (7)2 %. (7.23)

Therefore the expected squared noise voltageis found to be

v2 = AkTRB. (7.24)
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Figure 7.4 lllustration of the thermal noise of aresistor R at atemperatureI" delivering
power to aload at temperature zero.

Since the thermal noise has a constant spectral density to very high frequencies, we
can find from (7.24) that the value of the PSD is given by

S,(f) =4kTR  (V?/Hz). (7.25)

We could also have represented the noiseas acurrent sourcein parallel withtheresistor.
The value of the noise current isthen

Up, V4kTRB
iy = — = —— 7.2
i 7 7 (7.26)
4kTB
2= 7.2
i = (7.27)
The equivalent thermal noise current spectral density is therefore given by
4kT

Example Thermal Noise Calculation To illustrateasimple thermal noise calculation
we can consider aparallel combination of aresistor and capacitor asshowninFig. 7.5
The transfer function is that of a one-pole lowpass filter with a noise bandwidth as
foundin (7.18) tobe (7/2) fs4p. Therefore the expected voltage squared is

(v2) = 4kTR [g (ﬁ)] (7.29)
(vp) = %T (7.30)

This result is independent of the resistance value, because as R isincreased the noise
magnitude increases, but the bandwidth decreases, keeping the noise power constant.
Since al physical capacitors will have a low shunt conductance, this noise will be
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Figure7.5 A capacitorin parallel with anoisy resistor shown modelled as a voltage noise
source and a noiseless resistor.

associated with any capacitor and isknown as k7'/C' (kT over C') noise. If we again
normalize by ¢ we can get a better feel for the order of magnitude of this noise. The
noise variance can be written as

(v2) = %T = [%T] % (7.31)

We can define a voltage Vi 2 q/C as the voltage required to place a single charge
of value ¢ on the capacitor C'. The rms noise voltage across the capacitor is therefore
given by the geometric mean of V> and the thermal voltage V7.

urms = V' VrVe. (7.32)

For a specific example, at 300°K the thermal voltage is 25.9-mV, or putting thisin
terms of decibels with a millivolt reference V/p=28.27-dBmV. For a 1-pF capacitor,
Ve=0.16-uV or -75.92-dBmV. The rms noise in dBmV is just the average of the
voltages Ve and Vp in dBmV; vrms = 1/2(28.27 — 75.92) = —23.82-dBmV or
64.4-;:V. The noiseis reduced by 10-dB/decade as C' increases.

7.1.3 Frequency Dependant Noise Sources

Shot noise and thermal noise are present in al circuits. These are both white noise
sources with a constant spectral density extending to frequencies well beyond the
useful operating frequency of the devices used. Shot noise is fundamenta to the
charge transport process and occurs because charges are carried in discrete packets.
Shot-noise is therefore the ultimate limiting factor on the accuracy of any electronic
circuit. Thermal noise, however, can be reduced to arbitrarily low levels by reducing
the ambient temperature, but thisisnearly alwaystoo expensive for practical solutions
and is reserved for only the most critical applications.?

2 Progress in superconductorshas lead to the development of lower cost and lighter weight closed-cycle
refrigerators, which might find their way into a wider range of applications in the future — low-noise
amplification is certainly one such application.
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In addition to the unavoidable white noise sources, there are al so noises due to imper-
fections in the materials that trap and release charges at random intervals. This type
of noise has a frequency dependent spectrum with most of its energy concentrated at
low frequencies. One such frequency-dependent noiseis called (1/f) noise because the
shape of its PSD variesinversely with frequency. Thisisaso known as flicker noise
because of the effect it has on visual displays.

Flicker noise is dependent upon the choice of materials, the processing purity, and the
concentration of defects. InaFET device, current is carried near the semiconductor’s
surface, and theflicker noiseisconsiderably higher thanitisin abipolar device because
the concentration of defects at the surface is higher than in the bulk semiconductor.

Flicker noise istypically characterized by the corner frequency. Thisisthe frequency
where the flicker noiseis equal to the white noise in the device. For HBTs this corner
frequency is in the kilohertz range. Since we are concerned with broadband receivers
with effective bandwidths of 10-GHz, the contribution of the flicker noise at low

frequencies as compared to the broadband white noise is negligible. Therefore, in the
analysis to follow, we will ignore flicker noise and other low frequency noise sources
such as burst-noise or popcorn-noise. Ignoring low-frequency noise is justifiable in

amplifiersfor the reasons just discussed. However, we must keep in mind that in other
circuits with which we will be dealing, such as oscillators and mixers, low-frequency

noise is converted to high-frequency noise and can therefore not be ignored.

7.2 RELATIONSHIP BETWEEN NOISE AND RECEIVER
SENSITIVITY

Our task is to design a fiber-optic receiver that has the highest sensitivity possible.
In other words we want the receiver to be able to function at very low optical input
power levels. The higher the receiver’s sensitivity, the farther away receivers can be
physically spaced and still maintain an acceptable level of performance (bit-error-rate
< 1079). We saw in chapter 3 that the energy in a photon of wavelength ) is given by

he
Ta
where h is Plank’s constant and ¢ is the speed of light. The numerical value of the
photon energy is

(7.33)

eph =

198.6 x 10~ '2(nJ - gm
epn = N (nJ - pm) (7.34)

The optical power is obtained by dividingthe energy by the time interval,
_ fph.
Pon = (7.35)
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Figure 7.6 Current output from a photodetector.

and for a bit-period of 100-ps, the optical power is

1.986(nW -
Pph = —(HA pun) (7.36)

We also saw in chapter 3 that the signal to noise ratio (SNR) of the sample statistics
required to meet the performance objective was
Psi
SNR > —2& —§2. (7.37)

noise

The current produced by the photodetector in the bit-interval 7'z can be determined
from the average number of photons-per-bitincident on thedetector 2. If we definethe
guantum efficiency » as theratio of the number of photonsthat generate el ectron-hole
pairs to the number of photons arriving at the receiver, then the output current of the
photodiode for a one symbol is expressed as

~_ g
ig — TB’

I (7.38)
where m; = 2m. The average signal current is half of this value because the light is
a unipolar source. The output current of a photodetector isillustrated in Fig. 7.6; the
average current isjust

Iy = @

Tp

This average current establishes the reference from which the signal is compared to
the noise. To achieve the desired performance, the difference between the signal and
its average level must be greater than Qsng multiplied by the rms current;

(7.39)

Zjﬂ > (QsNR)Trms, (7.40)
B



336 CHAPTER 7

where Qsnr depends upon the noise filter used and the performance criteria. For a
bit-error-rate (BER) of 10~?, Qsnr isisapproximately 6, whichisjust the square root
of the SNR.

The average optical power for an equal number of ones and zeros is given by

P =L o+ £ ;H , (7.41)
whichissimply half of the on power; therefore
Py = (%) ;;fB - Zf; : (7.42)
Substituting the average power for 7 into (7.40) we obtain
0P () 2 @i (.49

(7.43) gives us an expression for the minimum average optical power in terms of the
equivalent input rms noise current, the SNR (Qsnr), the quantum efficiency of the
photodetector, and physical constants. Substituting numerical values for the physical
constants we obtain

Py, = 1.242 (“Wﬂxm) [(Qsﬁ)im] : (7.44)

For the case of Qsnr=6, A = 1.3um, n = 0.5, and ¢,,ns = 1pA, the average optical
power is 11.46 pW or -19.4 dBm. We can represent this as a power penalty over
the quantum limit, which from table 3.3 is seen to be -48.1 dBm. Therefore, the
increased power above the quantum limit needed for thisreceiver is 28.7 dB. We will
now analyze the noise performance of a transresistance preamplifier to find the rms
current noise, which is a function of the bit-rate and circuit parameters. Then from
(7.44) we will be able to determine the minimum optical power needed to meet our
performance objective.

7.3 CALCULATIONSOF NOISE IN LINEAR CIRCUITS

In the analysis of noise in circuits we will assume that the noise is a wide-sense
stationary random process. Thisturnsout to be avalid assumption in most cases. Any
changes in the noise statistics are usually related to temperature or aging, which vary
much more slowly than the signal, so the noise can be considered stationary within
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Figure7.7 Arbitrary linear network to illustrate noise analysis.

the observation interval of interest. We will also assume that all sources of noise are
mutually uncorrelated. Thistoo isa valid assumption and is due to the huge number
of charges moving within a circuit. We wouldn’t expect the thermal movement of
changesin oneresistor to be synchronized with the random shot emissions of electrons
crossing a depletion region in another part of the circuit. Although these events are
related by physical laws, the mechanisms governing their random fluctuations are, at
least statistically speaking, independent. With these two assumptions; namely,

= thenoiseiswide-sense stationary,

= al noise sources are mutually uncorrelated,

we can analyze the noise behavior of circuits quite easily. Consider the linear network
shown in Fig. 7.7. The network shows M noise voltages and /A noise currents. From
the theory of random processes, we know that if there were only one noise source (for
example v,,,) the noise spectral density at the output would be

Soutu, (F) = Su, (f) [Ho, (527 )|, (7.45)

where S,, (f) isthe spectral density of the noisesource, and H,, (j2x f) isthe transfer
function of the network from v,,, to the output. Since we have assumed al noise
sources are independent, we can find the spectral density at the output by summing
each of the individual noise contributions. Therefore, at the output

Sout ( ZS ) |Hy, (727 f)] +ZSM )|Ri, (527 F)|*.  (7.46)

k=1
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The noise power at the output is found by integrating S,..: (f) over all frequencies;

. 0o
O'n—/o Sout (f)df. (7.47)

If we substitute (7.46) for S,.:(f), we realize that the total noise variance can be

written as
M K
P Z Uzm + Z O'Z»Zk. (7.48)
m=1 k=1

In other words, the output noise power isthe sum of theindividual power contributions
from each noise source, and the rms noise is the square root of the sum of the powers.
Therefore, if we have a noise source producing a power of unit value, the rms noise
will also be unity. If we have two identical independent noise sources, the power will

double, and the rms noise will be equal to /2.

Often circuit designers are more interested in the rms noise than the noise power, and
it iscommon to see the noise spectral density expressed as the square root of the PSD.
For example, a current noise of (16 x 10724A? /Hz) is expressed as (4pA/v/Hz)>.
Therefore, to find the rms noise we take the square root of the bandwidth and multiply
by the square root of the PSD. For a bandwidth of 10 GHz the rms noiseis

irms = (4pA/vHz)V10GHz = 0.4pA. (7.49)

Since the output noise is a function of the gain of the circuit, it is aso common to

express the total output noise as an equivalent noise source at the input. Thisis an
analytical convenience because we are not necessarily interested in the actual value
of the noise, but rather the signal-to-noise ratio (SNR). A large noise at the output
is not a problem when the signal is also large. Expressing the total output noise as
an equivalent input noise is useful for directly comparing the noise contributions of

incoming signals. As an example, we can consider the previous circuit that produced
an equivalent input current noise PSD of (4pA/+/Hz)? in a bandwidth of 10 GHz,

which corresponded to an rms noise of 0.4 pA. If an SNR of 62 is required, then the
input rms signal must be 6 times larger than the input noise, or at least 2.4 pA.

A Simple Example: One Transistor Amplifier

Wewill now demonstrate how noise can be calculated inasimple example, and we will
get afeel for therelative magnitudes of the different types of noise. A simpletransistor
amplifier isshown in Fig. 7.8. The small signal equivalent circuit is shown with all of
the white noise sources. We will now calcul ate the noise power at the collector dueto
each of the noise sources.
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Figure7.8 Circuit diagram and small signal model of a one transistor amplifier showing
the white noise sources.

The thermal noise due to the load resistor Ry adds directly to the collector voltage.
Therefore, the gainis unity, and the spectral density is given by

Se, (f) = 4kTRL(1)* = 4kTRy. (7.50)
The collector voltage due to the shot-noise in the collector .. is simply
ve = Rpie.. (7.51)
The spectral density of the noise at the collector isthen
Se.. (F) = 2qI.(RL)?, (7.52)

where I, isthe bias current in the collector. The gain from the input voltage sourceis
the same as the gain from the thermal noises due to the source and base resistances,
and is given by

Tr
A=— " 4. Ri,
et Botry "
A= Pyﬂ'ngLa (754)
where,
= 7.56
T Y Re + 1y (7.56)

Therefore, the spectral density of the noise at the output due to the thermal noise of R,
and i) is

Se k. (f) = kTR, A?, (7.58)
Se vy (f) = 4kTry A2, (7.59)

Finally, the bias current shot noise produces a collector voltage of magnitude

ve = i[(Rs + 7p) || Px]gm RL- (7.61)
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The average base current is just the collector bias current divided by the current gain
3. Therefore, the spectral density at the collector is given by

Se iy (f) = 24(1e/B) lgm RL]* [(Rs + 1) || 2] (7.63)
The total spectral density at the collector can be written as follows
(gm RL)*[(Rs + 1) [ ra]?
g

We can now express this noise as an equivalent voltage source at the input. The gain
from the collector to the input is (1/A4). Therefore, we need to divide S, (f) by the
square of the voltage gain to obtain the spectral density at the input,

Se(f) = 4kT [A*(Ry + 1) + Re] +2q1c | R +

(7.65)

Sin(f) = Se(f)/A*. (7.67)
Hence,
Sin(f) = AkT [Rs T %] + ngc [Ri + (ngL)Z[(R;JF rs) r”]z] (7.69)

For the case of alow impedance source (R; + 1, < r#), ¥ 1S approximately unity,
and the voltage gainissimply ¢.,, Rz . Therefore, the input spectral density reduces to
1 (Rs + Tb)2:|

1
S (f)—4kT|:Rs+7°b+gm—A:|+2(]Ic [E-i- 3

thermal noise shot noise

(7.71)

To compare the relative contribution of the shot noise and thermal noise terms, we
multiply and divide the shot noise by £7". Remembering that the thermal voltage V1
isgiven by

kT

Vp = — (25.86mV @ 300°K), (7.73)
q

we can write the noise spectral density as

S; (f) = 4kT |:Rs—|-7“b+L:| —|—4]<7T<

I 1 (Rs+mp)?
gmA

— (7.7
2Vr ) L9z g ] (7.75)
Recalling that the transconductance of a bipolar device is given by I./Vy, we finally
obtain the desired expression for the spectral density of the equivalent input noise
voltage for the circuit of Fig 7.8, which isvalid for low and medium frequencies;

1 Im (Rs + rb)2:|

1
Si (f):4kT[Rs+rb+—+—+

7.7
ImA 29m 20 ( 7)
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For atransistor with the parameters given in table 7.1, we obtain the foll owing numer-
ical values for the input referred noise spectral density

I. = 1mA
B= 100
Rp = 26KQ
ry = 5092
R, = 50Q
A= 100
gm = 1/26Q

Table7.1 Parametersfor onetransistor amplifier.

Sin(f) = 4kT[50Q + Thermal noise due to R,
502 + Thermal noise due to ry,
0.26Q + Thermal noise due to Ry, (7.79)
13Q + Shot noise due to I,
1.92Q] Shot noise due to .

The noise can aso be expressed as an equivalent resistance,
Sin(f) = 4kTR., = 4kT(115Q). (7.81)

For this example the equivalent noise resistance is 115€2. Looking at the numerical
contributionswe see that the noise due to the base current is smaller than the collector
current shot noise. This could be reversed, however, if the source resistance were
increased or if the current gain 5 were reduced. Also notice that the noise due to the
resistive load is negligible. This would not be the case if an active load were used.
Thus, we usually find resistive loads at the front-end of alow-noise amplifier.

Now we will evaluate the rms noise voltage to get a feel for typical magnitudes. It is
useful to remember that

4kT(12) = (0.129nV //Hz)?. (7.83)
Therefore, for an equivalent noise resistance of 115£2, the spectral density is given by
Sin(f) = (1.39nV/v/Hz)?, (7.85)

For an ideal lowpass filter of bandwidth A f, the variance of the input-referred noise
voltageis simply

(v2) = Sin(f)AS. (7.87)



342 CHAPTER 7

Therms noiseisjust its squareroot, and it is given by

Urms = 1.39nV/Af. (7.89)

The equivaent noise voltages for various bandwidths are given in table 7.2; the rms
noise increases with the bandwidth at a rate of 10-dB/decade.

vrms Af
139nV | 10kHz
4.40pV | 10MHz
139V | 10 GHz

Table7.2 Equivalent input voltage noise for various bandwidths.

Thissimple example serves toillustrate the concepts used in noise analysis. However,
we have ignored parasitics that will alter the contribution of the noise at various
frequencies. We will find, in the analysis of a preamplifier for a fiber optic receiver
to follow, that the input capacitance is a crucial parameter. The reason is that the
capacitance reduces the gain of the signal but has no effect on the collector current
shot noise, thus reducing the SNR — the input-referred noise spectral density will,
therefore, increase with frequency.

7.4 TRANSRESISTANCE PREAMPLIFIER NOISE ANALYSIS

The noise analyses of preamplifiersfor fiber-optic receivers have appeared throughout
the literature. Personick was the first to provide a detailed characterization of the
noise of preamplifiers with high impedance sources [8, 9, 10]. In recent years papers
by Muoi [11], Brian and Lee [12], and Kasper and Campbell [13] have reviewed the
state of the art in fiber-optic receiver design and outlined the results of detailed noise
analysis. All givesimilar resultstothoseobtained by Personick withvariousdifferences
depending on the optimization criteriaused. Textbooks on the subject [14, 15, 16, 17]

usually have a chapter devoted to receiver design, and they also give the fundamental

results.

Inthischapter, our goal isto present the noise analysis of atransresistance preamplifier
and use the resultsto optimize the performance of an InP circuit. Althoughthe general
noise analysis has appeared elsewhere, we will consider it once again and point out
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some subtletiesthat have not been mentioned in the literature. The analysis to follow
is meant to be tutoria in nature, and it stresses a physical understanding of the noise
mechanisms. Asidefrom presenting the expressionsfor thenoise, wewill show how the
results were derived and al so explain the trade-offs made between noise performance,
bandwidth, and stability.

We will first state some results, explain the physical meaning of the terms, and present
simulation results that are in agreement with the expressions given. The following

table defines all of the terms used in the forthcoming analysis:

detector capacitance

stray capacitance
detector-plus-stray capacitance
total bipolar capacitance
parasitic capacitance, bipolar

total FET capacitance

excess hoise factor, FET
bipolar current gain
bipolar base resistance
datarate

maximum bipolar f;

normalized integration constant
normalized integration constant
integration constant ratio

first-stage voltage gain
open-loop voltage gain

Cy

Cs

Cds = Cd + Cs
Crp=Caq+Cr+C,
Cﬁ = Clys +ge+cu

Crrp = Cys + Cgss + Cgs + ng

T
g
Ty
Jo
fF = 1/27TTF

Is
I3

A = ngc
A=AA

base resistance equivalent frequency  f,, = 1/27C 57

7.4.1 General Considerationsand Interpretations

In this section we will present the noise analysis of a transresistance preamplifier and
discuss the physical interpretation of the results. In sectionsto follow we will go into
considerably more detail, but it is necessary that the reader grasps the fundamental
problems before proceeding to more complicated issues.
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Small-Signal
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Figure7.9 A PIN photodetector.

In some of the early fiber-optic receivers, data-rates were low enough (100 Mb/s),
compared to the bandwidth of transistors, such that optimization of noise performance
concentrated on effects that were dominant at low and intermediate frequencies. Re-
sults of these optimizations led to rules-of-thumb that were used in the design of
preamplifiers. However, when the data-rates approach the transistor’s limitations,
high-frequency effects take over, and the conditions under which the noise is mini-
mized changes. In the first-order analysis to follow we will determine the dominant
noise sources at low and intermediate frequencies. We present this primarily for his-
torical reasons so that the reader can better understand some of the early literature on
the subject. Later we will broaden the bandwidth and see how the noise changes as
the data-rate approaches fmax.

The photodetector isareversed-biased diode asshowninshowninFig. 7.9. The small-
signal model consists of the photo-generated current ¢ ; and the detector capacitance C.
The natural feedback configuration for thisinput source is a transresistance amplifier
(current in — voltage out). A current amplifier could work, provided that its noise
is low enough; however, we will show that a common-base current-buffer actually
has more noise than a common-emitter configuration, because it has no current gain
in the first stage; therefore noise contributions from following stages will be large in
comparison to the signal.

Wewill consider the generic transresi stance configuration showninFig. 7.10. Thermal
noise dueto thefeedback resistor isrepresented by ashunt current source with aspectral
density of 4k7T'/Rp. (The gain stage is considered noiseless for the time being, and
the output impedance is assumed to be zero.) The transfer function istherefore given
by

-V, Rp/[1 + €(s)]

ia+ire |4 {1-7—(:()5)} sCinRp

Rp(s) = (7.91)

For low By we can assume that the overall amplifier speed is dominated by the time
constant dueto C;,, and Rg. The gain stage is broadband in comparison, and the loss
inthe passband issimply ¢(s) ~ e; = 1/ Ay, or theinverse of the dc gain. Asaresult,
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T

Figure 7.10 A transresistance amplifier figure.

the closed-loop transresistance is

T 1+ s[eeCinRr]’

whichisafirst-order system with adominant poledueto thetime-constant (¢ C;, Rr ).
From this expression we can find thefirst fundamental trade-off in the transimpedance
configuration— low-noiseoperation vs. high-speed performance. The 3-dB frequency
for the amplifier is

Rr(s) (7.92)

1 Ao

QFEOCZ'HRF - 27TCmRF ’

whichis proportional to the open-loop voltage gain. The capacitance C';,, isprimarily
dominated by the detector capacitance C; and is typicaly quite large (~ 0.5 pF).
The reason for a large Cy; is due to the numerical aperture of the optics — namely,
the inability to focus the light on asmall area. As a result, the surface-area of the
photodetector islarge (adiode area of 50 ;sm x 50 pm istypical) which leadsto a high
capacitance. The bandwidth is fixed by the datarate. The gain Ay, however, isunder
the designer’s control but will have a practical limit (40-60 dB). We will see |ater on,
at high frequencies, that assuming a constant gain is no longer valid, and that the dc
gain will actually need to be quite a bit lower (~ 10) to meet stability requirements.
For the case of low data rates, Rr determines the bandwidth; therefore, to meet the
speed requirement there will be an upper limit on the feedback resistor R given by

< Ho
2 9 faanCin

J3aB = (7.93)

R (7.94)
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which is the first half of the noise-bandwidth trade-off. The second half arises from
the noise current of the feedback resistor. Theinput referred noise spectral density due

to Rp is
_AkT

SiRF (f) - R— (795)
F
Asafirst-order approximation, the rms noise current dueto Ry referred totheinputis
4kT
(i2) = kT foap (7.96)
Rp
If amaximum valueis set such that (i) < 42, , we obtain the lower limit
4kT
Rp > % (7.97)
Zm

The maximum bandwidth occurswhen the upper and lower limitsareidentical. Putting

these limitstogether,
4kT f34p Ao

— R —_—
j s s 27 f3aCin’
the maximum operating frequency for agiven noise level isjust

Ay 2
=/ _m_ 7.
/ 27Cp, AT (7.99)

For an input capacitance of 1 pF, the maximum 3-dB bandwidth at 300°K is
fm = [3.09(GHz/pA)]érms v/ Ao. (7.100)

(7.98)

Typicaly one is forced to make the bandwidth high at the expense of the noise. In
this case, the noise resistance is chosen to be as large as possible and still meet the
bandwidth requirements. Therefore, the feedback resistor is chosen to be

Ao
Rp= ————— 7.101
B 0 faanCin ( )
or for a 1 pF capacitor,
A
Rp = [159(Q - GHz)]——. (7.102)

3dB
The resulting noise for this feedback resistanceis

2 in
Irms = deB 4kT - i, (7103)
V Ap

and, for an input capacitance of 1 pF at 300°K, the rms noise current is

_ Jaam

Z.rms —
VAo

(0.323A /GTHz). (7.104)
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Summary of First-Order Analysis

The main pointsto remember in thisfirst-order analysis are that:

= Noise power due to Ry increases as the square of the bandwidth — rms noise
increases linearly with the bandwidth.

= Noise and bandwidth limitations are caused by the high values of capacitance of
the photodetectors.

= |ncreasing dc gain (which reduces the voltage swing at the input node and hence
the effective capacitance C;,, / Ao) reduces the noiseby allowingalarger feedback
resistor to be used.

This discussion has outlined some of the basic concepts in the design of low-noise
transresistance amplifiers for low or intermediate frequencies. However, the analysis
does not hold for high-speed circuits because

= The assumption that the amplifier is wide-band in comparison to the dominant
poleisviolated.

= The assumption that the noise is predominantly due to the feedback resistor is
violated.

In the following section, the noise contribution from al of the internal noise sources
withintheamplifier will be derived. It will be shown that, at low frequencies, thenoise
is dominated by the feedback resistor’s thermal noise and the shot-noise of the BJT's
base current. However, we will find that other terms (collector-current shot noise and
base-resistance thermal noise) will dominate at higher frequencies.

7.4.2 Detailed Analysisof a Transresistance Preamplifier

Performing a complete small-signal noise analysis can get complicated — even for
very simple circuits. The analysis can be simplified by realizing that many of the
noise sources in the circuit will have little or no effect on the overall noise, so these
sources can be ignored from the start. In this section we will proceed with the noise
analysis one step at atime, making approximationsas we go aong; then wewill check
the final analytical result against simulations as further justification for making these
approximations.
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Optical Input ™~ A

Figure7.11 Block diagram of atransresistance preamp with a reverse-biased diode pho-
todetector.

Transresistance Calculation

We begin by finding the most important parameter of the amplifier, the transresistance.
A schematic of atypical transresistance preamplifier using a common-emitter front-
end is shown in Fig. 7.11. The analysis of feedback amplifiers is greatly simplified
using Bode's Asymptotic Gain Formula and Blackman’s Impedance Formula, which
dispenses with the Shunt-Shunt, Series-Shunt nonsense.® Rosenstark [18] gives avery
clear and concise explanation of the derivation and application of these formulas. It
can be shown [18, p.16] that the transresistance of a feedback amplifier can be written
intheform

Rr = Ro. [ L(S)S)] + Ry [#] , (7.105)

14+ L( 14+ L(s)

whereL (s) istheloopgainor return-ratio,* R, isthetransconductance of theamplifier
when the loop gain approaches infinity, and Ry is the transconductance when L(s)
approaches zero; R, represents forward signal transmission through the feedback path
— aterm that is usually not accounted for in the simplified block-diagram formulation
of feedback circuits.

Theloop gain L(s) can easily be calculated for the small-signal model of Fig. 7.12 by
replacing the controlled source v with a voltage of value v; and finding the returned

3 Attempts to explain feedback in circuits, which have bidirectional signal propagation, in terms of
unidirectional block diagrams are often inadeguate.

4There may be more than one loop in an amplifier. Furthermore the loop gain can be different for
different loops when local feedback is present. However, aslong as R ,, Ro, and L(s) areall calculated
with respect to the same loop, the overall result R+ will be unique, and can be obtained regardless of the
loop one choosesto consider.
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Figure7.12 Small-signal model of atransresistanceamplifier for the purpose of calculating
theloop gain and overall transresistance.

voltage v, where ¢(s)v is the voltage across the control impedance z; and ¢(s) is the
loss of theamplifierse(s) = 1/A(s). Thereturn-ratioisthen givenby L(s) = —vy /v.
It can be seen by inspection that

Z4 Ry )
— = ; 7.106
(s} leL | Zo + Rr+ 71 (RL-I-Zz ( )

multiplyingboth sidesby A(s), and dividing by v, we obtain the following expression
for the loop gain:
v A(s) 71 ( Ry )
L(s)=——= : 7.107
(5) v1i Rp||Z24+Rr+ 71 \RL + 72 ( )

If theimpedance 7; islarge compared to thefeedback resistor Ry, andif theimpedance
7 i1s small compared to the load Ry, we see that the loop gain Z(s) reduces to the
forward gain of the amplifier A(s) as expected.

To find the overall transconductance we'll consider the asymptotic limits of Ry as
L(s) goes from infinity to zero. For infinite loop gain (I — o¢), the voltage across
the control impedance 7 is zero; therefore, no current can enter 7; and all the input
current must pass through R, which has one node anchored to zero voltsvia 7, . The
output voltageis, therefore, v, = — Rpiin, and R, = —Rp.

In the other extreme, when the loop-gainisequal to zero (I — 0), theload impedance
will consist of Ry, || Z», and v, can be determined by a simple current division ratio.
Z4

7.108
71+ Rrp+ R || Z2 ( )

RQIRL ||Z2
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The transresistance of the amplifier for an arbitrary value of the loop-gain is smply
given by

1
U TR U
where L is given by (7.107) and Ry is given by (7.108).

Rr=-R +R (7.109)

Output Impedance

The output impedance can be found easily using Blackman’s I mpedance Formula:

o 1 + Lsc
Zout = Zoutm, (7110)

where L. istheloop-gain L calculated when the output port is short-circuited, L ,. is
the loop-gain when the output port is open-circuited, and 2 g + isthe impedance at the
output port when theloop gainis equal to zero. We can easily see that short-circuiting
the output port will null the loop-gain, therefore, ;. = 0; open-circuiting the output
port doesn’t change the original circuit, therefore, L,. = L. Z§ ;; can be found easily
by inspection as a parallel combination

Zout = (R || Z2) || [Rr + Z1] (7.112)

Hence the output impedance of the amplifier with feedback isjust

(Rp || Z2) || [RF + Z4]
= 7.112
Zout 1+ L ( )

Typically Zg ;+ will be dominated by Z» which will be the impedance looking into the
emitter or the source of atransistor (1/g,, a low frequencies), which will be a lower
impedance than either Ry or Rr. Thisimpedance is further reduced by the negative
feedback, so for the usable bandwidth of the amplifier, the condition Ry >> Zgyt
will generally hold true.

Noise due to the Feedback Resistor and Load Resistor

We will now consider the noise due to theresistors Ry and Ry. A small-signal model
of the transresistance amplifier with the noise sources included is shown in Fig. 7.13
The output voltage can be found as a superposition of each current source acting
individualy.

Vo = tin By +ip Ry — iFZOUt + iLZOUt (7113)
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Figure 7.13 Small-signal model of a transresistance preamplifier showing the thermal-
noise current sourcesdueto Ry and R,.

The noise sources can be represented as currents in parallel with the input source,
provided that they produce the same noise level at the output as the origina sources.
Therefore the equiva ent noise source dueto i acting at the input has avalue

Ry — 7
inp = ip— 20U g gt/ Ry (7.114)

Rr

ZO
g o ip |14 29Ut 7.115
inp = ip |1+ 79 (7115

The input-referred current due to thermal noisein theload resistor isjust
7
ing = iLRL;t (7.116)
: - Zout

nl ™~ —lp —— 7.117
i & —iL g (7.117)

We can define a parameter ¢ to be the ratio of the output impedance to the transresis-

tance,

2 Zout  “out (7.118)
Ry LRp

The equivalent spectral densities of the thermal noise sources at the input due to Ry

and Ry aresimply

Sup = KT 4 g2 (7.119)
Rp
4kT 4kT | R
= AT e ART R g 7.120
Su1= 0 = S | 1] (7.120)
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The combined spectral density of thethermal noisedueto Ry and Ry, isthen given by

4kT
SnFL = 5~ [1+25+6*(1+ Rr/RL)]. (7.121)
F

Atlow andintermediatefrequenciesd ~ 1/L(g, Rr) << 1,whereg,, isthetranscon-
ductance of the output transistor. Therefore, we usually ignore noise dueto Ry, and
approximate the spectral density of noisedueto Rp asjust 4T/ Rp.

Noise due to the Second Gain Stage

We can consider the noise due to the second gain stage in a similar manner. Consider
againFig. 7.13 and | et thenoise current source, represent thetota noise of the second
stage amplifier referred to itsinput. If thisnoise has a spectral density of S»(f), then
the equivalent spectral density at the input of thefirst stage issimply

0 2 2

S02(f) = 200" = 5a(0) [ 78] = sy | 3] (7122)
Since the second stage amplifier will be realized using transistors and bias-current-
levels similar to thefirst stage, the equivalent noise currents a the input of each stage
will be of the same order of magnitude. Therefore, when the second stage noise is
referred again to theinput of thefirst stageit will be reduced by the factor 62 and will
be insignificant compared to noise generated in the first stage, provided that 62 << 1.
Sincethesigna isamplified by the first stage, the second stage can have alarger noise
than the first and thiswill still not degrade the overall SNR. Thisis true provided that
irms2/trms1 << L(gm Rr). Thisalowsthe noiserequirementsof the second stageto
be relaxed, but it can not be relaxed to the extent that the second-stage noise becomes
significant.

One potentia problemin the above anaysisis that the output impedance Zqt affects
the magnitude of the input-referred noise current of the second stage amplifier. To
remove thisdependence, we can represent the noisefrom the second stage as avoltage.
The noise current can be expressed in terms of thisnoisevoltageasaNorton equival ent;

iz = Uz/Zout. (7123)
Therefore, a current of value
A
iny = —2 [L“t] -2 (7.124)
Zout RT RT

will produce the same output as the voltage v-, and the spectral density of the noise at
theinput isdivided by Rp?;

Sniz(f) = Sv2/|Rr|? (7.125)
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Figure 7.14 Block diagram of a two stage amplifier with negative feedback and two
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Figure7.15 Block diagram of atwo stage amplifier with negativefeedback and two noise

sources, where the second noise source has been referred to the input.

A 4

F 3

Therefore the equival ent noise spectral density is obtained by dividing by the squared
magnitude of the gain.

In general, to refer anoise spectral density to theinput of a circuit we must divide by
the square of the gain from the input to the noise source. Thiscan beillustrated simply
in block-diagram form in the feedback circuit of Fig. 7.14. If the noise signal n, is
moved to the left of thefirst gain stage A, , as shownin Fig. 7.15, it will experience an
extragain of A;. Therefore, the equivalent noise acting at theinputisjust n»/A;, and
the spectral density isreduced by the square of A, such that.

Sna(f) = Sa(f)/ A1 (7.126)

Technique for Determining Equivalent Noise Sources

Inared circuit, referring noise sourcesto theinput becomes more complicated than just
dividingby thesquareof thegain. Thesignal propagationisbidirectional; furthermore,
the effect of theload impedance must be taken into account. Despite their limitations,
the block diagrams of Figs. 7.14 and 7.15 can be used as a guide for a more genera
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Figure 7.16 Small-signal model of a two-stage transresistance preamplifier; the output
impedanceis equal to zero and the second stagegainis Az = 1/¢z.

analysistechnique. The gain from n; tothe output y in Fig. 7.14 is given by

AN Y A1A2
H=—=——- 7.127
! n 1 + AlAzB ’ ( )
whereas the gain from the second noise sourceis
A
22 2 (7.128)

e 1+ A A.B’

The magnitude squared of theratio of these gainsgives thefactor by which the spectral
density of the second noise signa will be reduced when referred to the input. This
ratio isobviously 1/4,, however, we will writeit explicitly as

H2 A2 1 + AlAzB

= = ) 7.129
H1 A1A2 1—|—A1AQB ( )

Notice that H./H; isjust the ratio of the numerators, or the feedforward paths, of
each signal. The denominator of the two transfer function are identical. Therefore,
any changes in the feedback parameter B, which alters the natural frequencies of the
amplifier will not effect the equival ent noise source.

Matrix Formulation The above technique will now be illustrated for the transresis-
tance preamplifier shown in Fig. 7.16. For thiscircuit we can write node equations at
the base and collector to obtain

GF + 9rn + SCTA’ + SCds _GF v _ Zln (7 130)
Im €2Gc Vo - _ic '

If wewereto use afirst-order approach we could dividei. by thecurrent-gain 3 torefer
this noise current to the base side. However, the current gain is frequency dependent
and is atered by the presence of feedback. Therefore we will have to consider the
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individua gainsfrom ¢;,, and ¢. to the output and find the ratio of these gains. Using
Kramer's Rule we can find the transresi stance.
VAN P _gm
Rp=—=— 7.131
= N ( )
where A is the determinant of the admittance matrix in (7.130). We can likewisefind
the gain from the noise source . to the ouput;.

a v,  —[Gr4gr+sCrp]
ic A ’
where Crp = C + Cy, inthiscase. An equivaent noise source can be placed at

the input provided that it produces the same level of noise at the output, such that the
following conditionis satisfied,

=
~
I
|
|

(7.132)

m ? Gp + gn + 5C
Snel) ‘% | = Sc(f)‘ e Al N (7.139)
Therefore,
Snc(f) — Sc(f) [(GF +g7r)2g—|2_ (QFfCTB)z] ’ (7.1343)

and after substituting S (f) = 2¢/. and g = g, /5, weobtain

1 1\’ QﬂfCTB)z
- 4 AL 7.134b
(ngF + ﬁ) * ( Im ( )

We can see that when R — oo (no feedback) and C'rp — 0 (no frequency depen-
dence) theresult reducesto
_ 2q1.

Snc(f) - 62

which isthe same result we would have obtained with afirst-order analysis.

Snc(f) = 2ql.

(first-order), (7.135)

We can compare the result obtained in (7.134) with the shot-noise contribution of the
base current, which has a spectra density of theform

2q1.
5
Under normal circumstances, 3 >> 1 and g, Bp >> 1, wewill find that S, (f) >>

Sne(f) @ low frequencies. Therefore, we can neglect the constant termin (7.134) and
the input-referred collector current shot-noise has a spectral density given by

27 fCrp ) 2

Snb(f) = 2qu =

(7.136)

(7.137)
gm

Sue(f) = 21 (

Therefore, the effective noise due to 7. will increase with freguency.
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Figure7.17 Small-signal model of atwo-stagetransresistancepreamplifier with an emitter
degeneration resistor; the output impedance is equal to zero and the second stage gain is
A2 =1 / €.

Effect of Emitter Resistance on Noise Performance

Most circuit designers are avare that emitter degeneration resistors produce local
feedback and can alter the gain and natural frequencies of the amplifier considerably.
We therefore need to determine whether or not the presence of an emitter resistor .
will ater the noise performance of the amplifier. There are two primary questionsthat
we need to consider:

1. How doesthe presence of an emitter resistor alter the performance of other noise
sources in the circuit?

2. How does thetherma noise, generated by the emitter resistor . itself, affect the
overall amplifier noise.

We can answer both of these questions by performing an anaysis similar to that of the
previous section for the circuit shownin Fig. 7.17.

Effect of Emitter Resistor on Other Noise Sources We will find in the analysis to
follow that emitter resistors as large as 5052 will have little effect on the contribution
of other noise sourcesto the total noise, the reason being that the emitter degeneration
resistor affects the gains Ry and Ry. equaly, so that their ratio is unchanged. To
show thiswe can write node-equationsfor the circuit of Fig. 7.17 as done previously.
However, it is more convenient in this case to write cut-set equationsin terms of the
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variables v, v,, and v.. The equations are given below,

Gp+gn+5C; +5Cys —Grp Gp+ 50y v iin
Im ISER 0 v, | = | —i. | . (7.138)
_(gﬂ' + 5077) e2G. ge Ve le

Thethird row of thematrix is obtained by writing KCL equationsat the emitter, where
we redlize that the current leaving the Gaussian surface must be equal to the current
entering, whichisi, = —e2Gv,.

The transresistance isfound, again using Kramer'srule,

B ‘ gm 0
_(gﬂ' + 5071') Je —9mde
= = : 7.139
Rr N A ( )
The gain fromi.. to v, issimilarly given by
_ ‘ Gr+gr+5Cr +5Cs G+ sCys
—\Ym + C?T e

Rpe = (9r 5 A) g (7.140)

Since A appears in the denominator of both gains Ry and Rr., theratio of gainsis
just the ratio of the feedforward paths.

Rre _ 9e[GF + gr + 0% + 5C4s] + (9 + sCx)(Gr + sC4s)

7.141
Ry ImGe ( )

Thisratio can bewrittenasd + st + (s72)?, where the constant term 4 is given by

1 1 r
5= +—<1+ ) 7.142
gmBr B Rp ( )
Sincer, << Rp thistermisvirtualy the same as the constant term for ». = 0. The
term involving s reduces to

ory = sClr [1 4 T ] N 5Clys [1 n 7“_1 (7.143)
Im RF Im Tr

Sincer., << Rp, ry, thisfirst-order termin s isaso similar to the case where r. = 0.

The primary effect of . on the other noise sources is to add another frequency
dependent term;

2
(575)2 = 5'(1;& (7.144)
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Substituting s — j27 f we find the magnitude squared is given by

2
= [6 — (2rfm)?]" + (27 fm) (7.1453)

RT c
Rr

=0+ (2nfn)? [1 — 2(5(7’2/7'1)2] + (27 fm)? (7.145b)
~ (2nfn)* + (2nfr)* (7.145¢)

Quantitative Limit on Emitter Resistance The presence of the emitter degeneration
resistor adds a term to the input referred noise, which multipliesthe collector current
shot-noise spectra density by the frequency dependent term (27 f2)*. However, the
effect of r. will be negligible provided (27 fr1)* > (2rf2)* for the frequencies of
interest. The frequency at which these two terms are equal is

71
= 7.
f Sl (7.1469)
Subgtituting for 7, and = we find that
1 ™ s m 1
o= LG HCa om (7.146b)

B 2w Im Cﬂ'cdsre B QFCere’

where C,, istheseriescombinationof C'; and Cy;. Forthecaseof Cy; = C; = 0.5-pF
and r. = 10£2, we find that f.=64-GHz. Since the system bandwidth will be much
less than 64-GHz, the term dueto (27 f72)* can beignored.

We could express (7.146) as an inequdlity in terms of ..

re < o o (7.147)
If r. islessthan thislimit, it will have little effect on the collector current shot noise.
For the case C. = 0.25-pF and f = 10-GHz, we find . should be less than 64¢2.
Sincer. isgeneraly only afew ohms, we can ignoreitseffect on the collector current
shot noise. Using the same analysi s technique we can a so show that the effect of . on
all other noise sourcesinthe circuit isnegligiblefor typica vaues of parasitic emitter
resistance.

Thermal Noise due to Emitter Resistance

To complete the analysis we need to determine the contribution of the input referred
noise dueto thetherma noise of .. We can find thiseasily for afirst-order analysisby
considering the equivalent circuit of Fig. 7.18. Inthiscircuit the thermal noise current
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Figure7.18 Simplified schematic of theatransresistance amplifier, wheretheinput current
is set equal to zero, and the amplifier is driven by the noise voltage at the positive terminal.

ie Ccan be expressed as a Thévenin equivalent voltage r.i.. If the voltage gain of the
voltage amplifier is reasonable high, the circuit looks like a follower; therefore, the
output voltage v, isaso r.i.. Sincewe know the transconductance is approxi mately
—Rp,acurrent at theinput of valuei,,. will produce the same output voltage, provided
that —i,. Rp = rei. OF

Ine = —l¢ (re/RF); (7148)
the spectral densitiesare related by the square of thisratio
2 2
r 4kT [ r 4kT [ r
ne = e ° = = = — ° . 7.149
Sl =50 |72| =2 2] =2 ] (7149

The feedback resistor Ry will contribute a noise term of 4k7/Ry. Therefore, the
thermal noise, dueto Ry and r. combined, has a spectral density of

4kT Te

ne =—|1 . 7.1
Se(7) + 50u(f) = o [14 22 ] (7.150)
For r. << Rp the contribution due to r. is negligible and this noise current has a
spectra density of approximately 4k7T'/ R .

High Frequency Effects of Thermal Noise due to Emitter Resistance The previous
analysisiscorrect for low and i ntermediatefrequencies, however, at higher frequencies
7. can contributeamuch larger noise. We can determine the amount of noise produced
asafunction of frequency by returning to the network equations(7.138), which describe
Fig. 7.17. Wefind that the gain from <. to the output v, is

| Grtgr+5Cr +5C4 Gr + sCas

Vo Im 0
e = — = 7.151
Ry . N ( )

Theratio of the gainsisthen given by

@ _ _gm(GF + Scds) _ |: Te
Rr ImYe

+ sCys re] , (7.152)
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and the magnitude squared of thisratiois

‘RTC

2 2
= ( " ) + (27 fCysre)?. (7.153)
Ry

Rp

This consists of a constant term and a frequency dependent term. The constant term is
the same that was obtained with the first-order analysis and can beignored. Therefore
the input-referred noise spectral density dueto thermal noisein r, isgiven by

2

Brel” o s (p@nfCare)®. (7.154)

S.e7) = 5.0 |

We saw previoudly in (7.137) that

2
@) : (7.155)

Snc = Ic
(f) =2q ( .

we would like to express S,.(f) in a similar form for comparison. After some
mani pul ation we find

2 2
Sne(f) = 2q1c [2gme] (2?&) =21, [2‘/‘;] (2?&) . (7.156)

where V, isthe dc voltage drop across r. (V. = r.I.), and Vp isthe thermal voltage
~ 26-mV. Theratio of the noise spectral densities of emitter-resi stance-thermal-noise
to collector-current-shot-noiseis

e Sne(f)
¢ Snc(f)
If thermal noise due to . isto be negligible, 25 must be small. For a representative

case, (Cys/Crp)? = 1/2, weobtainthefollowing simple restriction on the maximum
sizeof re.

= 2¢mre(Cas /CrB)°. (7.157)

X

1
Te < — = V—T (7.158)
Im 1.

Therefore, for abiascurrent of 2-mA, 1/¢,, = 13 and thethermal noisedueto r. can
be neglected if ». << 13€2. In what follows we will assume that r. is small enough
such that its noise contributions can be ignored. If thisis not the case, the effect of
noise dueto . can be determined from (7.145) and (7.156).
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Figure7.19 Small signal model for two-stage preamp with dominant noise sources.

7.43 Summary of Resultsfor the Common-Emitter
Configuration

We are now in aposition to determinethe completeinput referred noise current fromal
thenoisesourcesin theamplifier. A schematic of atypical transresistance preamplifier
using a common-emitter front-end was shown in Fig. 7.11. A small signal model of
this amplifier, with al the non-neglible noise sources, is shown in Fig. 7.19. The
spectral density of theinput noise current isfound to be

4kT 291 4kT] (27fCrp \°
Sun(f) = = + ZLC L AR Tr, (27 fCus)? + [2qfc + —] (M
RF 6 RC Im
(7.159)
We have discussed each of these terms previously, expect the noise due to the base
resistance r,. This noisehasthe same functiona form asthenoiseduetor.. However,

7 isgenerally much larger than . and can not be ignored.

Simulated and calculated values of this spectrum are shown in Fig. 7.20(a). This
plot shows that (7.159) can be used to accurately predict noise performance over the
useful bandwidth of the device. The first term in (7.159) is due to thermal noisein
the feedback resistor. The second term results from base-current shot noise. These
two terms are dominant at low frequencies, and their respective spectral densities are
plottedin Fig. 7.21.

The remaining terms of (7.159) all increase with frequency. The third term is due to
thermal noisein the base resistance. Thisis normally smaller than the other frequency
dependent noises, but it can be large if care is not taken to minimize r,. This noise
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Figure 7.20 Input referred noise spectral density of a transresistance preamplifier with a
common-emitter front-end: (a) total noise, (b) contribution due to shot noise.
Rf noise, 1c=4.95mA beta=36.48 cpi=1.3pF cd=1pF rf=10k rc=520 Ib noise, 1c=4.95mA beta=36.48 cpi=1.3pF cd=1pF rf=10k rc=520
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Figure7.21 Input referred noise spectral density of a transresistance preamplifier with a
common-emitter front-end dueto: (a) R » thermal noise, (b) 7, shot noise.
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Figure 7.22 Input referred noise spectral density of a transresistance preamplifier with a
common-emitter front-end dueto: (a) r; thermal noise, (b) R. thermal noise.

is plotted in Fig. 7.22(a), and the therma noise due to R, is shown in Fig. 7.22(b).
The fourth term results from collector-current shot noise. This is the dominant noise
at high frequencies, and its spectral density was shownin Fig. 7.20(b), whereit can be
compared directly with the total noise. We have omitted the dc contributions of these
frequency-dependent terms because they are much lessthan the noisetermsdueto Ry
and ¢;,. However, the noise beginsto increase a abreak frequency determined by the
dominant pole of the open-loop amplifier, because the forward gain, which keeps the
input-referred noise low, startsto fall off. (Thiseffect issimilar to the reduction of the
common-mode-rejection ratio or the power-supply-rejection ratio of an opamp.)

For an FET input device theresultis

2
Sr () = 20y [4kTrgm ¥ ‘”f—T] (Lz CTF) .

7.1
Rr Ro (7.160)

(7.160) ignores the contributions due to the base-current shot noise and thermal noise
in the base resistor that we saw in (7.159). For a broadband amplifier, the frequency
dependent terms become increasingly important. Thereforeit isdesirableto minimize
thefollowing terms:

TBipolar = CTB/gma (7161)
wET = CTF/9m. (7.162)
These are equivalent delay timeswhich are determined by the capacitance to transcon-

ductanceratio. With al else equal, the device with the highest speed (thelowest C'/ g,
ratio) will exhibit the lowest noise.
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Qualitative Explanation for Frequency Dependence of Noise

A photodiode generates electron-hole pairs in proportion to the number of photons
incident on the device. We would like to make use of al of these electron-hole pairs
to evduate the strength of the incoming signal. However, many of these charges are
lost at the outset, and are used to fill empty lattice sites in the depletion region of the
photodiode. The reason these charge carriers are lost is because a voltage swing must
appear at the input of the amplifier to steer the current through the feedback resistor.
This voltage can only be generated by the accumulation of charge in the depletion
layer. At higher frequencies more current from the diode will be lost to the depletion
capacitance and the signal strength will weaken.

The noisepower at theoutput will containaconstant term dueto the shot-noisefromthe
collector current. Asthesignal isreduced in magnitude at higher frequencies, theinput
referred noise power will therefore increase — awesker signd with constant noise at
the output is equivaent to a constant signa with increasing noise at the input. The
equivalent input noise will increase with the square of the capacitance. The noise will
also depend on the transconductance, which determines how large the input voltage
has to swing in order to switch a fixed amount of current. If the transconductance is
high, only a small voltage is needed; therefore, few charges are lost in the depletion
capacitance and alarger percentage can be detected as a signal at the output. We have
reasoned that the rms noise will increase with the capacitance and with frequency,
but will be inversely proportional to ¢,,. The noise power will vary with the square
of these quantities. Therefore, we expect a term in the input-referred noise spectral
density of theform (C'/ g, )* f2.

744 Resaultsfor the Common-Base Configuration

Before presenting methods for optimizing the noi se performance, we will compare the
previous results with those obtained for a different circuit topology. An dternative
circuit architectureusesacurrent buffer. Oneexampleof thistechniqueusesacommon-
base input stage and is shown in Fig. 7.23. The input referred PSD of this structure
can be found to be

AT 241
Snes(f) = - % [1+ (27 fCasre)?] 4kTry (27 fCs)” +
, , (7.163)
27TfCTB 4kT 1 27TfCTB
ule (= =) =+ () |-

We can recognize that this is the same spectral density that was obtained for the
common emitter circuit with an added contribution due to the therma noise in the
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Figure7.23 Block diagram of atransresistance preamp with a common-basefront-end.

collector resistor R.. The term « isthe current efficiency parameter given by

a p
«= g (7.164)
and it isnormally close to unity. Therefore the noise PSD can be written as
4kT
Snen (f) = Sng (f) + R, (7.165)

where S, (f) isthe PSD of a common-emitter front-end. These spectral densities
are compared in Fig. 7.24. The increased noise of the common-base stage occurs
because there is no current gain from the input to the collector. Therefore, the noise
from R, adds directly to the signal instead of 5 timesthe signd. Likewise, the noise
current from the second stage will also add directly to the noise of the signd; the
result will be that the common-base configuration will have at least twice the noise of
a common-emitter configuration.

745 Effect of a Cascode Transistor on the Noise Perfor mance

We saw in the previous section that a large input capacitance increases the noise.
Cascoding is a common technique used to reduce the input capacitance of a negative
gainstage, anditisillustratedin Fig. 7.25. If the cascode transistor ()2 were not there,
the base-coll ector capacitance of thetransistor @}, would bemultipliedby (1+ g1 R.)
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Figure7.24 Comparisonof theinput current noise spectral densitiesfor acommon-emitter
and common-basefront-end. The higher noise of common-baseis to due the thermal noise
inR..

whenreferred totheinput. ThisMiller capacitance will degrade thefrequency response
and the noise performance.

Using acascode device keepsthe collector voltageof ), at alow impedance so that the
Miller multiplicationfactor is unity. Thiswill help the noise performance by reducing
Cin, but we must determinewhether the noise sources fromthe cascode deviceincrease
the noise more than the reduction in C;,, reduces the noise.

Itis quite easily seen that the cascode device ()2 will have negligible noise compared
to theinput device @);. We can draw a Gaussian surface around - such that the sum
of the ac currents entering the surface must equa the sum of the ac currents leaving
the surface. When considering noise performance, we set the input signal to zero.
Looking into the collector of ¢); we see a current source with no ac current flowing.
Therefore, to satisfy Kirchoff’slaw for our surface, the base current of (), must flow
through the load resistor, and the output current contribution due to @), is 5 timesthe
base current. Therefore, the noise current contribution from @), at the load R. isa
factor of 3 lessthan the noise current dueto ¢, and the noise power isreduced by 32.

This result has been derived without looking into the detail s of the current flow within
the device. One might be concerned about the collector current shot-noise of @)-. The
key to the noise reduction of thisterm isthe negative feedback of the emitter-foll ower
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Figure 7.25 Small-signal noise analysis of cascoded device.

configuration of ()». Due to the high impedance at the emitter of -, the noise current
inc2 1S forced to recirculate. The noise current raises the voltage v, which reduces
the collector current through negative feedback in such away asto cancel out itsown
noise. Writing the KCL equations at v5:

tne2

e = 1 ; iy = . 7.166
Inea = Ip + Boly = 1p 15 ( )
Since 7, must also be the current that is|eft over in theload resistor,
_Rcier
= . 7.167
U3 1+52 ( )

It is this reduction in the added noise voltage from the cascode collector-current shot
noise by afactor of 1 4+ 3 that enables a cascode device to be used without adding
significantly to the circuit's noise (~ 5%) over an idea current buffer. However, the
reduction in the Miller capacitance afforded by using the cascode device improves the
noise performance substantially. In the following analysis we will ignore the Miller
capacitance since we know that we can use a cascode transistor to eliminate its effect
on the input capacitance.

7.5 COMPARISON OF BIPOLAR AND FET AMPLIFIERS

In thissection, we will give expressions for the optimal noise performance of abipolar
and an FET preamplifier. Although the noise anaysisis straightforward, the algebra
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Figure7.26 Schematic diagram of atwo-stage transresistance preamplifier.

is tedious, and the main aspects of the problem can be lost in the details. Instead of
going through acomplete derivation, wewill just state theresultsand offer simulations
to verify the vaidity of the expressions given. We will be considering a preamp of
thetype shownin Fig. 7.26. A cascode deviceis usually inserted to reduce the Miller
capacitance, but thisis not shown in the diagram.

The input-current noise spectra density for the bipolar front-end from (7.159) can be
written as follows,

4kT  2ql.
Snﬂ(f) = R—F + 3

and for an FET device theresult from (7.160) is

) 2(7.168)

ART (27 fCay)? + [2ch 4 4”] (M

R

m

S0p(f) = S+ [T () +

2
4kT] (Lf Crr ) : (7.170)

R Im

For an arbitrary noise filter with a transfer function of H(j2xf), we can define
integration constants normalized to the datarrate f; as

T ST
=g [ G, (7.1724)

1 2 . 2
= . 172
I f?/o F2\H (G2 f)|2df (7.172b)

When the above noise spectral densities pass through a noise filter that has the nor-
malized integration constants, /> and /s, the variance of the input-current noise for a
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bipolar device will be

ART %I
2 _ T c
<Znﬁ> RF 2fb + 6

Iy fot 4k Try(27Cas) I 2 +

4kTY /2 .
7] ()

(7.173)

and for an FET device

, 4kT 4kT] [ 20CrE\”
(i) = T [4kT(Fgm)+ = ] ( p TF) Lif?. (7.174)

7.5.1 Optimization of a Bipolar Devicefor Low Noise

Each of theabove equationscan be optimized for minimum noise. Consider thebipolar
devicefirst, recdl that

Crp=Cq + Cije +Cu+ gmTr,
I

Im = W
The noise-current variance can be written as

AKT AkTq,,
(i25) = =l + ARTry(27C ) 2 s f2 + ——
I

Iy fy

20
R 2
4 4]{7T |:% 4 Ai:| Igfg(?ﬂ')z (Cds + Cje + CN + ngF) ’ (7177)
1 Im

where A; is the voltage gain of the first stage. We can define a capacitance C's 2
Cqs + Cje + Cy, which is the input capacitance of a bipolar device due to parasitic
junctions and stray capacitances. We can separate the total capacitance into the sum
of the junctions, the stray capacitance, and the base charge storage capacitance ¢,,, 7.
Rewriting 7.177 using C's gives,

. L f, 2rryCas) I3 f2 gm
2 2Jb L d b

= _ - I
<Znﬁ> 4kT{ RF + Ty + Qﬁ 2fb

11
+ [5 + A_l] I3 (2m)?

G ;
p + 20T + gm TR | ¢- (7.179)

We wish to optimize this expression by choosing the transconductance that resultsin
the minimum noise. Rewriting one more timeto show explicitly the optimizationwith
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Spectral densisty of input current noise
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Figure 7.27 Total input referred current noise spectral density showing shot noise contri-
butions from the base and collector currents.

respect to g,,,, we get

[ I 2
<ziﬁ> = 4kT 2—fb + rb(Qdes)zlgfg’ + 114+ — Igf?(?ﬂ')zcﬁTF constant

| Rp Aq
[gm [ 1 2 .

takT |9 Lh + |1+ == | I} (2n)*r3 || linear term
2 |73 i,

+ 4kT L 1+ 2 Isf2(2m)2C2| inverse term (7.181)
2m [ A ’ '

This optimization is illustrated graphically in Fig. 7.27. Increasing the bias current
(and thus g¢,,,) increases the corner frequency where the collector current shot noise
begins to increase. However, this aso increases the low-frequency base-current shot
noise. The optimization procedure adjusts the contribution of each of these terms until
the total noiseisminimized. At the optima g.,,, the linear term will equal the inverse
term. Thisoccursfor

3
Imope [ﬁ + m{”] = mef’(%(]@)% (7.183)
6 fF Mopt
where we have defined .
fr2 (7.185)

2nTE
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as the maximum f; of the bipolar transistor, and

A 13 2
== |14+ —. 7.1
m 7 [ + A1:| (7.186)

From (7.183) we obtain the transconductance that minimizes the noise as

Imope = 27C5 fo

L ] , (7.188)

V1/Bm+ f2]ff

which is proportional to the datarate and C's. Thebias current required to achieve this
transconductanceisjust

I,y = gmop Ve (7.190)
At low data-rates, or low 3,
Imope = 27C3 for/Bm, (7.192)
whereas for high datarates g,,,,,,, increases until it reaches the limit
oy = 27C3 fr. (7.194)

Wecan gaininsight into this optimization processif weconsider therel ative magnitudes
of the base charge-storage capacitance compared to the junction and stray capacitance
Cs. At low datarates, the optimum base-charge storage capacitance is

Jo/ B
fr

This base-charge storage capacitance increases with the data-rate until it isegual tothe
parasitic junction capacitance C's giving

Cobop = Imo, TF = Cp (at low data rates). (7.196)

Cabopi = Gmo, 7F = Cp,  (at high data rates). (7.198)

The optimum noise variance can be found by substituting the optimal ¢,,, back into
the noise expression. Realizing that at the optimum the linear termis equivaent to the
inverse term, the noise isjust the constant term plus double the inverse term.

A I
(7 >_4kT_RF]

n/@opt

[ i
+ 4kT | 27C 4152
L frb

[ 2 N
+ 4kT 2wcﬁ[1+—]13[f5 —+f—g+f—b

7.200
Al m F fF ( )
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Input referred rms-noise current vs. bit-rate Input reffered rms-noise-current vs. bias current
8

16l  note: anideal low-passnoisefilter at 1/2 the bias = 0.5mA ] 1 note: an ideal low-pass noise filter at L2 th
bit-rate was used for this simulation. bit-rate was used for
g 5 1.2 I 10 Gbls
5 5 o8
o S
04 4Ghis
02 bit-rate = 2 Gb/s.
Bit-rate (Gbls) ‘ ‘ Input Stage Bias Current (m/;) .
€Y (b)
Figure 7.28 Optimum noise for abipolar device: (a) noise vs. hit-rate, (b) noisevs. bias
current.
At low datarates, 7.200 gives
L f
.2 2Jb
<Znﬁom> ~ A4kT [—R ]
F
27y (14 2| s f7
+ 4kT (7.202)
VP
At high datarates, 7.200 gives
. C 2051+ 2/A
(ing, )~ 4kT [%13 fi [—d + M” . (7.204)
or fre Ir

At low datarates 5 controls the noise because the base current term is important. At
higher data rates r (or the base-charge-storage capacitance) controls the noise. In
each case we increase 1. as much as possible until limits controlled by either 5 or rx
are reached.

The optimum noise as afunction of the bit rateisshown in Fig. 7.28(a) for various bias
currents. Fig. 7.28(b) plotsthe optimum noisefor variousbit rates as afunction of bias
current. It can be seen that the bias current has a shallow optimum. Moving the bias
current dightly awvay from the optimal value doesn’t degrade the noise appreciably.
This shallow optimum comes about because as the bias current is increased, so aso
is the base charge storage capacitance ¢,,, 7. We increase the bias current so as to
maximize the transconductance-capacitance ratio (Cr s /¢, ). At low current thisratio
is dominated by junctions and strays since C; issmall. As the current isincreased
further, the ratio becomes dominated by the term (C'z / ¢.,.), which approaches 7 in



Low-Noise Preamplifier 373

Optimum bias current for low-noise for 4 bipolar transistors Input rms noise current vs, bit-rate (smulated and calculated)
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Figure 7.29 (&) Optimum bias current vs. bit-rate for various transistors. (b) Calculated
and simulated rms current noise of HBT5 vs. bit-rate.

the limit. Therefore, transistors with the smallest forward transit times (highest f;)
will exhibit better noise performance, and they will be able to run at a higher current
before the term (¢,,, 7r) becomes comparable to the parasitic input capacitance. The
optimum bias current for variousdevicesisshownin Fig. 7.29(a) asafunction of thebit
rate. Faster transistorswill have lower noise, and will operate at a higher optimal bias
current. The rms current noise for the device labeled HBT5 in Fig. 7.29(a) is plotted
in Fig. 7.29(b). Both the simulated and calculated results are given. The calculated
result (dashed lines) is virtually coincident with the simulated value, showing that the
results given thusfar are, at least, in agreement with SPICE simulations.

7.5.2 Optimization of an FET Devicefor Low Noise

The noise of the FET has no minimum like that of the bipolar device. In the FET,
the bias current can be increased until power dissipation limits are reached. However,
there is an optimum size of device to be used. The best choice of device size isto
pick the width W such that the total parasitic gate capacitance is proportional to the
the detector-plus-stray capacitance;

Cyes + Cys + Cyq = aCls, (7.206)

where .2 < o < 1. For minimumnoisewewill seethat o = 1, but other considerations
(such as power dissipation and bandwidth optimization) may dictate the choice of
a [19]. With this definition, the total input capacitance can be expressed as Crp =
Cyqs(1 + o). Recalling that the f; of an FET deviceis

f _ Im _ Im
f 21(Cyss + Cgs + Cgq)  2mally’

(7.208)
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Iy ) Cq
.

Figure 7.30 Transresistanceamplifier with an FET front-end.

the FET noise can be written as

kT 17 (27Cys (1 ?
<zZF> = 4_[2fb +4kT [T+ — be?, (7.210)
RF A1 9m
orintermsof f; thisis
4kT 2 13 1 1
nF) = - e - ~) @212
(inF) Rr Iy fp + 4KT [QF + A1] 2nCys 13 7, (1 t3 (a + a))( )

The 3 dB bandwidth of the preamplifier will be proportional to the bit rate vf5. To
minimizenoisein Ry wemakeit aslargeas possibleso that it still meetsthe bandwidth
requirements;

QFCTFRF _ L
A A
A

Rr = 27Crpyfb’

(7.214)

Defining a new constant I, = 127, we can write the input referred current noise
variance as

. 27TCTF 2 f3 1 1

2 _ 2 il Jb - -
(izp) =4kT [ 1 Ly + [QF + Al] 27Cy4s I3 7, 1+ 5 @ + " (7.216)
We recognize in (7.216) that the device scaling parameter « appears in a linear- and
inverse-term. The optimal value occurs when these two terms areequal at « = 1.
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Determination of the Dominant Noise Term

We would now like to determine which terms of (7.216) are dominant. The first is
due to thermal noisein the feedback resistor and is proportional the square of the data
rate. Thelast two terms are due to channel thermal noise and thermal noisein theload
resistor, respectively. These two terms are proportional to the cube of the data rate and
will eventually overpower the contributionsfrom R . The capacitance parameters are
given by

Crr=Cg + Cgss + Cgs + (1 + Al)cgda
Crrp = Cds(l + a) + Al(]gd, (7.218)

where (1 + A;)Cyq is the Miller capacitance. We can define a capacitance ¢, 2
A1Cyq that will go to Cyq if a cascode transistor is used. The cross-over data rate,
where the gate-induced voltage due to thermal noisein the channel becomes dominant,
will occur when

%H < [QF + A%] Cdsfs%(l +1/2(a + 1/a)),
t
C S 1 Cm 2
% + 7:| I’Y < |:2F + A_1:| 13%(1 —+ 1/2(a + 1/@))Cds(7220)

Therefore the thermal noise due to Ry starts to become negligible for normalized
frequencies greater than

14+a Cm/cs
{L‘FTd}

L
b L

A
. (7.222)
fom s £l +120041/a)) T8

Putting in some numbers for a noise-less cascode stage with« = 1 and C,,, = 0, the
channel thermal noise dominates for

ft I’y
2 /s~ 10
2AT I3 2/ 13 ’

fo> == (7.224)

Asarough example for I' = 2 and A = 40d B, the channel thermal noise dominates
when

Je
st 7.226
Jo > 0 ( )
This example shows that as the data rate gets close to the speed limitation of the
transistor f;, the frequency-dependent noise will become dominant. The actual cross-

over frequency will depend on thegain A and on the noisefiltering parameters I, / I.
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7.5.3 QualitativeExpression Comparing Bipolar and FET
Devices
The noise contributions of a bipolar front-end can now be compared to the noise of

an FET front-end. Consider the high frequency noise contributions. The noise of a
bipolar preamplifier at the optimal bias current is given by

(2 >~4kT[27rC@[1—|—j]13fb[ 1/ B + 212+ f”,(7.228)

assuming r ismade small enough to beinsignificant. (Thiscan be donefor r, ~ 10€2
for moderately sized [40 x 12]um? HBT devices.) And the noise of an FET is

(i) ~ AKT [zwcds [2r n A%] I f? [(1 + 1/2(;: + Ua))” . (7.230)

We can define the ratio of noise powers as

Ny = 2ofl (7.232)
FT L)

For A; > 10, « = 1,and ignoring2/A,, we get

Cas(21M)2
N = 7
1 — 3
Co[14\/ TR/ FmfZ+1]
Tr
N, = Jr Cas 1
= 1F
ft Cp L+ /f2/6mf? +1
Ir 1 fo
M=~ |ar . (7.234)
fo |1+ St Fo+ I+ 12/5m

We recall that in thisratio f; isthe unity-current-gain frequency for the FET and fr

is the maximum unity-current-gain frequency of the bipolar device given by fg 2
1/(2n7F). For small datarates thisfavors FET devices;

Jo/Bm 1
Ny = 4T, 7.236
' It 1+ ]e+C ( )
For large data rates (this favors the fastest devices with bias towards BJTs)
. IF 1
lim Ny = & | —————| 2T, 7.238
U e on ] (7239
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Defining another noiseratio, V2, that includes the noise due to the base resistance, we
get

(i25.) = 4kT -27er Igf—g]
nfz L : frb
+ART |27Cs [1 + 2/ A1) T [sz\/ 1 Bm + 2/ 1E+ f?/fFH (7.240)
(i2.) = AkT -chdsfgjji—g 20 + 2/A41] (1 + 1/2(a + 1/a))] . (7.241)
L t

Asan example, for « = 1 and A; large

1 (ing,)  fi 1
No (i) frodl Ny’

1 fi[1 1 Cie+C
v r Lt (Y (e )| a2

Minimizing this gives

(7.243)

1 . 1 ft fF Cje + CN
=1 — = 14+ =——"1]1. 7.24
Now o N, T2 [21;6 * ( Ram (7.246)
B—o00
1 ft Cdsrb Cje + Cu
= 14+ 4= 7.247
szin QFfF [ 2TF ( + Cds ’ ( )
For fi = gm,/(27Cys), we get
1 Imp 2Tp Cie + 0,
= 14+ —1]. 7.
No T oar [rb + o ( + o (7.249)

The conclusion is that if 1/N,_,, isless than one by a significant amount, then the
bipolar device can have lower noise than the FET if 5 and/or the data-rate is high
enough. It should be clear that for an HBT with low », and high fr (low transit time
1) 1/N3,... will be less than one.

7.6 InP PREAMPLIFIER

We can now make use of the results of the preceding analysis to optimize the perfor-
mance of a transresistance preamplifier. We have shown that to minimize the noise at
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Figure7.31 A low-noise InP transimpedance preamplifier.

high frequencies we need to maximize the transconductance to capacitance (g, /C)
ratio. Thisratio can be improved by using a high-speed device and by minimizing the
parasitic capacitances of the photodetector and the stray interconnect capacitance. We
have therefore chosen to implement an electro-optical InP integrated low-noise tran-
simpedance preamplifier, as shownin Fig. 7.31. InP HBTs have extremely fast transit
times (77 ~ 1ps). Also a PIN photodetector matched to the low-1oss wavel ength of
single-mode glass optical fibers (A ~ 1.3um) can be integrated on the same chip, thus
substantially reducing interconnect capacitance.

7.6.1 Circuit Design

A minimal design was used for this prototype amplifier to maximize yield. The am-
plifier uses a single cascode stage with a dc gain of approximately 40. The high
impedance node is buffered by an emitter follower and level shifted before it is con-
nected to the feedback resistor. The bias voltages, and thus the bias currents, are
dependent on the base-emitter junction voltage (~ 1V). The bias current of the input
stage is approximately 4mA.

In a broadband amplifier the natural frequencies of the circuit can be close together,
which can cause stability problems. A root locusisa useful tool to track the locations
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5th Order Root Locus vs. Gain (Normalized to ft) 5th Order Root Locus vs. Gain (Normalized to ft)
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Figure7.32 Root Locusof atransresistance preamplifier asafunction of theloop gain for
asth order system.

of the natural frequencies of the system as a function of the loop gain. Two root loci
areshowninFig. 7.32. We can see from Fig. 7.32 that the dominant poles bend toward
the right half plane and can cause the circuit to become unstable. By calibrating the
root locus plot, we can determine the value of the loop gain required to achieve the
desired pulse response.

Aside from the PIN diode that will serve as an optical detector, a provision was made
for testing with an electrical input. A 50€2 termination is provided at the input that
consistsof two 10092 resistorsin parallel. A seriesresistor of 54€2 wasused to simulate
a the photodetector current when an electrical input is used. The output buffer is a
common emitter stage with a50£2 termination at the collector.

7.6.2 Simulated Results

The transconductance and the output noise spectral density are shown in Fig. 7.33.
This output noise is the input noise filtered by the transfer function of the amplifier.
The output noise spectrum has a peak near the data rate. We used a similar shaped
colored noise spectrum in chapter 3, where we considered the effect of variousfiltering
functions on receiver performance in the presence of colored noise. Now we have
provided the justification for using such a spectral density in the analysis.

We are also interested in the pul se response of the circuit. The preamplifier may have
very low noise, but if it rings, it can result in a narrow eye that degrades the BER.
The simulation resultsfor a pseudo-random datainput are shown in Fig. 7.34. We can



380

Normalized Amplitude

S
i)

13

-0.8F

12

CHAPTER 7

Transimpeada

nce

0.8

0.6

0.4

Dutput PS

D (V

2/Hz \

Normailized Linear Scale

0.2

0

-4

-35

-3 -25 -2

-15 -1 -0.5 0 05 1

10 log(2f/By)

Figure7.33 Simulated transresistance and output noise spectrum vs. frequency.
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Figure 7.34 Simulation result of InP preamp for a data rate of 10 Gb/s with a feedback
resistor of 500€2: (&) time response, (b) eye diagram.
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Frequency response for InP preamp3 Input noise vs. Freq InP preamp3
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Figure 7.35 Simulation results of InP preamplifier for various feedback resistances: (a)
frequency response (b) rms noise current.

see from the eye diagram in Fig. 7.34(b) that the bandwidth is too narrow and causes
intersymbol interference that reduces the eye opening.

The bandwidth and equivalent noises are shown in Fig. 7.35 for various values of the
feedback resistor. In thisdesign we can achieve a 3 dB bandwidth of 10 GHz with a
500¢2 feedback resistor and a detector capacitance of Cy; = 0.5pF. The equivalent rms
noise at theinput for a 10 Gb/s system is approximately 1.25.A. We can thereforefind
the minimum optical power needed to achieve a given BER. From (7.44) the minimum

power is
Pay = 1.242 (“W : “m) [(QSNR)Z““S] . (7.251)
HA nA
For Qsng = 6, A = 1.3um, the minimum power needed is
Nl
P =12 aw), (7.252)
U

where 5 is the quantum efficiency of the photodetector. For n = .717, Py = 10u4W
or-20dBm.

7.6.3 Measured Results

This preamplifier was processed at TRW. A microphotograph of the circuit is shown
in Fig. 7.36. Because the transistor parameters vary substantially in this developmen-
tal InP-based HBT process, a tunable feedback resistor was used to ensure that the
desired frequency response can be obtained. The feedback resistor can be changed by
selectively breaking air-bridge metal lines that shunt segments of the resistor.
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Figure 7.36 Microphotograph of InP integrated PIN photodetector and transresistance

preamplifier.
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Measured device parameters show an f; of 70-GHz and an f,.x of 100-GHz. This
performance surpassed the model sused in simul ationand would resultinapreamplifier
bandwidth of 12-15 GHz. The preamplifier described is currently under test and
measured resultswill be reported el sewhere.
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VOLTAGE CONTROLLED
OSCILLATORS AND
HIGH-SPEED TESTING

HBT processes using I11-V semiconductors are still in their infancy as compared to
silicon technologies; in the early stages of this research (1989) it was not uncommon
for model parameters of GaAs HBTsto vary by 100% or more from run-to-run. It was,
therefore, essential to design test chipsto aid in process evaluation and modeling. In
this chapter we will briefly describe two voltage controlled oscillator (VCO) circuits
used for this purpose. The first is a four-stage ring oscillator, and the second is an
emitter-coupled multivibrator.

Testing of circuits in the gigahertz range can be quite troublesome. Although mi-
crowave designers are familiar with high-speed testing techniques, thisinformationis
not well known among designers of traditional analog circuits. Therefore, in the later
part of thischapter wewill present a brief introducti onto high-speed testing techniques.
References will be provided where additional information about this important topic
can be found.

8.1 FOUR-STAGE RING VCO

A useful circuit for evaluating device performance is a variable frequency ring oscil-
lator. A four-stage, fully-differential VCO is shownin Fig. 8.1(a). By measuring the
frequency of oscillation we can determine the delay times of the internal circuits as
a function of the bias current. We can also use this information to fine-tune SPICE
models to accurately predict switching speeds. The delay cell, shownin Fig. 8.1(b), is
adifferential pair with aresistive load; reversed biased base-emitter junctionsare used
as variable load capacitances for adjustment of the delay time, which can additionally
be altered by the bias current /5. As oscillation requires an odd number of inversions

387
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Y1 Y2 Y3 ys | TR
Y1 y2 Y3 Ya BIAS
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(A)

Figure8.1 (&) four-stagering VCO. (b) differential delay cell

in the signal path, the positive and negative inputs to one of the differential delay

cells are interchanged. The use of an even number of delay elements is advantageous
because quadrature shifted versions of any output signal are available. By using fully-

differential delay cells, the effect of power-supply noise on the oscillating frequency

is minimized, thereby reducing the phase jitter.

The frequency of oscillation was measured as a function of the control voltage for
variousvaluesof Iz. Theresultsare plottedin Fig. 8.2(a); the center frequency can be
varied from 2.5 GHz +16% by adjusting the bias current. Furthermore, VenTr Can
be used to vary the frequency by an additional +5%.

The circuit was fabricated in an AIGaAs/GaAs HBT process using (3um x 10um)
minimum emitter area devices. Nominal SPICE models for this process were gleaned
using several characterization methods (dc current-voltage characteristics, S-parameter
measurements, and analytical techniques based on doping profiles) to obtain nomi-
nal parameter values. Starting from these nominal models, the base-resistance and
base-collector capacitance were determined by optimization. Model parameters were
adjusted with the aid of the optimizer of HSPICE so as to fit ssimulations to measured
data. The resulting models were givenin table 6.4.

The period of oscillation for an n-stage oscillator is given by

T = Qntd, (81)
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where t; is the delay of each cell. The transistor parameters f,.x and f; for the
process are plotted in Fig. 8.3. We can deduce that the delay time ¢, obtained from
Fig. 8.2(a) is approximately equal to 1/ fi..x. Hence, a first-order estimate of the
oscillating frequency of the VCO is given by

Jo = % (8.2
n

For this prototype VV CO the maximum oscillating frequency of the transistors, fiax, iS
about 22 GHz, from whichwe estimate f, tobe 2.75 GHz. For TRW’sInP processwith
(1psm x 10pm) transistorsand an fi,.x of 100 GHz, the 4-stage VCO could achieve a
frequency of oscillation of approximately 12.5 GHz based on this simple estimation.
Later, in section 8.4, we will derive a more accurate expression for estimating delay
times.

82 EMITTER-COUPLED MULTIVIBRATOR VCO

The second VCO designed was an emitter-coupled multivibrator [1]. The schematic
for this circuit is shown in Fig. 8.4. The cross-coupled transistors provide positive
feedback for a high loop gain, and the clamping diodes, Qcrr and Qcrr, act to
limit the amplitude of the oscillation. Frequency tuning is accomplished by varying
the oscillating current, Iosc, which aters the charging time of the emitter capacitor
(200 fF). This current is controlled by a differential voltage across theinputs CNTRU
and CNTRD. Measured results of this circuit, fabricated in the same HBT process as
before, are given in Fig. 8.2(b). The tuning range of thiscircuit is 2.5 GHz +32%. It
can be seen that the frequency, as a function of the control voltage, deviates from a
linear response; this can result from the distortionin the voltage-to-current conversion
in the degenerated differential pair, and it could also be due to the fact that the
common-mode voltage is not fixed, which would lead to different values of parasitic
capacitances, as a function of the control voltage, on the emitters of Qa1 and Q@ ar.
Moreover, for a relaxation oscillator, where the regeneration time is negligible, the
frequency of oscillation will ideally be linearly proportional to / sc; however, when
the regeneration and relaxation times are comparable, as is the case in a high-speed
oscillator, the relationship between frequency and current isless obvious, and linearity
should not be expected.
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RingVCO Multivibrator VCO
Maximum Frequency 29GHz 3.3GHz
Tuning Range 2.354+23% 2.5 GHz+32%
Linearity 2.5% 5.4%
Power Supply Voltage -8V -8V
Power Dissipation 34-240 mwW 178 mw
Active Area 300pmx400pm  300pmx400pum
Second Harmonic -31dBc -11.9dBc
Third Harmonic -30dBc -14.0dBc
Power 100 kHz Offset -57 dBc -53.5dBc

Table8.1 Measured VCO results.

8.3 COMPARISON OF RING AND EMITTER-COUPLED
vVCO

Measured results of the two oscillators are summarized in table 8.1. In order to obtain
measurements in a 502 environment, the output buffer of Fig. 8.5 was used. The
buffer circuit was operated at a bias current of approximately 10 mA, which provided a
maximum differential output voltage of 250 mV. The two circuitshave similar charac-
teristics: the emitter-coupled multivibrator VCO having alarger maximum frequency
and tuning range than thering V CO, whereas the ring oscill ator has slightly |ess phase-
jitter (less power at 100-KHz offset from the center frequency). For extraction of the
clock signal from digital data of a known rate, a VCO center frequency is a constant
factor times the data-rate, and the tuning range must be large enough so as to center
the VCO within the reguired frequency for clock recovery over worst case processing
and temperature variations. The tuning range of the above VV CO circuits (> £20%) is
adequate for this application. Microphotographs of the four-stage ring oscillator, and
the emitter- coupled multivibrator are shown in Figs. 8.6 and 8.7, respectively.

84 TIMING ESTIMATION

In the previous section we gave a very simple estimate for the frequency of oscillation
that isuseful for afirst-order estimate of circuit performance. However, we would like
to know which parameters are most important in limiting the frequency of operation of
the VCOs. By deriving an expression that accurately predicts circuit behavior, we can
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use it both as an aid for extracting model parameters, and as a means for optimizing
circuit performance. In this section we will present one method of estimating the
timing of aring oscillator that is applicable when the gain of each delay-stage is small

(~2).

The basic delay cell of a current-mode ring oscillator is shown in Fig. 8.8. The dc
transfer characteristic for the differential pair, ignoring base current, is given by the
familiar hyperbolic tangent function [2].

_ Vin
Vout =IR [tanh <2VT):| ; (83)

which is plotted in Fig. 8.9. We can see that the linear range of input signals in
approximately [-4Vp, 4Vr]. At atemperature of 300°K this correspondsto a voltage
range of about [—100mV, 100mV].

The maximum gain of the circuit, Ay, occurs at the balanced point when both the
differential input and output voltages are egual to zero. The value of the gain at this
pointis I R/2Vy. We can write the transfer characteristic interms of Ag;

Vout = 2VTAO tanh m . (84)
2Vr
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Figure 8.8 Differential delay cell.
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Figure8.9 Hyperbolictangent transfer curve of abipolar differential pair amplifier.
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The clamping voltage is 2V Ag, and for again of two thiscircuit clamps at |Vout| =
4Vp. Therefore the output voltage of the delay-cell isin compliance with its linear
input range. When used in aring oscillator, the output of one cell will drive the input
of the next, and no delay-cell will be overdriven such that the voltage excursions are
far beyond that necessary to switch the current. As aresult al switching transistors
will remain in thelinear operating region nearly all of thetime, and linear small-signal
analysis can be used to predict circuit performance.

Period of oscillation

Now that we have justified using small-signal analysis, we can make use of familiar
circuit analysi stechniquesto estimate the frequency of operation. Wewill usealumped
time-constant approach. Although lumping the effect of each natural frequency into
one effective pole is unsatisfactory in predicting phase-lag or the pulse response in a
feedback system, it is a useful approximation for estimating circuit delay times and
usually gives reasonabl e results.

Lumping all poles into a single time constant, we can model the delay cell as a
first-order system with a transfer function given by

Ao
H{s) = 14 s’

In steady-state operation at the frequency of oscillation (f,), each delay cell will
contribute (7 /n) radians of phase lag. This gives us a simple means of finding f, in
terms of . The phase of adelay cell at the frequency f, isgiven by

(85)

T

—LH(j27f,) = tan™ (27 f,7) = e (8.6)

Therefore the oscillation frequency is that value which produces the proper phase lag,
and is given by

fo= M. (8.7)

2nT

The equivalent delay time per stage isthen

_ _7(n/n)
4= tan(w/n)’ (88)

For the special case of n=4, we obtain the following results,

fo = 5= (89)

T onr

tg = 1(m/4). (8.10)
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Figure 8.10 Differentia pair amplifier together with the small-signal transistor model
used in hand calculations.

Explicit Expressions for the Lumped Time Constant

Now we need to find an expression for the lumped time constant in terms of device pa-
rameters. Derivation of the transfer function of the differential pair is straightforward.
However, we will skip the derivation and simply give the results. The circuit we will
analyze is shown in Fig. 8.10 with the small signal model used in hand calculations.
The differential transfer function has the following form,;

1 — s7p1 — (572)?

A(s) = A . 8.11
(s) U1 s7ar + (s7a2)? + (s7a3)3 68.11)
The midband gainis given by
Ao = gm R o , (812)
I+ 7777°e(9m + g?r)
where the base voltage reduction factor v, has been defined as
FAN Tr
S — 1

7 Re4+rp+7rr (8 3)

We will now give expressions for al of the time-constantsin (8.11). The first-order
time-constant in the denominator is the sum of al the capacitances in the circuit
multiplied by the equivalent resistance seen across their terminals. Thisisour lumped
time-constant, and we will separate it into four terms such that

Tl = T + Tmu + Tou + Tes (814)
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where;
Tn isdueto C,
Tmu isthe Miller effect at the input, (8.15)
Tou isthe Miller effect at the output, ’
Tes isduetoC.;.
These individual delay contributionsare given by the following expressions
o=y |[JeEre) [l + We] (8.163)
L 1+ 'Yﬂ're(gm + gﬂ')
B [ 14 (gm + 9=)(Rr + 7e)
Tmu — CN -(Rs + rb) || Ir |: 1 + VrTe (gm T gﬂ—) (816b)
-777[1 + re(gm + gﬂ')]:|
o = C' R 8.16C
Ton LT verelgm +90) | ( )
Tes = Ces Ry (8.16d)

The lumped time-constant ¢4, is the only parameter we need in our first-order model.
However, we will give expressions for al of the other time constant values for com-
pleteness.

The second-order time-constant in the denominator can be shown to be

73 = Rp(Rs+ 1) [1 _1_%7&:(7;771 —I—gﬂ)] x
Te
|:(C7TCM + C?TCCS) [1 + Rs ¥ ™ + Cuccs [1 + re(gm + gﬂ')]:| ’
(8.17)
and the third-order time-constant is given by
5 = Ry(R,  [CrCuCly [ I ] . 8.18
Td3 L( +rb)r [ . ] 1+7ﬂre(gm +gﬂ') ( )
The numerator time-constant expressions are found to be
C
Thl = g_N [1 + re(gm + gﬂ')] (819)
2= S, (8.20)
9m

Comparison with Smulations

This timing estimate was compared to simulations, and the results are plotted in
Fig. 8.11. It can be seen that the estimate is accurate to within about 10%. More
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Figure 811 Simulations version lumped time-constant approximation for a 4-stage ring
oscillator vs. bias current: (a) delay time of asingle cell, (b) oscillation frequency.

important than the accuracy of the estimateisthe prediction of therelative contributions
to the delay-time of each of the various parasitics. Furthermore, the estimate predicts
the variations of the oscillation frequency under various bias conditions. Given the
expression for the lumped time-constant, we can determine which parasitic is most
important and adjust bias conditions and device geometries accordingly to achieve
optimal performance.

85 HIGH-SPEED TESTING

For circuits operating at frequencies in the gigahertz range, testing procedures and
packaging techniques are just as important, if not more, than the actua circuit design.
Small parasitics become important at these high frequencies and can dominant circuit
performance. For example, a typical bond-wire inductance is about 0.6 nH. The
magnitude of the impedance due to the bond-wire at 1 GHz is 3.8 2. However, at
10 GHz this increases to 38 2, and is similar in magnitude to circuit impedances.
Furthermore, a bonding pad capacitance of 0.5 pF is typical. This gives a shunt
impedance of 320 2 at 1 GHz, reducing to 32 2 at 10 GHz. Therefore, at high speeds
we require techniques to minimize parasitics. We will also try to use the parasitics
to our advantage, such as incorporating bond-wires as part of an inductive peaking
scheme.

In this section we will present a brief introductionto high-speed testing procedures. In
the gigahertz range all of the testing and packaging is done in a controlled impedance
environment, using transmission lines of one type or another. For instance wewill use
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coaxial cables for interconnecting test equipment and circuit boards. Withinthe circuit
board, both microstrip and coplanar transmission lines will be used. To minimize
reflections, transmission lines should be terminated. These termination should be
placed as close to the active circuitry as possible to minimize lead inductances. There
are several references on transmission lines that the reader can consult. Elliott’srecent
book [3] on guided waves in microwave circuit provides an excellent treatment of the
subject. The booksby Ott [4] and Bakoglu[5] also give valuable information on noise
reduction, parasitics, and packaging techniques.

85.1 Wafer Probing

The testing procedure usually begins by probing the wafer. This often gives good re-
sultsbecause there are no parasitics associated with packaging at thispoint. Microwave
probes can be used up to 40 GHz. These probes use a coplanar transmission line with
a controlled impedance (usually 50 €2) al the way to the tip. The probe usually has
three connectionsin a ground-signal-ground arrangement. Referring to the micropho-
tographs of thetwo VCO circuit in Figs. 8.6 and 8.7, the reader can see high-frequency
output pads arranged in a ground-signal-ground configuration for wafer probing. A

50 €2 terminating resistor can also be seen between the center conductor and ground. A
better termination method was used in the preamplifier circuit of Fig. 7.36, where the
termination resistor is composed of two 100 €2 resistorsin parallel. Thisconfiguration
allowsthe current density to remain symmetric at the end of the transmission line, and
improves the response at high-frequencies.

A high-speed wafer probing setup isillustrated in Fig. 8.12. Microwave probes are
mounted on a probe station. The coplanar transmission line at the tip of the probeis
converted to acoaxial line, and an SMA connector is used to interface the signal to test
equipment. The top view of a microwave probe from Cascade Microtech is shownin
Fig. 8.13. The body of the probeis approximately one inch long. Because of the large
physical size of the probe it is difficult to probe more than 4 high-speed signals at the
same time.

8.5.2 Surface-Mount Packagesfor Testing

To be used in the real world, circuits must be packaged. High-speed packages are
generaly much more expensive than their low frequency counterparts because of the
quality of the materialsneeded, and the accuracy of thedimensionsrequiredtomaintain
controlled impedance transmission lines. In thisresearch we have made extensive use
of the TEKPAC™: asurface mount test package available from Tektronix Inc. This
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Figure8.13 Top view of a microwave probe from Cascade Microtech.
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0.400 in.

Figure 8.14 TEKPACT™M surface mount package for dc-18 GHz available from Tek-
tronix.

package has been described in the literature [6, 7]. Anillustration of a TEKPAC™
isshown in Fig. 8.14. The package has 8 signal lines: two per side. Each of the signal
pins are flanked by ground pins. The large metal areain the middleis a ground plane.
The signal lines are routed a ong the back of the package and are connected to the top
side through via holes.

After dicing, a test chip can be mounted on the surface of the TEKPAC™. This
author used silver epoxy for mounting. The epoxy was applied, and the chip was
affixed, allowing the epoxy to cure approximately 2 hoursin an oven at 150°C. Wire-
bonds are then made from the IC pads to the ground-plane and signal lines of the
TEKPAC™. Anillustrationof a TEKPAC ™ with an IC mounted on the surface is
shownin Fig. 8.15. Thisshows 2 wires bonded to the ground plane, and 4 signal lines
bonded to 4 of the 8 available signal lines.

Evaluation Kit for Surface-Mounted ICs

In order to interface signals to and from the chip, an evaluation kit is also available
from Tektronix Inc. The evaluation kit is designed so that the TEKPAC™ can be
placed in the center as shown in Fig. 8.16. Connections are made from the signal
lines of the TEKPAC™ to the microstrip transmissions lines of the evaluation kit
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Figure 8.15 Bounding diagram of an IC surface mounted with silver epoxy on a
TEKPACTM platform.

by pressure. The microstrip lines are distributed to 8 separate SMA connectors on the
sides the evaluation kit as shown in Fig. 8.17.

To apply pressure to make the electrical connection, a plastic ring is placed on the
pins of the TEKPAC™ . The evaluation kit has a lid with a piece of rubber affixed
inside the lid, which makes contact with the plastic ring as the lid is screwed into
place, applying the pressure needed to make electrical contact to the signa pins. The
evaluation kit with the lid in place is shown in Fig. 8.18. When the lid is closed, the
evaluation kit provides a grounded shield for the circuit under test against optical and
electro-magnetic interference. Signals can now be routed easily to test equipment and
to couplers using coaxial cables viathe SMA connectors.

8.5.3 Microstrip Transmission line Hybrid Circuit

The TEKPAC™ isavery useful package. Several chips can be mounted and bonded.
All of the test equipment can be connected and calibrated. Then different chips can be
tested simply by poppinganew TEKPAC ™™ into the eval uation kit without having to
disconnect any wires, or do any soldering. However, when more than 8 test signalsare
required, a custom hybrid test circuit may be needed. If one has access to the proper
facilitiesit is often a simple matter to make your own hybrid test board.
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Figure8.17 Evaluationkit for TEKPACTM: approximately 1.75in per side.
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Figure8.18 Evaluation kit for TEKPACTM with lid.

A microstrip line can be etched on a DURIOD™ board. Rubylith masks can be cut
with the aid of simple CAD tools, and the pattern can be transferred, either directly, or
by photographic reduction, to the test board. A skilled technician can layout and etch
atest board within 30 minutes. Various connectors and test fixtures can be purchased
from microwave component vendors. 180° hybrid couplers and can be used to take
the sum or difference of two signals in the GHz range; this is useful for performing
differential to single-ended conversions. Microwave passive components, such aschip-
resistors and capacitors, are also available from various vendors. Small chip resistors
can be mounted directly on the surface of the board to provide terminations, thus
minimizing inductive leads. Chip-capacitors can be placed as close to the component
as possible for power supply and bias line decoupling.

8.5.4 Packaging

We will now take a brief look at some packaging techniques that have been described
in the literature to improve high speed performance. Fujita et al. [8] described a
5-Gb/sfiber-optic receiver module, and provided a useful illustration of a high-speed
packaging technique. An avalanche photodiode (APD) was packaged together with a
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Figure 8.19 lllustration of a possible packaging technique for a multigigabit per second
fiber-optic preamplifier module.

low-noise transresistance preamplifier. A diagram of the receiver moduleis shownin
Fig. 8.19 illustrating how one might go about packaging such a circuit.

A 10-GHz mixer for coherent optical systems was recently reported by Fujita et
al. [9, 10]. Inthe packaging of the circuit, an improved bonding technique, illustrated
inFig. 8.20, was utilized. The straightforward bonding diagram for a chip bonded to a
microstrip transmission lineis shown in Fig. 8.20(a). The bond-wireto the signal line
isexcessively long and has an inductance of approximately 0.6 nH. Thislong inductor
can be broken in half and bonded to the top plate of a capacitor with its bottom plate
connected to ground. This isillustrated in Fig. 8.20(b). The equivalent circuits for
these connections are shown in Fig. 8.21. By choosing the center capacitor properly
so that its characteristic impedance together with the 0.3 nH inductorsis similar to the
characteristic impedance of the transmission line (240 fF for a 50¢2 line), a substantial
improvement in performance can be obtained.

Inductive Peaking and the T-Coil

In high-speed packaging we try to minimize parasitic capacitance and inductance.
However, once we realize that we must live with a certain amount of inductance and
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Figure8.20 High-speed packaging technique.
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Figure8.21 Circuit model for high-speed packaging technique.
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Figure8.22 T-coil bonding configuration for constant input impedance.

capacitance, other techniques have been developed that use the reactance of these
parasiticsin an intelligent way so that circuit performance is not degraded, and in some
instances is even enhanced. Distributed amplifiers are an example of this technique,
where the input capacitance of the amplifier is utilized to construct a quasi delay-
line. Inductive peaking [11, pp. 334-344] is another technique whereby bond-wire
inductances are used to peak the frequency response, thus broad-banding the circuit.

A very clever technique for providing a constant input impedance over al frequencies
isknown as a T-cail. Thiscircuit isillustrated in Fig. 8.22. The T-coil uses coupled
inductors and a shunt capacitor. The energy is distributed among the inductors, shunt
capacitor, and input capacitance of the transistor in such a way that the impedance
seen by the transmission line is constant and real for al frequencies. A T-coil can be
approximated be using two bond-wires. The mutual coupling between the bond-wires
is rather weak, but it is strong enough to implement the broadband matching needed
to maintain arelatively constant impedance. For additional information on high-speed
packaging the reader isreferred to the paper by Ellenberger [12].

8.5.5 Differential Design

Until now we have not explicitly stated that differential design is preferable at high
speeds. This should be fairly self evident. However, we will make a few comments
to point out some of the more prominent benefits. Within the chip, parasitics that
become dominant at high speeds, and seriously degrade the performance of a single-
ended circuit occur on both signal lines of a differential circuit, and are reduced by
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the common-mode rejection. Also, in adifferential circuit, the switching of currents
only occurs within the chip where distances, and thusinductance are small. Therefore,
high-speed ac current don’t need to be delivered through long, high-inductance paths.
Differential I/Olinescan beroutedin close proximity to each other, and thetotal current
passing through a surface intersecting both signal lineswill be constant. Ferrite beads
can be placed outside of the differential signal lines, choking common-mode signals,
while alowing differential signalsto pass. All external bias and supply lines carry dc
current, where the sum of the differential currents are alwaysconstant. Thisminimizes
fluctuation on these lines and simplifies power supply and bias decoupling.

8.5.6 Testing Procedures

Network Analyzer An excellent source of information on testing procedures can be
obtained from manufacturers of high-speed test equipment. A network analyzer is a
versatile measurement system that can perform several typesof complex measurements
quickly. Hewlett Packard’ sHP 8720A isone such system, and theuser’ sguideprovides
useful information about testing procedures [13].

Spectrum Analyzer A gigahertz spectrum analyzer is invaluable in any high-speed
measurement laboratory. One particular unit isthe HP 8562A from Hewlett Packard
[14]. Severa useful measurement techniques can be found in the user’s guide and in
application notes.

Sampling Scope A sampling oscilloscopeisuseful for looking at periodic waveforms
and performing time domain measurements. Time domain reflectometry (TDR) is
complementary to frequency domain techniques, and is useful for narrowband network
characterization. The11801A from Tektronix isasampling scopewithaTDR sampling
head. Applicationsnotes and a user’s guide are available from distributors[15].

Application Notes Suppliers of high-speed circuits are also a useful sources of in-
formation on high-speed testing and packaging. A seminar on high-speed design was
given by Analog Devices in 1989, and the notes are published in a volume that is
available through the company [16]. Manufactures of accessories such as bias-tees,
couplers, cables, connectors, and microwave active and passive components usually
have well written application notes describing the proper usage of these devices. Appli-
cation notes, such asthosegivenin[17, 18, 19] are also val uable sources of information
on microwave design and testing techniques.
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6-GHz PHASE-LOCK LOOP USING
AlGaAs/GaAs HBTs

In this chapter, a fully integrated 6 GHz phase-locked-loop (PLL), fabricated using
AlGaAs/GaAs heterojunction bipolar transistors (HBTS), isdescribed [1]. ThePLL is
an important test circuit that verifies functionality of key circuit building-blocks of a
multigigabit-per-second clock recovery circuit for fiber optic communication systems.
ThePLL consistsof afrequency quadrupling ring voltage controlled oscillator (V CO),
a balanced phase-detector, and a lag-lead loop filter. The closed-loop bandwidth is
approximately 150 MHz. Thetracking rangewas measured to begreater than 750 MHz
at zero steady-state phase-error. The non-aided acquisition range is approximately
300 MHz, or twice the closed loop bandwidth. The minimum emitter-area of the
AlGaAs/GaAsHBTswas 3:m x 10u:m, and the devices exhibited a unity current-gain
frequency of f; = 22 GHz, and a unity power-gain frequency of fmax = 30 GHz for
a bias current of 2 mA. The speed of the PLL can be doubled by using 1xm x 10pxm
emitters in next generation circuits. The chip occupies a die area of 2mm x 3mm and
dissipates 800mW with a supply voltage of -8V. Each of the circuits composing the
PLL will be described in the following sections.

9.1 FREQUENCY QUADRUPLING RING VCO

A frequency quadrupling ring VCO was designed and fabricated separately from the
PLL [2, 3]. ThisVCO, illustrated in Fig. 9.1, has two quadrature outputs at twice the
ring frequency, and one output at four times the ring frequency. The core of thisVCO
is a four-stage ring oscillator. When an even number () of matched delay elements
is used, each pair of taps separated by n/2 stages will be 90 degrees out of phase.
For example, y; and y3 are quadrature pairs, as are y» and y4. When each of these
pairs are mixed, the resulting signals, / and (), are at twice the ring frequency, and are

413
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VCNTR
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IN-PHASE !
2x Ring Frequency

Q  QUADRATURE
2x Ring Frequency

4x Ring Frequency

Figure9.1 VCO with | and Q, in-phase and quadrature, double frequency outputs, and a
quadrupled frequency output, X.

themselves in quadrature. Another level of frequency doubling can also be performed
by mixing I and () to obtainasignal, X, at four times the ring frequency.

The mixing arrangement can be implemented in avariety of ways. If thesignalsy are
binary-valued, the multipliersare equivalent to exclusive-OR gates, and the cascade of
multiplierscan be represented as (y1 ® ys) & (y2 D v4), whichislogically equivalent to
y1 Dy2 B ys P ya. Therefore, for binary-valued signals, amodul o-two-sum of each tap
will generate a signal at 4-times the ring oscillator frequency. Razavi and Sung [4, 5]
used this approach in a 6-GHz BiCMOS PLL, which dissipated only 60-mW. The
modul o-two-sum was accomplished using a novel technique, which is applicable to
ring oscillators with an odd number of stages. For a three-stage oscillator there are
6 possible states for the taps (y1, 2, y3); if these taps could be chosen arbitrarily
there would be 8 possible states, however (-1,1,-1) and (1,-1,1) can not occur in a
ring-oscillator structure. Therefore, the modulo sum y; @ y» @ ys IS equivalent to
the algebraic sum y; + (—y2) + ys for the six valid states of the ring oscillator. By
representing the taps y as currents, and summing them at a common node, afrequency
tripler can berealized.

The delay cell of the VCO core is shown in Fig. 9.2. This circuit uses a differential
current steering input (STEER) for coarse adjustment of the VCO frequency, and
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Figure 9.2 Ring oscillator delay cell with differential current steering inputs for coarse
tuning and a reversed bias diode for fine tuning

a control voltage (VcnTR) Of reverse-biased base-emitter junction capacitances for
frequency fine tuning. Balanced differential design helps to minimize jitter due to
common-mode noise and especially due to power supply coupling, which is a major
source of jitter in high-frequency oscillators. Simulation results reveal that a single
delay cell, terminated with asource resistor of valuer;, and aloadresistor of C'x /Cugrm,
achieves a delay time of approximately 1/ fmax, where fmax is the unity-power gain
frequency of the transistor given approximately by

RN
fmax—2 S Cry” (9.1

To ensure oscillations, a gain greater than unity is required, and the load resistor must
be increased accordingly. This increases the delay time of the ring oscillator cell, as
do the emitter-follower buffer stages inserted before the frequency doubling mixers,
resultingin an actual delay time of the loaded ring oscillator cell of between 1.5/ fmax
and 2/ fmax, depending on bias conditions. Therefore, the ring frequency f; is such
that

fmax fmax (9.23)
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Maximum Frequency 6.8 GHz

Power Dissipation 300400 mwW

Tuning Range (Steer) 6.25 GHz + 400 MHz

Gain (Steer) 2m (440 MHz) / mA

Tuning Range (Vcntr) 4+ 200 MHz

Gain (Ventr) 2m(100 MHz) / Volt
Temperature Coefficient 1 MHz/° C (uncompensated)
Phase-Jitter < 1 degree (rms)

Spectral Content -100 dBc/Hz @ 100 kHz offset

Table9.1 Measured results of the VCO.

and the 4x signal achieves a maximum frequency in the range

fmax fmax . (9.2b)

Measured results of the VCO are summarized in Table 9.1. The maximum obtainable
frequency is 6.8 GHz. The tuning range is plotted in Fig. 9.3(a) as a function of the
bias current per delay cell, and in Fig. 9.3(b) as a function of the reversed biased diode
voltage. The VCO can be tuned by approximately 1 GHz by altering the bias current,
and by 500 MHz by modulating the load capacitance diode. A microphotograph of the
VCOisshowninFig. 9.4.

9.2 FULLY-BALANCED MIXER

Frequency doubling and phase detection are performed by a fully symmetric circuit
with the property of equal delay paths for each input signal [6]. Half of thiscircuitis
a Gilbert multiplier, or equivalently, a current-mode exclusive-NOR gate as shown in
Fig. 9.5. When a single Gilbert multiplier is used as the complete mixer, differences
in signal propagation delays between the top-level and bottom-level input differential

pairsresultsin an effective phase-shift between the two signals being multiplied. This
causes a steady-state phase-error when the multiplier is used as a phase-detector in a
PLL, reducing both the tracking and acquisition ranges. This phase lag also givesrise
to a dc offset voltage at the output of a frequency doubler when quadrature signals
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Figure 9.3 VCO measured results: (A) frequency vs. bias current, (B) frequency vs.
control voltage.

are multiplied. For this particular HBT process, the delay-time difference between
a signal applied to the top differential pair and a signal applied to the bottom, is on
the order of 15 ps. This corresponds to a phase-lag of 32 degrees at 6 GHz, which is
unacceptable.

By modeling the Gilbert multiplier of Fig. 9.5 as an idea multiplier with an input
phase difference, the circuit of Fig. 9.6 illustrates how two such mixers can be used
in antiparallel to cancel the phase offset. Each mixer isidentical, but their inputs are
interchanged. Therefore the resulting phase-errors produced by the two mixers will
be equal in magnitude, but opposite in sign. Summing the result of each mixer, the
phase-error can be eliminated to the degree of matching accuracy of the two mixers.
The fully symmetric circuit of Fig. 9.7 implements this phase-error compensation
by summing the output current of the two Gilbert multipliers at the load resistor.
Razavi and Sung [4, 5] use a similar technique, but they add a clever modification to
allow the use of low-voltage power supplies, thereby reducing the power dissipation
substantially.

9.3 LOOPFILTER

The loop filter sets the PLL's closed-loop bandwidth as well as its dynamic response.
Considerationsin designing aloop filter are stability, frequency acquisition range, and
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Figure 9.4 Microphotographof Frequency QuadruplingVCO
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Figure9.5 Gilbert multiplier
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Figure9.6 Techniquefor compensating phase-lag using two matched Gilbert multipliers.
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Figure9.7 Fully-balanced mixer using two Gilbert multipliersin parallel.
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Figure 9.8 Linearized Small-Phase-Error Model of PLL

phase-jitter suppression. The familiar linearized small-phase-error model of aPLL is
shown in Fig. 9.8, where F(s) = ﬁggi; is the transfer function of a loop filter with
unity dc-gain. K4, K;, and K, are the gains of the phase-detector, |oop-filter, and
V CO respectively. A frequency-modulation input signal is also shown with a gain of

K. The closed loop transfer function of the PLL for a general loop filter is given by

KqK (K, F(s)
90(8) [(d[(f I(OFN(S)
H = = 5 = . 9.3
9(8) Hm(s) 1+ [(d[(OI(fF(S) SFD(S) +[(d[(f[(oFN(5) ( )

S

Defining again = KqK; K, (radls), then for alag-lead loop filter of the form

1+ s7,
= 4
Fls) = (94
the resulting closed loop transfer functionis 2nd order, and is given by
Ha(s) = L+ om) 95)

27+ s(1+ Q) + Q

It isuseful to express the loop parameters in terms of the undamped natural frequency,
w, = 27 f,, and the damping ratio .
s Wn
e ()

Ho(s) = 2 (9.6)
14+ —20+ (—)
n w’ﬂ
where Wl = L3
Tp
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Figure9.9 Magnituderesponse of PLL closed-loop transfer functions H g, and H 4.

The transfer function for frequency modulated signals is identical to the phase-
modulation transfer function except for a constant term:

HF (5) _ Fmout(s) _ [{Zn
" Fmin(s) K,

Ha(s). (9.9)

Another important transfer function relates the phase-error, ¢(s) to the input phase.

o _ (@) E)
e ()

The magnitudes of Hy(s) and H,(s) are plotted in Fig. 9.9 as a function of the
normalized frequency variable for the case of ( = 1 and Q; >> w,,. The loop filter
has alimited bandwidth so that the PLL attenuates modulationsof the carrier frequency
above the undamped natural frequency of theloop f,,. The two transfer functions H,
and H 4 have interestinginterpretationsas regards to phase-jitter filtering. If we assume
that the input to the PLL contains phase-jitter, but the VCO of the PLL isjitter-free,
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Figure9.10 Differential Lag-Lead Loop Filter

then the V CO output will be modulated by the input phase-jitter. However, the original

jitter will be filtered by the lowpass function H,. Therefore, to reduce the jitter of
the PLL VCO one should reduce the PLLs closed-loop bandwidth. Conversely, if the
input signal isassumed to bejitter-free, and the PLL V CO has significant free-running
phase-jitter, then the negative feedback of the loop will act to modulate the VCO in

such away asto cancel itsown phase-jitter. The PLL will be ableto track and suppress
self-jitter withintheloop bandwidth. The resulting closed-loop V COjitter will then be

the original jitter filtered by the highpass function of 4 . Inthiscase jitter isreduced
by increasing the loop bandwidth.

The circuit of Fig. 9.10 approximates a lag-lead characteristic. The small-signa
transfer function for thisfilter, ignoring higher-order poles due to parasitics, is given
approximately by

AVour . 1+ sCR, . 1+ s,
AViy I T sC R, +2R)| T (Tt s,

(9.10)

2 1
where rz:RZC:—C——,
Wn Qk
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L oop Parameters Component Values
Kq = 69 (mV/rad) 7 = 55(ng
Ky = 25 . = 15(ng)
Ko = 27800(Mrad/gV) | C = 1.0(pF)
Qp = 8685(Mrad/s) R = 20(kQ)
R, = 15(kQ)

Table9.2 Loop parameters and component values.

Q

wp?’

T, =2RC+ 71, =

Since the loop filter is integrated with the PLL, the maximum capacitor value is
limited by area constraints to about 1pF. The loop parameters and corresponding filter
component values are given in Table 9.2 for the design goals of f,, = 200 MHz and
¢ = 1. The parasitic poles of the loop filter provide additional lowpass filtering of
the 12 GHz double frequency ripple from the output of the phase detector, reducing
ripple-induced phase jitter. However, these higher-order poles also add excess phase-
lag which reduces the loop phase margin, and possibly cause ringing in the transient
response. Simulations predict an overshoot in the step response of 5%, corresponding
toan equival ent dampingfactor of ¢ = 0.7, whichisapproximately a2-pole Butterworth
response.

9.4 OUTPUT BUFFER AND BIASCIRCUITS

The output buffer isshowninFig. 9.11. It consistsof a pair of emitter-follower buffers,
followed by a degenerated differential pair with 50 €2 on-chip load resistors. The
nominal bias current isapproximately 11 mA, which resultsin a maximum differential
output voltage swing of 550 mV. Since the maximum anticipated differential input
signal tothebuffer is2 'V, a300 €2 emitter degeneration resistor isused to accommodate
adifferential input signal of upto 3 V.
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Figure9.11 Emitter Degenerated Output Buffer with 50 2 On-Chip Load Resistors

Bias Circuits

Threeidentical biascircuitsare used, one of whichisillustrated by Fig. 9.12. Separate
circuits bias the mixers, the VCO-core delay cells, and the output stage. These bias
circuits provide a nominal bias voltage of V. + 550 mV when VEQrcE IS open
circuited, but can be altered from Vi, +400mV to V. + 2.5V if VEQrcEg Variesfrom
VEE to GND.

9.5 RESULTS

A block diagram of the PLL circuit is shown in Fig. 9.13. A microphotograph of
the complete PLL is shown in Fig. 9.14. To facilitate testing, an identical VCO was
fabricated to provide an on-chip signal source. Testing of the chip was accomplished
by frequency modulating theinput VCO (STEER) signal, and monitoring the buffered
control voltage, (FMT), of the PLL VCO. These measurements were repeated
for different values of VonTR, Which adds stress to the loop by creating an initial
frequency offset. The tracking range was measured by starting with the PLL in lock,
and slowly changing the FM input voltage until aloss of lock occurred. The acquisition
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Figure 9.13 Block diagram of 6 GHz HBT phase-locked-loop.



6-GHz Phase-Lock Loop 427

Paste
Photo
PLL1

Figure9.14 Microphotographof 6 GHz HBT phase-locked-loop.
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Figure9.15 DC tracking and acquisition rangesfor VonTr = 0.0V and-0.3 V.

range was measured by startingwith theloop out of lock and varying the FM input until

lock was established. The tracking and acquisition ranges are plotted in Fig. 9.15(a)
for VonTR = 0.0 Volts.  The tracking range for this condition is 750 MHz, and
the acquisition range is approximately 300 MHz. Fig. 9.15(b) shows a plot of the
same ranges for VonTR = -0.3 V, which adds a frequency offset and therefore, a
steady-state phase-error to the loop. In this case the tracking range is reduced to about
550 MHz, while the acquisition range is dightly less than 300 MHz. Fig. 9.16(a)

shows ameasured FM output waveform of the loop dynamically losing and regaining
lock in response to modulationof VonTR by a2.4V peak-to-pesk sinewave at 1 KHz.
Gardner gives expressionsfor the maximum frequency deviationfrom the V CO center,
A f,, that can be "pulled-in" by the self-acquisitionof theloop[7]. Expressed interms
of circuit parameters,

[Afp| ~ ;2—;\/2F(0)F(oo) = ;2—;«/27'2/7'1,, (9.12)

and in terms of loop parameters

Q
|Afp|:2fm/cwk —1/2. (9.13)

For theloop parameters givenin Table 9.2, [A f,,| ~ 1.02 GHz. Although, (9.12) tekes
into account the sinusoidal phase-detector characteristic, it assumes that €2, isconstant
over the entire acquisition range. In this particular circuit, €2 results from a cascade
of two differential pairs (the loop-filter and the current steering VCO), and therefore
has the functional form of a double-nested hyperbolic tangent, which reduces the gain
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Figure 9.16 (a) Measured FM output showing PLL dynamically losing and reacquiring
lock in responseto a 2.4 Vpp 1 KHz sinewave modulation of Vepr. (b) Frequency step
input (STEER) and buffered PLL VCO input signal (FM).

substantially at the extremes of the tuning range. For an interval of 90% of the tuning
range, the average gain, ;. is afactor of 4 less than €2, at the center frequency of the
VCO. Replacing Q2 in(9.12) with Q,, givesan acquisitionrange of 4 250 MHz, which
is till significantly greater than the measured acquisition range (JA f,| ~ 150 MHz).
This discrepancy is due to offsets and noise in the actual circuit. In the presence of a
large frequency error the dc value from the phase detector error signal is quite small,
and must be accumulated in the loop filter over several cycles, building up a voltage
that tunes the VCO. Such asmall error signal is defeated by offsets and noise, and no
tuning signal accumulates; as a result the PLL can not acquire.

The time required to "pull-in" afrequency of A f isgiven by

11 (AF\?
T, (Af) ~ T <f—f) , (9.14)

which shows that the acquisition time is proportional to the square of the initial
frequency offset. For afrequency error equal to the theoretical limit of the acquisition
range, A f = A f,, and after substituting for f,, and ¢,

Qur,
For the usual case of Q. 7, >> 1,
A 2
T, (Af) ~ 21, (%) . (9.16)
14
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Figure9.17 Cycle-slipping behavior during frequency acquisition of the PLL simulated
using SPICE: (a) time domain behavior, (b) phase-plane portrait.

This expression shows that the acquisition time depends only on theinitial frequency
error and the time-constant of the dominant-poleof theloop filter. For A f = 150 MHz,
T, = 0.25 ns. However, (9.16) is not valid for small frequency errors lying within
the locking range of the PLL, or for frequencies close to the edge of the acquisition
range as Fig. 9.17(a) illustrates. This plot shows the simulation results of frequency
acquisition for A f slightly less than A f,,. For this case the acquisition time is 60 ns,
whichismorethan afactor of 10 greater than that predicted by (9.16). The phase-plane
portrait for thissimulation is shown in Fig. 9.17(b), where it can be seen that the loop
settles to a steady-state phase offset of 32 degrees which is an artifact of the finite dc
™
Osteadly-state = o ! (917)

The linear tracking behavior and noise bandwidth can be determined by using small-
signal modulations around the locking point. The measured closed-loop bandwidth
varied from 100 MHz to 200 MHz, depending on the steady-state phase error, with ¢
ranging from 0.5-1.0. The change in closed-loop bandwidthis due to the compression
nonlinearities mentioned previously. Loop gainisreduced in the presence of a steady-
state phase-error by the sinusoidal phase-detector, the differential loop filter, and the
current steering VCO control. In addition, there is some amplitude modulation of the
V CO with frequency which aso reduces the loop gain. Fig. 9.16(b) showsthe PLLs
pulse response for a 175 mV, 200 ns pul se to the positive current-steering FM input.
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Transistor Count 300

Die Area 2mm X 3mm
Supply Voltage -8V

Power Dissipation 800 mwW
Maximum Center Frequency 6.8 GHz
Closed Loop Bandwidth 100-200 MHz
Effective Selectivity Q). 17-34
Tracking Range 700 MHz
Acquisition Range 300 MHz
Acquisition Time (Af = 150MHz) 0.25ns™

Table9.3 Summary of measured PLL results, (* Simulated).

9.6 SUMMARY

The measured results of the PLL are summarized in Table 9.3. A fully-integrated
PLL has been fabricated using AlIGaAs/GaAs HBTs. The chip contains over 300
transistors. A doubling of the speed of thisPLL can be obtained in second generation
circuitsby substituting 1;smx 10m devicesfor the 3;smx 10m minimum emitter-area
transistorsused. ThisPLL isafundamental buildingblock for multigigabit-per-second
clock recovery circuitsfor use in fiber-optic communication systems.
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10

CLOCK RECOVERY AND DATA
RETIMING IC: CIRCUIT DESIGN
AND SIMULATION RESULTS

Inthisfinal chapter we return to system-level issues and blend them with circuit design

constraints to produce a clock-recovery and data retiming 1C. We will not present a
detailed circuit, but rather outlinethe design procedure and give preliminary simulation

results, both at the system- and transistor-level. Aswasdiscussed at theend of chapter 5,

characterization of clock recovery circuits by simulation is difficult for two primary

reasons. First, the input signal consists of random data plus noise; therefore, typical

performance measures are based on statistical techniques, which require several data
samples. Second, the clock recovery circuit is narrow-band compared to the data-
rate, requiring thousands, or even millions, of bit-periods to be observed before the
clock phase is dtered. Nonetheless, simulation can predict the maximum speed of
operation and is useful in optimizing the circuits dynamic response. Several aspects
of a clock recovery system have been simulated, and some of the results will be
presented in this chapter. We will first present system-level simulations, which are
used to evaluate various architectures under ideal conditions. Then we will show how
these architectures can be implemented as ICs and give preliminary circuit simulation
results.!

101 SYSTEM-LEVEL SIMULATIONS

The critical aspect of a high-speed clock recovery loopisitsinsensitivity to parasitics.
This was discussed in chapters 4 and 5. The performance of a given architecture

! Readersshould be advisedthat the s mul ations presented in this chapter ignoreel ectro-magnetic coupling
of adjacent circuits and other couplings through power supplies and bias lines. Such coupling can cause
several adverse effects, such as injection locking of the PLL. Although simulations are useful for fine-
tuning and evaluating circuit performance, many parasitic effects are difficult to model and are masked by
simulation. Therefore, in high-speed analog design thereis no substitute for building and testing actual I1Cs.
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Figure10.1 Block diagram of aclock recovery PLL using an LPF and squaring for edge
detection of the random data. The recovered clock is at half the datarate.

will be highly dependent upon the circuit realization. However, we can first consider
an idealized case where we ignore the parasitics. We can then perform system-level
simulations to observe overall loop behavior without getting bogged down in all of
the second-order effects. This section will present some system-level simulationsthat
were performed assuming idealized circuit blocks. These simulations were executed
using MATLAB.

10.1.1 SquaringLoop

We will first consider a simple architecture as shown in Fig. 10.1. This circuit low-
pass filters the random NRZ data and then sguares it to produce pulses for each data
transition. The phase difference between the data transitions and the recovered clock
is detected with a multiplier and a low-pass filter. The loop filter utilizes a lag-lead
structure; the resulting second order system was designed to have a damping ratio of
¢ = 1. The closed-loop bandwidth was purposely chosen to be much greater than
what would actually be used. Thiswas done so that the dynamic behavior of the loop
can be observed without having to run the simulations for an extended period of time.

Results for a Periodic Input with No Noise

Simulations with maximum data (a square-wave at a frequency of Br/2) and no
additive noise are shown in Fig. 10.2. The phase-error, frequency error, and clock
waveforms are given in Figs. 10.2 (a), (b), and (c), respectively. The phase-plane
portrait, which shows the phase-error plotted as a function of the frequency error,
is shown in Fig. 10.2(d). This simulation primarily illustrates linear behavior. The
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Phase Error vs. Time for Squaring Loop Frequency Error vs. Time for Squaring Loop
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Figure 10.2 Simulation of a squaring clock recovery circuit for maximum data with no
noise and with no frequency error: (a) phase-error, (b) frequency error, (c) clock waveform,
(d) phase-planeportrait.
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Frequency Error vs Time for Squaring Loop
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Figure 10.3 Simulation of a squaring clock recovery circuit for maximum data with no
noise and with no frequency error: (a) phase-error, (b) frequency error, (c) clock waveform,

(d) phase-planeportrait.

loop acquires phase lock without a cycle-dlip, and the phase-plane tragjectory reaches
a steady-state at the origin. Similar results are shown in Fig. 10.3. The difference
between this simulation and the former is that the initial phase was shifted by 180°.

When the data-rate and the center frequency of theVV CO are not identical, a steady-state
phase error will result. Thisstressestheloop, andit, inturn, reducesthe acquisitionand
tracking ranges. The phase-error also resultsin atiming error in the recovered clock.
This reduces the SNR of the sampling point and degrades performance. Fig. 10.4
shows the result of a simulation with a 1% frequency error. The VCO tuning voltage
must differ from zero to match the data-rate, and the resulting phase error is just the
tuning voltage divided by the product of the phase detector and loop filter gains.
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Tuning and Error VVoltages vs. Time for Freq Error = 126 of Bit-Rate
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Figure 104 Simulation of a squaring loop with maximum data, no noise, and an initial
1% frequency error.

Smulations with Random Data and Noise

Now that we have observed the general dynamic behavior of theloop, we can randomize
the input signal and add noise to see how this affects the loop behavior. Simulations
of the squaring clock recovery circuit for random data and an SNR of 10? are shown
in Fig. 10.5. The phase error is shown in Fig. 10.5(a). It shows the same general
behavior as in the simulations shown in Figs. 10.2 and 10.3; however, the phase is
modulated due to the random data and the additive noise. A histogram of the phase
noise, after lock has been achieved, is shown in Fig. 10.5(b). The time waveforms
of the random data and the recovered clock area are shown in Fig. 10.5(c), and the
phase-plane portrait, which shows the steady-state phase noise clearly as a blob near
the origin, isgiven in Fig. 10.5(d).

Simulations of the clock recovery circuit are shownin Figs. 10.6(a) and (b), where the
random data and the resulting clock signal are plotted for two different SNRs, and the
eye-diagrams for these simulations are shown in Figs. 10.6(c) and (d), respectively. It
can be seen from the eye-diagrams that the recovered clock has a nominal transitionin
the middle of the bit interval, as it should. The random phase-jitter in the clock is seen
to be larger for the higher SNR, as expected. A characteristic of bi-phase signalingis
that the clock isequally likely to lock to a positive or a negative transition.

10.1.2 Simulationsof a Digital Transition Tracking Loop (DTTL)

We presented the digital transition tracking loop (DTTL) in chapter 5, where we stated
severa of itsdesirable propertiesfor high-speed clock recovery. In thissection wewill
demonstrate that the idealized circuit provides the desired functionality. Later, wewill
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Figure10.5 Simulations of asquaring clock recovery loop for an SNR of 102.
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Figure 10.6 Simulations of squaring loop for two different SNRs: (&) and (b) are the
resulting time waveforms, (c) and (d) arethe eye-diagrams.
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Figure10.7 Block diagram of adigital transition tracking loop.

simulate the DTTL using actual transistors and compare the results to the idealized
model.

Phase Detector Characteristic

A block diagram of a DTTL is shown in Fig. 10.7. As afirst order of business we
need to determine whether the phase detector characteristic has the sawtooth function
that we expect. To abtain the phase error characteristic, the DTTL was simulated
open-loop. The VCO frequency was set to be either slightly less or slightly greater
than the data-rate. Therefore the phase error will increase, or decrease with time, and
we can plot the output of the phase detector ¢ as afunction of time to obtain the phase
detector characteristic, as shown in Fig. 10.8 for the case of a 5% frequency error.
Notice that the characteristic ¢(¢) is indeed a sawtooth function, as was predicted in
chapter 5.

Interleaving and Frequency Detection

Inreality, the DTTL would beinterleaved as shownin Fig. 10.9. We can add frequency
detection to the circuit, as was shown in chapter 5. The frequency detection operates
by passing the derivative of the phase-error function through a limiter and a lowpass
filter. This operation isillustrated in Fig. 10.10, where the derivative is approximated
by afinitedifferenceof ¢ taken at one bit-periodintervals. Theresulting error signal for
a +5% frequency error is shownin Fig. 10.11, where it can be seen that the frequency
error signal is positivefor aslow clock and negative for afast clock.
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Figure 10.8 Phase-error signal resulting from a MATLAB simulation of a DTTL for
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System level simulation results of the ideal DTTL are shown in Fig. 10.12 for an
SNR of 502. The fundamental behavior of the DTTL for ideal componentsis similar
to the operation of the sguaring loop. The resulting eye diagram of Fig. 10.12(e)
illustratesthat the recovered clock has zero-crossings at the middle of the bit-interval.
The histogram of the phase error on Fig. 10.12(f) shows that the rms phase error is
approximately 1% for an SNR of 502. The actual phasejitter in the system will depend
upon the closed-1oop bandwidth of the DTTL.

10.2 CIRCUIT-LEVEL SIMULATIONS

Now that we have verified the functionality of the architecture of the DTTL, we
can perform circuit level simulations to determine whether it has the expected low
sensitivity to parasitic delays. To obtain preliminary results, we will use standard
circuit building blocks. Later we can modify the circuitry to optimize performance.
However, these first-order results give a good indication of the maximum operating
speed of the circuit. Circuit smulations were performed using the models for an
AlGaAs/GaAs HBT process with emitter areas of (3um x 10pum). At atypica bias
current of 2mA, fnax and f; are approximately 25 GHz. These models were givenin
chapter 6.

The track-and-hold circuit used in thisfirst-order simulationisshownin Fig. 10.13[1].
A SPICE simulation of the track-and-hold circuit at a sampling rate of 4 GS/s (8 Gb/s
in an interleaved circuit) is given in Fig. 10.14.

To multiplex the interleaved in-phase and quadrature samples back to a serial signal,
we used the simple current-mode switch shown in Fig. 10.15. Alternating samples
are passed to the output resistors by steering the bias current through the appropriate
differential pair, under the control of the clock signal.

A latch isused in the final stage of the decision circuit to boost the gain and provide
regeneration. This allows us to improve the speed by using a smaller hold capacitor
and a lower gain in the sampling circuit. The design of a current-mode latch is well
known, and we used the straightforward approach in this simulation. A schematic of
thislatch isshownin Fig. 10.16.

Results of SPICE simulations of the DTTL designed using the circuits just described
are shown in Figs. 10.17 and 10.18 for data rates of 2 Gb/s and 5 Gb/s, respectively.
Itisdifficult to separate the waveformsin these plots.  The top plot in each of these
figuresistheinput and output data. The middle plot showsthein-phase and quadrature
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Figure 10.16 Latch for increased gain and data regeneration.

samples of the DTTL, and the bottom plot shows the phase error between theinput data
and the clock signal. For these simulations, the loop was broken to determine whether
the proper phase-error function can be obtained. We can distinguisha somewhat noisy
sawtooth phase-error function in the bottom plots of Figs. 10.17 and 10.18. For these
simulations, conservative models were used (fimax ~ 25GHZ). The simulations show
functionality at adatarate of 5 Gb/sor (fmax/b). Therefore, if an advanced InP-based
HBT process were used with fi.x = 100GHz, data-rates up to 20 Gb/s could be
accommodated by thiscircuit.

449



CHAPTER 10

450

LED PHASE DETECTOR
44

2 12127

e

QUADRATUR
2

ACK_PO_TR:

 TRACK_PD .TR:

24 990N

<o cuwn—o=

596 1M

<o cluwn—o=

-400.0M =

<o ocruwrn—o=

Figure10.17 SPICE Simulation of aDTTL operating at 2 Gb/s.



Clock Recovery and Data Retiming 1C 451
£
X
P
R
£ a
S -
g !
N o400 0K = oA
2 [ \/" [ ‘ [ ‘ [ ‘ [ ‘ [ »L\ ‘ [ \j
ON 50N 6.ON 7 ON  8ON 9 ON 10 ON
3 012N TINE (LIN) 10-9780N
4
X
P
R
£
s
s
I
0
N ( A4 v :
I \\\\‘ [ ‘\\\\‘ [ ‘\\\ \‘ [N
ON 50N 6ON 7 ON 8 ON 9 ON !
3 0090N TINE (LIN) 10_9890N
A Ny A A . a3 TRACK_PD TR
E 400 oM 5 N i e T A VATl TRACK
; 200 oM )/‘ by i il ;‘ p\ f \ I “error
R B il LA T T e e
£ il 4 \* . by 1{ N : VIN
s 0.2 i ke T R e
| 'EUU—U” It RYR VA IR AT
0 z \ ! \ 1
No-400 oM T WAV LY Al bW L
,\\\\‘\\\\/‘\\\\‘\\\\‘\\\\‘\\\\‘\\M\‘\\\\
5 6. N8 00N
3 0466N TINE (LIN) 10.9903N

Figure10.18 SPICE Simulation of aDTTL operating at 5 Gb/s.



452 CHAPTER 10

10.3 FURTHER RESEARCH

To conclude, we will briefly outline some open problems related to the realization of
an integrated 10 Gb/s fiber-optic receiver.

Photodetector

In thisbook we have not discussed the photodetector thoroughly. It has been assumed
that either a PIN photodiode or an avalanche photodiode (APD) will be used. Work
needs to be done to optimize the quantum efficiency » of the photodetector and to
optimize the dimensionsin order to obtain the highest sensitivity receiver. Asidefrom
7, it was shown in chapter 7 that one of the key parameters in the overall receiver
sensitivity was the parasitic capacitance of the photodetector. Improving lens systems,
so that a more optical energy can be focused onto asmaller area, can have a significant
impact on system performance.

Preamplifier

A detailed noise analysis for the preamplifier was presented. However, the SNR of
the test statistic was not optimized. This involves taking into account both the noise
performance, and the effect of the amplifier's pulse response on the data eye. For
example, an amplifier can exhibit peaking in its pulse response. This will typically
increase the noise bandwidth, however it can also increase the signal magnitude at the
sampling instant, such that the SNR of the sampleisincreased. Further work isneeded
to determine guidelines concerning the optimization of noise performance within the
context of areceiver for random NRZ data. Thisworksalso needs to take into account
the postamplifier, as discussed below.

Postamplifier

The Postamplifier performs noise filtering and signal conditioning. Optimal perfor-
mance of thereceiver must takeintoaccount thenoisefiltering of thisstage. Asidefrom
noise filtering, the postamplifier must have an automatic gain control feedback loop
S0 as to always output a constant signal level to the clock recovery circuit. This stage
will determine the dynamic range of the overall receiver. Other important functions of
the postamp are to provide dc restoration of the signal and to convert the single-ended
signal to abalanced differential signal for subsequent processing.
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Optimization of Building Blocks

The primary focus of this work was to design first-generation prototype circuits. We
have not focused much attention on optimizing the speed once the architecture is
chosen. After a functional receiver is demonstrated, further work will be needed to
add embellishments to the circuits to improve speed and to reduce the sensitivity to
temperature and power supply variations.

Effective SNR Improvement Using a Sample-and-Hold

It was stated in chapter 5 that using a sample-and-hold circuit before the decision
circuit would improve the effective SNR as compared to using a decision circuit,
which consists of only a regenerative latch with no holding function. However, no
guantitative results were given. To determine the SNR improvement, test circuits will
have to be built to directly compare the two schemes.

Comparison of Competing Clock Recovery Schemes

Several methods for clock recovery in broadband systems were presented in chapter 5.
It would be interesting to compare the performance of various approaches in a real
system. This would require the fabrication and evaluation of several different clock
recovery circuits. It is possible that some parasitics that were overlooked by these
authors may make one circuit better than the DTTL. However, at this point the DTTL
with frequency detection appears to be the best approach for recovering a clock from
high-speed random NRZ data.

Evaluation of Actual Circuits

At the time of this writing, several communication links, operating at gigabit-per-
second rates are being realized as integrated circuits, with many more expected in the
near future. Several questions as to the preferred 1C technology and the preferred
architectures for such circuits have yet to be resolved. Eventually a large volume of
these ICswill be designed and deployed for such applications as,

= fiber-optics, Optical disks, ATM switches,
®m  magnetic disk-drive electronics,

= wireless communication and personal communication,
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= high-speed data communication over metallic media such as coaxial cables and
twisted pairs,

m  others.

Various architectures and circuit building blocks will certainly emerge and become
widespread, whereas others will disappear. However, with such a wide variety of
applications, no one approach will be used in all cases. Designers will have to
understand trade-offs in cost, speed, performance, power dissipation, etc. to best
utilize available resources for a specific application. It is our hope that designers of
future high-speed communication circuits, when faced with these trade-offs, will find
the information in this book useful.
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