Source: Mobile Communications Engineering

Introduction

Part| Mobile Radio—The First 100 Years

By definition, the term “mobile-radio communications” describes any
radio communication link between two terminals of which one or both
are in motion or halted at unspecified locations and of which one may
actually be a fixed terminal such as a base station. This definition
applies to both mobile-to-mobile and mobile-to-fixed radio communica-
tion links. The mobile-to-mobile link could in fact consist of a mobile-
to-fixed-to-mobile radio communication link. The term “mobile” applies
to land vehicles, ships at sea, aircraft, and communications satellites.
In tactical situations, mobile-radio systems may include any or all of
these types of mobile terminals.

Mobile-radio systems are classified as radiophones, dispatching sys-
tems, radio paging systems, packet radios, or radiotelephones (also
known as mobile phones), including train phones.

1. Radiophones (or walkie-talkies) are two-way radios, such as CB (cit-
izens band) radios, which are allocated 40 channels for anyone to use
whenever the channels are free. This system affords no privacy to
the user.

2. Dispatching systems use a common channel. Any vehicle driver can
hear the operator’s messages to other drivers in the same fleet. The
drivers can talk only to the control operator. In military applica-
tions, the users can also talk to each other on an open channel.

3. Radio paging customers carry personal receivers (portable radios).
Each unit reacts only to signals addressed to it by an operator. A
beep sounds to alert the bearer, who then must go to a nearby tele-
phone to receive the message.
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4. Packet radio requires a form of multiple-access control that permits

many scattered devices to transmit on the same radio channel with-
out interfering with each other’s transmissions. Packet radios can be
configured as either mobile or portable terminals. This system may
become important in the future.* Each terminal is attached to a
transmission control unit equipped with a radio transmitter and
receiver. The data to be transmitted are formed into a “packet” within
the transmission control unit. The packet contains the addresses of
the receiving location and the originating terminal. A receiving
device receives any packet addressed to it and transmits an acknowl-
edgment if the packet appears to be free of error. The sending station
waits a predetermined period for the acknowledgment. If it does not
receive an acknowledgment, it transmits the packet again. For exam-
ple, CDPD (cellular digital packet data) is a packet radio system.’

. Radiotelephones include MTS (Mobile Telephone Service), IMTS (Im-

proved Mobile Telephone Service), the Metroliner telephone, TACS
(total access communication system),” and AMPS (Advanced Mobile
Phone Service).” The Metroliner telephone is briefly discussed here,
and the other types of radiotelephones are described, in greater detail,
in subsequent paragraphs. The Metroliner telephone operates in the
400-MHz frequency range on the high-speed train between New York
and Washington, D.C. The 225-mi railway distance is divided into
nine zones. Each zone has a fixed radio transceiver located adjacent to
the track right-of-way. As a train moves from one zone to another, calls
that are in progress must be automatically switched from one fixed
radio transceiver to the next without the customer’s being aware of
any changes or interference in communication.

. Digital Cellular’ and PSC (personal communication service)' are for

high capacity and data transmission. Digital Cellular in Europe is
called GSM (Global System Mobile), a standard system using TDMA
(time division multiple access). PCS is a cellular-like system applied
at 1.8-1.9 GHz instead of 800—900 MHz for cellular. Other than that,
the system protocols are the same as cellular systems. Digital cellu-
lar in North America has two standards: IS-136 (TDMA) and IS-95
(CDMA). Digital cellular in Japan is called PDC (personal digital
phone), a TDMA system.

7. TDD (Time Division Duplexing) systems’ such as DECT (digital

European cordless telephone), PHS (personal handy-phone system),

*S. Fralick and J. Garrett, “Technology for Packet Radio,” AFIPS Conf. Proc., vol. 44,

1975, AFIPS, Montvale, N.J.; and R. E. Kahn, S. A. Gronemeyer, J. Burchfield, and R. C.
Kunzelman, “Advances in Packet Radio Technology,” Proc. IEEE, vol. 66, no. 11, Novem-
ber 1978, pp. 1468-1496.

W. C.Y. Lee, Mobile Cellular Telecommunications, Analog and Digital Systems, 2d ed.

McGraw Hill Co., 1995.
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and PACS (personal access communication system) use one fre-
quency for both transmission and reception on a time-sharing basis.
These systems are for low mobility and in-building communications.

8. Mobile Broadband Systems* will be the future public land mobile
telecommunication system (FPLMTS). It will operate at a higher
spectrum band (20-60 GHz), using ATM (asynchronous transfer
mode) for broadband packet switching, and it will be compatible
with the B-ISDN (broadband ISDN). It will be the future wireless
information superhighway system.

Let’s pause momentarily to review some of the historical highlights
of mobile-radio communication. The first practical use of mobile-radio
communication was demonstrated in 1897 by Marchese Guglielmo
Marconi, who is credited with first successfully establishing radio
transmission between a land-based station and a tugboat, over an 18-
mi path. The following summary shows some of the important mile-
stones in the history of mobile-radio communication:

1880: Hertz—Initial demonstration of practical radio communication

1897: Marconi—Radio transmission to a tugboat over an 18-mi path

1921: Detroit Police Department—Police car radio dispatch (2-MHz
frequency band)

1932: New York Police Department—Police car radio dispatch (2-MHz
frequency band)

1933: FCC—Authorized four channels in the 30- to 40-MHz range
1938: FCC—Ruled for regular service

1946: Bell Telephone Laboratories—152 MHz (simplex)

1956: FCC—450 MHz (simplex)

1959: Bell Telephone Laboratories—Suggested 32-MHz band for
high-capacity mobile-radio communication

1964: FCC—152 MHz (full duplex)
1964: Bell Telephone Laboratories—Active research at 800 MHz
1969: FCC—450 MHz (full duplex)

1974: FCC—40-MHz bandwidth allocation in the 800- to 900-MHz
range

1981: FCC—Release of cellular land mobile phone service in the 40-
MHz bandwidth in the 800- to 900-MHz range for commercial oper-
ation

*W. C.Y. Lee, Mobile Cellular Telecommunications, Analog and Digital Systems, 2d ed.
McGraw Hill Co., 1995.
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1981: AT&T and RCC (Radio Common Carrier) reach an agreement
to split 40-MHz spectrum into two 20-MHz bands. Band A belongs to
nonwireline operators (RCC), and Band B belongs to wireline opera-
tors (telephone companies). Each market has two operators.

1982: AT&T is divested, and seven RBOCs (Regional Bell Operating
Companies) are formed to manage the cellular operations.

1982: MFJ (modified final judgment) is issued by the government
DQOJ. All the operators were prohibited to (1) operate long-distance
business, (2) provide information services, and (3) do manufacturing
business.

1983: Ameritech system in operation in Chicago

1984: Most RBOC markets in operation

1986: FCC allocates 5 MHz in extended band

1987: FCC makes lottery on the small MSA and all RSA licenses
1988: TDMA voted as a digital cellular standard in North America
1992: GSM operable in Germany D2 system

1993: CDMA voted as another digital cellular standard in North
America

1994: American TDMA operable in Seattle, Washington
1994: PDC operable in Tokyo, Japan

1994: Two of six broadband PCS license bands in auction
1995: CDMA operable in Hong Kong

1996: U.S. Congress passes Telecommunication Reform Act Bill.
“Apparently anyone can get into anyone else’s business.”

1996: The auction money for six broadband PCS licensed bands (120
MHz) almost reaches 20 billion U.S. dollars.

1997: Broadband CDMA considered as one of the third-generation
mobile communication technologies for UMTS (universal mobile
telecommunication systems) during the UMTS workshop conference
held in Korea.

In 1970, the FCC allocated the following frequencies for domestic

public mobile-radio use on land:

Number
of Channel Total
Base transmit Mobile transmit channels spacing bandwidth Name
35.26-35.66 MHz 43.26-43.66 MHz 10 40kHz 0.8 MHz MTS
152.51-152.81 MHz 157.77-158.07 MHz 11 30kHz 0.6 MHz IMTS (MJ)
454.375-454.65 MHz 459.375-459.65 MHz 12 25kHz 0.55 MHz IMTS (MK)
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Although a total of 33 channels are provided for within these fre-
quency allocations, the actual number of channels used in a specified
area is much smaller on account of restrictions imposed by prevailing
FCC regulations, which are explained later on.

In 1974, the FCC allocated a 40-MHz bandwidth in the 800- to 900-
MHz frequency region for mobile telephone use. During the initial trial
tests, it was utilized as follows:

Number of Channel Total
Base transmit Mobile transmit channels spacing bandwidth
870-890 MHz 825-845 MHz 666 30 kHz 40 MHz

The Bell Telephone System used this narrow band of frequencies in
trial tests of its new, high-capacity Advanced Mobile Phone Service
(AMPS), which is designed for use in a cellular planned network.
Because the system design is based on the reuse of allocated frequen-
cies, the number of customers served is greatly increased; hence the
term “high-capacity” system. Part II of this introduction describes a
cellular system in greater detail.

By 1976, the Bell System served approximately 40,000 mobile-
telephone customers within the United States. Of this number, 22,000
were able to dial directly, whereas 18,000 required operator assistance
to place a call. The various systems that serve mobile radiotelephones
are classified according to their assigned frequency range. For exam-
ple, the MdJ system operates in the 150-MHz range, whereas the MK
system operates in the 450-MHz range. Each system can provide from
1 to as many as 12 channels, with FCC regulations requiring that 12
channels of an MK system serve an area of 50 miles in diameter.
To illustrate how few channels are available and how overloaded
they are, in 1976 the New York Telephone Company (NYTC) operated
6 channels of the MJ system serving 318 New York City mobile-
telephone subscribers, approximately 53 customers per channel, and
there were 2400 applicants wait-listed for MJ mobile-telephone ser-
vice. NYTC also operated six MK channels serving 225 customers,
approximately 38 customers per channel, and 1300 applicants were
wait-listed for MK mobile-telephone service. New York City was lim-
ited to only six MK channels out of the maximum of 12 available
because of the FCC regulation requiring that 12 channels serve an
area of 50 miles in diameter.

In 1976, there were a total of 1327 mobile-telephone systems in oper-
ation across the United States. The Bell System operated 637 mobile-
telephone systems within its coast-to-coast network, whereas 690 were
operated by independent telephone companies. The market demand for
mobile-telephone service is already much greater than the existing
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available supply and is increasing very rapidly because of the great,
undisputed popularity of CB radio, which is very busy and congested,
with only 40 assigned operating channels (26.96 to 27.41 MHz). When
the new, cellular mobile-radio systems are fully operational across the
United States, high-capacity direct-dialing service at reasonable cost
will entice large numbers of CB radio users to subscribe to mobile
radiotelephone. The obvious advantages of mobile radiotelephone over
the heavily saturated CB radio channels are:

1. Direct-dialing features equivalent to those offered to fixed-telephone
subscribers

2. Absolute privacy of communication, with greatly improved quality

3. An extended range of communication utilizing the total switching
resources of the commercial telephone networks

4. A theoretically unlimited number of communication channels that
can be provided

In this book, the theory and analyses are aimed at the mobile-to-fixed
radio communication links that are designed to fit the cellular require-
ments of the VHF and UHF mobile-radiotelephone systems of the 1980s
and that operate in the 30-MHz to 1-GHz mobile-radio frequency ranges.
For systems operating above 1 GHz, atmospheric conditions such as
moisture and climatic effects must be taken into consideration. These
effects are minimal at operating frequencies below 1 GHz. Below 30
MHz, path loss and signal fading are not severe; but since there are few
mobile-radio frequency allocations in this region of the radio spectrum,
the primary emphasis of this book is on the design of 30-MHz to 1-GHz
mobile radio.

Looking toward the future, the portable telephone and ultimately a
pocket telephone are potential product designs that will share mobile-
radiotelephone transmission facilities. Some of the major problems
that must be solved before these designs are realized are the limita-
tions of battery size, weight, and power capacity; radiation safety haz-
ards to the user; and signal interference problems unique to the
portable-telephone user’s environment.

Cellular Network Planning

The future of mobile-radiotelephone communication is dependent upon
techniques of network planning and mobile-radio equipment design
that will enable efficient and economical use of the radio spectrum. One
possible solution to the problem of meeting the steadily increasing cus-
tomer demand for mobile-radiotelephone service, within the limitations
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of available FCC frequency allocations, is to develop a workable plan for
reusing the assigned channels within each band of frequencies. To
encourage the mobile-radiotelephone industry in its development of
advanced high-capacity systems, the FCC in 1974 allocated a 40-MHz
bandwidth in the 800- to 900-MHz frequency range for this purpose.
Subsequent design research and trial tests conducted by the Bell Tele-
phone Laboratories concluded that high-capacity systems based on the
reuse of assigned channel frequencies in a cellular planned network are
a practical solution. The system evolving from this work is known as the
Advanced Mobile Phone Service (AMPS), and its functional capabilities
are described in the following paragraphs.

AMPS service features*

In describing the service features of the AMPS, our primary area of
interest is that of land mobile telephone service, which includes all of
the features ascribed to normal telephone service to the extent that
such services are compatible with the special characteristics of the
mobile environment. This does not preclude the AMPS from providing
other mobile-radio services, such as those services associated with
direct dispatch, air-to-ground, and other types. Land mobile telephone
service is offered as a subscriber service for privately owned vehicles,
and as a public telephone service on commercial ground carriers such as
buses and trains. We know from past experience that the special char-
acteristics of the mobile-radio environment can have an adverse effect
upon radio propagation, and consequently can affect the quality of the
services provided. It is therefore essential to know the cause, extent,
and methods for minimizing these effects in order to improve the qual-
ity and reliability of mobile-radiotelephone communication. The effects
of the mobile environment on mobile-radio performance are further
examined in later chapters covering the theory of functional design.

Radio enhancement techniques As previously mentioned, the FCC has
allocated a 40-MHz bandwidth in the 800- to 900-MHz frequency range
for high-capacity mobile radiotelephone service. On the basis of the con-
cept of cellular network planning, the 40-MHz bandwidth is separated
into a 20-MHz base-station transmit band in the 870- to 890-MHz range
and a mobile-radio 20-MHz transmit band in the 825- to 845-MHz
range. The total 40-MHz bandwidth is further subdivided into 666 two-
way channels, each channel consisting of two frequencies having chan-

* “Advanced Mobile Phone Service,” special issue, Bell System Technical Journal, vol.
58, January 1979.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



8 Introduction

Block A
system

I 295
313

Block B
system

Figure I.1

1A

1

22
43
64
85
106
127
148
169
190
211
232
253
274

2A

2
23
44
65
86
107
128
149
170
191
212
233
254
275
296
314

3A

3
24
45
66
87
108
129
150
171
192
213
234
255
276
297
315

Introduction

nel bandwidths of 30 kHz each. To enable frequency separation between
channels within a given area, the 666 channels are arranged for two
operators in the form of a distribution matrix, as illustrated in Fig. I.1.
In Fig. 1.1, the Block A and Block B operators have 333 channels each.
Among 333 channels, 21 channels indicated in Fig. I.1 are the setup
channels. The matrix can be considered to be 21 sets of channels.
To simplify distribution, the 21 sets are arranged into 3 groups of 7
and assigned suffix letters A, B, and C, respectively. The distribution of
channels and channel frequencies obtained by this arrangement
ensures that assignments within one geographic cell area will not inter-
fere with channels assigned in adjacent cell locations. Cells that are
separated by a minimum distance determined by propagation variables
can simultaneously use the same channels with no risk of interference.
The sample cell structure shown in Fig. 1.1 illustrates the method for
assigning channels among contiguous cell locations.

A system operator serving a particular population center, such as a
major city and its surrounding suburban communities, could provide
mobile-radio coverage to large numbers of users based on cellular reuse
of assigned channel frequencies. The basic cell structure is conceptu-
ally hexagonal in shape and can vary in size according to the number
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Frequency-management chart.
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of channels, traffic variables, and the effectiveness of propagation-
enhancement techniques. For purposes of explanation, we will tem-
porarily disregard cell size. A typical area divided into cells is shown in
Fig. 1.2. Each block of seven cells is repeated in such a manner that cor-
responding numbered cells in adjacent seven-cell blocks are located at a
predetermined distance from the nearest cell having the same number.
Correspondingly, the 20-MHz-bandwidth radio spectrum is divided into
seven disjoint sets, with a different set allocated to each one of the seven
cells in the basic block. With a total of 333 channels in 21 sets available,
it is possible to assign as many as three sets to each of the seven cells
constituting the basic block pattern.

For blanket coverage of cell areas, each cell site is installed at the cen-
ter of the cell (the dotted-line cell) and covers the whole cell, as shown in
Fig. 1.3. There is another way of looking at the locations of the cell sites.
The three cell sites are installed, one at each alternate corner of the cell
and cover the whole cell, as shown in Fig. I.3. In both cases, although the
boundary of a cell is defined differently, the cell sites do not need to be
moved. For convenience, the cells illustrated in Fig. 1.3 are pictured as
hexagonal in shape. In actual practice, the cell boundaries are defined by
the minimum required signal strength at distances determined by the
reception threshold limits. In the AMPS, base stations are referred to as
cell sites because they perform supervision and control in addition to the
transmitting and receiving functions normally associated with the con-
ventional base station. Mobile-telephone subscribers within a given cell
are assigned to a particular cell site serving that cell simply by the

Figure .2 Basic cell block: R = radius of each
cell;, D = distance between two adjacent
frequency-reuse cells; K = number of cells in a
basic cell block. K = 7 in this illustration, and
D/R =4.6.
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assignment of an idle channel frequency under the control of the mobile-
telephone switching office (MTSO). When a mobile unit crosses a cell
boundary, as determined by the signal reception threshold limits, a new
idle channel frequency is assigned by the new serving cell site. This auto-
matic switching control function is referred to as a “handoff.”

The problems of cochannel interference are avoided by ensuring a
minimum distance between base stations using the same channel fre-
quencies, and by enhancing signal level and reducing signal fading
through the use of diversity schemes. These constraints limit any
potential cochannel interference to levels low enough to be compatible
with the transmission quality of landline networks.

Two forms of diversity are used to enhance radio propagation, thus
improving AMPS cell coverage. These are defined as “macroscopic” and
“microscopic” diversity. Macroscopic diversity compensates for large-
scale variations in the received signal resulting from obstacles and
large deviations in terrain profile between the cell site and the mobile-
telephone subscriber. Macroscopic diversity is obtained by installing
directional antennas, one for each sector of three sectors at the cell cen-
ter, or installing at the alternate corners of cells, as shown in Fig. 1.3,
and transferring control to the antenna providing the strongest aver-
age signal from the mobile subscriber in any given time interval. For
example, the three cell-site transmitters serving a particular cell area
would not radiate simultaneously on an assigned channel frequency.
On the basis of a computer analysis of the signals received from the
mobile subscriber at each of the three sites, the one with the strongest

Figure .3 Use of inward-directed antennas at alter-
nate cell corners to achieve macroscopic diversity
with respect to large obstructions.
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signal would be selected for use as the serving cell site. Periodic analy-
sis of channels in use would determine the necessity for handoff to a
new sector in a cell or an alternate cell site within the cell area (intra-
handoff), or handoff to a cell site in an adjacent cell area (interhandoff).
All of these decisions would be made automatically without the knowl-
edge or intervention of the user or the operator, and without interrup-
tion of the call in progress.

Microscopic diversity compensates for fast variations in the received
signal resulting from multipath fading. Microscopic diversity is obtained
by receiving dual inputs at both the mobile and cell-site receivers. These
dual inputs can be two different frequencies, time slots, antennas, polar-
izations, etc. The diversity schemes associated with the combining tech-
niques are described in subsequent chapters of this book.

Switch planning The cellular mobile-radiotelephone system can be
expected to accommodate the growth of new subscribers in two ways.
First, not all of the channels allocated to a cell are initially placed into
service. As the numbers of mobile subscribers increase and the traffic
intensity increases, transmission facilities for the additional channels
are modularly expanded to keep pace with the demand. Second, as the
number of channels per cell site approaches the maximum within the
channel allocation plan, the area of individual cells can be reduced, thus
permitting more cells to be created with less physical separation but
with increased reuse of assigned channel frequencies. This reconfigura-
tion of the cellular network permits the same number of assigned chan-
nels to adequately serve greater numbers of mobile units within a
greater number of smaller cells. The ideal, customized cellular network
would not be uniformly divided into cells of equal size but would contain
cells of different sizes based on the density of mobile units within the
various cell coverage areas. The concept of variable cell size is illus-
trated in Fig. 1.4.

The interface between land mobile units and the commercial tele-
phone landline network is illustrated in Fig. I.5. A call originating from
or terminating at a mobile unit is serviced by a cell site connected via
landlines to a mobile-telephone switching office (MTSO). The MTSO
provides call supervision and control, and extends call access to a com-
mercial telephone landline network via a local central-office (CO) tele-
phone exchange, a toll office, and any number of tandem offices required
to complete the call path. The terminating central office completes the
connection to the called subscriber at the distant location. Two types of
mobile-radio channels are used in setting up a call: paging channels and
communication channels. The mobile unit is designed to automatically
tune to the strongest paging channel in its local area for continuous
monitoring, and to automatically switch to another paging channel
when approaching the threshold transition level of reception.
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Figure 1.4 Tailoring a cell plan to a severe density
gradient. Maximum of 10 channels per cell in
largest cells = 0.625 (= %s) voicepaths per unit
area. Maximum of 15 channels per cell in medium
cells = 3.75 (= %) voicepaths per unit area. Maxi-
mum of 25 channels per cell in smallest cells = 25
(= *4) voicepaths per unit area.

The following is a typical call sequence for processing a call from a
fixed-telephone subscriber to a mobile-telephone subscriber. The call
from the fixed-telephone subscriber is originated in the normal manner
of direct dialing under control of the local telephone exchange. The tele-
phone switching network translates the called number and routes the
call to the MTSO in the cell area closest to the called mobile-telephone
subscriber. The terminating MTSO determines whether the number
called is busy or available. If it is busy, the MTSO causes a busy signal
to be returned to the calling party. If the mobile subscriber’s telephone
is available, the called number is broadcast over all paging channels
assigned to cell sites in that area. The called mobile unit automatically
recognizes its number and responds by acknowledgment over the corre-
sponding paging-channel frequency. On the basis of the paging-channel
response, the MTSO will identify the serving cell site and automatically
switch the mobile unit to an idle communication channel from among
the channels allocated to that serving cell site. The MTSO, after select-
ing an idle communication channel, causes the mobile unit to tune to
that channel by means of a data command over it. The incoming call is
connected to the appropriate circuit serving the mobile unit, and a ring-
ing signal is sent to the mobile unit.
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Figure 1.5 System block diagram: MTSO =
mobile-telephone switching office; CO = central
office (telephone exchange); CS = cell site.

Each cell site has a locating receiver which monitors all active chan-
nels in discrete time intervals. After having served as the central office
in completing the call setup, the MTSO continues to access the serving
cell’s locating receiver, thereby monitoring the mobile-radio transmis-
sions at prescribed intervals. Should the received average signal
strength drop below the prescribed level in any given time interval, the
MTSO will automatically, and without interruption, switch the call to
whatever idle channel at any cell site serving the mobile unit has the
strongest received signal above the prescribed level. This is the handoff
process, and it can be performed within the same cell or in a new cell.

In the processing of a call originating from a mobile unit, the mobile
unit’s telephone in going off the hook signals a request for service over
the paging channel chosen by its receiver. After the MTSO identifies the
location of the serving cell site, an idle communication channel is
assigned to the mobile unit via that cell site and a dial tone is returned
to the mobile user. The MTSO will perform the services of the central
office in setting up the call and will continue to monitor the received sig-
nal strength of the mobile-radio transmissions from the locating receiver
while the call is in progress, performing handoff whenever required.

In summary, the mobile-radiotelephone user is never involved in or
even aware of the MTSO channel assignment and handoff processes,
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which are performed automatically under control of the MTSO proces-
sor. In addition to serving as the central office for all calls originating
and terminating at mobile units, the MTSO controls and supervises
the assignment of all communication channels and the quality of radio
transmission over assigned channels at multiple numbers of cell sites.
The MTSO also communicates with other MTSO facilities in much the
same manner as one central office communicates with other central
offices.

Mobile-telephone channels are uniquely different in many respects
from conventional line circuits. Mobile-telephone channels are treated
as trunks by the MTSO and thus appear on the trunk side of the
switching matrix serving the various cell sites. The concept of a typical
mobile-radio communications network is shown in Fig. I.5; however, in
actual practice, there are many more cell sites under the control of each
MTSO and many more MTSO facilities serving the mobile-telephone
community. The existing commercial fixed-telephone network overlies
the mobile-radiotelephone cellular network; the primary interface is
via the MTSO trunking facilities.

FCC has allowed an additional 10 MHz for two operators. Each one has
5 MHz, i.e., 2.5 MHz one way. The total number of channels for each
operator is 83. Therefore, the total voice channels increase to 395. The
new channel-numbering scheme is shown in Fig. 1.6. The new fre-
quency management for band A (or block A) and band B (or block B) are
shown in Tables 1.1 and 1.2, respectively.

Mobile Tx
Freq 824 825 835 845 846.5 849 851 MHz
A A B A B R
991 1 333 666 716 7
Channel # 1023 99
Celtl site Tx
Freq 869 870 880 890 8915 894 896 MHz
A A B A B R
Channel # 991 333 666 716 799

1
1023

Figure 1.6 New additional spectrum allocation.
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Digital cellular will share the same spectrum with the analog cellular.
In digital cellular, there are two standards, North American TDMA
(tune division multiple access) and CDMA (code division multiple
access). These two systems will be discussed in Chap. 15.

PCS (Personal Communications Service)

Broadband PCS. FCC has licensed six broadband PCS bands, totalling
120 MHz in 1.9 GHz. The frequency distribution is shown in Fig. I.7(a),
three 30 MHz licenses and three 10 MHz licenses. Every market can
have six system operators operating on six licenses. Besides, two unli-
censed bands—one for voice (10 MHz) and one for data (10 MHz)—are
also shown in Fig. .7(a).

There are six possible standard systems:
1. DCS (Digital Cellular System)-1900. A GSM-version system
2. CDMA-1900. A cellular CDMA-version system
3. NA-TDMA-1900. A cellular NA-TDMA (IS-136)-version system
4. Omnipoint. A hybrid system with CDMA, TDMA, and FDMA
5. B-CDMA. A broadband CDMA (5-MHz or 10-MHz) system
6

. PACS-1900. Personal Access Communications System, a Bellcore-
developed system

The protocol in each PCS system is in general adapting its correspond-
ing cellular system.

Narrowband PCS. FCC has also licensed three narrowed band PCS for
two-way paging as shown in Fig. 1.7(b). There are three kinds of two-
way paging channels:

1. Five 50-kHz channels paired with 50-kHz channels
2. Three 50-kHz channels paired with 12.5-kHz channels
3. Three 50-kHz unpaired channels

In a two-way paging channel, the reverse link (pager to base) has
power limitations and needs an arrangement different than the cellu-
lar system.

Part Il Summary—Commercial versus

Military

Mobile communication has been, and continues to be, an essential tacti-
cal requirement for many types of military operations involving mobile
forces. Specific mobile-radiotelephone requirements vary widely because
of different needs and different traditional methods of satisfying such
needs within the several branches of the United States Armed Forces.
Traditional methods were based on military radio-frequency allocations
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Figure 1.7 (a) Wideband PCS for cellular-like systems; (b) narrowband PCS for two-way

paging systems.

in all bands from VLF all the way through SHF, depending upon the par-
ticular transmission medium and the operational environment of the
mobile user. Often, the equipment and methods used were inefficient,
cumbersome to set up and move, wasteful of the assigned radio spec-
trum, and restricted by limitations imposed by design application and
regulatory authority.

As new systems and concepts in military communication evolved from
advances in solid-state digital technology, the role of mobile radiotele-
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phone as an integrated extension of the global military switching net-
works became technologically significant. Before long, the advanced mil-
itary systems were using digital modulation techniques in place of the
traditional amplitude- and frequency-modulation techniques for voice
and data transmission. In recent years, there has been considerable
activity in the design and development of spread spectrum systems for
military security applications. The spread-spectrum design concept has
also been applied to military mobile radio. Some of the basic differences
between commercial and military systems that affect the mobile radio
system design approach are summarized in Table 1.3.

TABLE 1.3 Mobile Radio: Commercial vs. Military Design Considerations

Commercial

Military

10.

11.

12.

13.

14.

Voice quality must approach that of normal
speech.

Signaling performance must be equal to
landline telephones.

Designed to minimize interference from
predictable, unintentional sources.

Compatible with frequencies allocated by the
FCC, and often dependent upon FCC approval
of a commercial proposal to use a particular
frequency band.

Base-station site is carefully selected and subject
to approval by local government authority.

Base station is a fixed plant installation.

Base-station antenna is designed for optimal
planned coverage of the area it serves.

Base station often serves densely populated
urban areas.

Noise levels based on the worst case for a
normal environment are predictable.

User expects a full range of customer service
features and options.

Attractive appearance and styling.
Designed for theftproof installation.
Mobile-to-base or mobile-to-base-to-mobile

(for billing purposes).

Cost consciousness.

10.

11.

12.

13.

14.

Communications security and integrity of
error-free transmissions must be ensured.

Signaling must comply with military signaling
specifications.

In addition to interference from unintentional
sources, interference from intentional sources
must be anticipated and counteracted.

Compatible with frequencies allocated by the
IRAC (Interdepartment Radio Advisory
Committee).

Base-station site is limited to military options
and tactical operational requirements.

Base station is often transportable and
designed for over-the-road hauling.

Base-station antenna is designed for use under
potentially hostile wartime conditions and for
minimum visibility and quick setup and
teardown.

Base station more often serves sparsely
populated field deployment areas.

Noise levels based on tactical wartime
situations require special design
consideration.

Ruggedized construction capable of
surviving in unfavorable environments.

Lightweight, simple to operate, and easy to
remove and replace.

Design must use military-standard parts
meeting military specifications.

Mobile-to-base or mobile-to-mobile.

High technology initiative.
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Chapter

The Mobile-Radio Signal Environment

1.1 The Mobile-Radio
Communication Medium

Radio signals transmitted from a mobile-radio base station are not
only subject to the same significant propagation-path losses that are
encountered in other types of atmospheric propagations, but are also
subject to the path-loss effects of terrestrial propagation. Terrestrial
losses are greatly affected by the general topography of the terrain.
The low mobile-antenna height, usually very close to ground level, con-
tributes to this additional propagation-path loss. In general, the tex-
ture and roughness of the terrain tend to dissipate propagated energy,
reducing the received signal strength at the mobile unit and also at the
base station. Losses of this type, combined with free-space losses, col-
lectively make up the propagation-path loss.

Mobile-radio signals are also affected by various types of scattering
and multipath phenomena—which can cause severe signal fading—
attributable to the mobile-radio communications medium. Mobile-radio
signal fading compounds the effects of long-term fading and short-term
fading, which can be separated statistically and are described in Chap.
3. Long-term fading is typically caused by relatively small-scale varia-
tions in topography along the propagation path. Short-term fading is
typically caused by the reflectivity of various types of signal scatterers,
both stationary and moving. Fading of this kind is referred to as “multi-
path” fading.

Propagation between a mobile unit and a base station is most sus-
ceptible to the effects of multipath fading phenomena, because all com-
munication is essentially at ground level. The effects of multipath
phenomena are not significant in air-to-ground and satellite-to-earth-
station communications, because the angle of propagation precludes

21
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most types of interference caused by surrounding natural land
features and man-made structures. The major concern in air-to-ground
communication is the Doppler effect resulting from the relatively high
flying speed of the communicating aircraft. The important considera-
tions in satellite-to-earth-station communication are direct-path atten-
uation in space, which severely reduces the level of received signals;
the signal delay time resulting from the long-distance up-down transit;
and the requirement for highly directional earth-station antennas
capable of tracking the satellite beacon.

Generally speaking, the signal strength of a signal transmitted
from a base station decreases with distance when measured at vari-
ous points along a radial path leading away from the base station.
Ideally, signal-strength measurements would be made by monitoring
and recording the signal received by a mobile unit as it moves away
from the base station along a radial route at a constant rate of speed.
This measurement technique would be repeated over many different
radial routes in order to obtain a significant number of readings
that would enable statistical analysis of the overall zone of mobile-
radio coverage for a particular base station. In actual practice, it is
difficult to achieve the ideal conditions for signal-strength measure-
ments, since existing roads must be used and traffic conditions de-
termine the actual rate of travel, necessitating occasional stops along
the way. For optimal radio-signal reception in the mobile-radio use
area, both the base-station antenna and the mobile-unit antenna
should be located at the highest available point along the propaga-
tion path. However, even under the most optimal siting conditions,
there are often hills, trees, and various man-made structures and
vehicles that can adversely affect the propagation of mobile-radio
signals.

A typical graphic plot of the instantaneous signal strength of a re-
ceived signal as a function of time, or of s(¢), is shown in Fig. 1.1(b). The
starting time ¢ corresponds to the starting point x; for route x, as shown
in Fig. 1.1(a). The route x is called the mobile path. If it is possible for
the speed V of the mobile unit to remain constant during the recording
period, then s(¢) recorded on a time scale can be used for s(x) by simply
changing the time scale into a distance scale, where x = V. However, if
the speed of the mobile unit varies during the recording period, then
s(t) must be velocity-weighted in order to obtain a true representation,
as illustrated by s(x) in Fig. 1.1(c). The graph of the instantaneous sig-
nal strength of a received signal as a function of distance, s(x), from the
base station along a particular route is used to calculate the path loss
of that route, even though the graph of s(¢) is the actual raw data
obtained from the field.
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Figure 1.1 A typical record of data: (a) a typical navigator’s map;
(b) s(t) expressed on time scale; (c) s(¢) expressed on distance scale.

Example 1.1 The following example illustrates the procedure for plotting s(¢)
from the signal data recorded as the mobile unit is in motion with respect to the
base-station antenna. During the time when signal data are being recorded, a
“wheel-tick” device is used to record the actual speed of the mobile unit on a cor-
responding time scale, as shown in Fig. E1.1.1, where distance is plotted on the y
axis and time is plotted on the x axis.
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In the example shown in the figure, the mobile unit has recorded five different
speeds and one complete stop. The y coordinate shows the distance of the mobile
unit from the base-station antenna at any given time along the x coordinate. The
correlation between sampling points in the time frame and those in the distance
frame shows that the speed of the mobile unit was not constant throughout the
period when measurements were being taken.

A different but related perspective is obtained from Fig. E1.1.2, where distance is
plotted along the x axis and time along the y axis. Since the average field
strength at each sampling point is the average of the field-strength measure-
ments within the distance interval, the resultant plot shows that the distribution
along the distance scale is not evenly distributed. It is therefore required that the
engineer conducting the study determine that the distance intervals at which
field-strength samples are recorded are consistent with the speed and motion
characteristics of the mobile unit.

The measurements here were recorded at the mobile receiver as the mobile unit
traveled from the starting point along a route x, as indicated on the map of Fig.
1.1(a). The dotted line in Fig. 1.1(c) represents the average power of the signal
received at the mobile unit as a function of distance, or P(x), for that particular
path. In practice, the average received power at a distance x;, P(x;), can be
obtained directly, by averaging the instantaneous signal-strength measurements
recorded within an interval of a certain length at a specified distance from the
base station. The methods used to calculate the average received power and to
determine the propagation-path loss at various radial distances along a path are
described in greater detail in Chap. 3.

In the mobile-radio communications environment there are times
when the mobile unit will be in motion, and other times when the mobile
unit will be stationary. When the mobile unit is moving, it moves at var-
ious rates of speed and travels in various directions. As the mobile unit
proceeds along its route, it passes many types of local scatterers, includ-
ing numerous other vehicles in motion.

The presence of scatterers along the path constitutes a constantly
changing environment that introduces many variables that can scat-
ter, reflect, and dissipate the propagated mobile-radio signal energy.
These effects often result in multiple signal paths that arrive at the
receiving antenna displaced with respect to each other in time and
space. When this happens, it has the effect of lengthening the time
allotted to a discrete portion of the signal information and can cause
signal smearing. This phenomenon is referred to as “delay spread.”
Also, the arrival of two closely spaced frequencies with different
time-delay spreads can cause the statistical properties of the two
multipath signals to be weakly correlated. The maximum frequency
difference between frequencies having a strong potential for correla-
tion is referred to as the “coherence bandwidth” of the mobile-radio
transmission path. Coherence correlation then can be avoided by
discretionary assignment of channel frequencies on the basis of fre-
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quency distribution and geographic separation. Time-delay spread
and coherence bandwidth are discussed in Secs. 1.5 and 1.6, respec-
tively.

Example 1.2 Under data-sampling conditions in which the speed of the mobile
unit V(¢) is continuously varying, the data-sampling points may appear either
stretched out or compressed in converting from the time frame to the space
frame. In this case, it is first necessary to find the mean velocity of the mobile
vehicle, by the equation

D;

V="% (E1.2.1)
T;
~1

I

where > ; D, is the total distance and >_; T’ is the total time of N intervals. The
individual vehicular velocity V; is then expressed as follows:

Di di - di -
V=it

T, -t

The ratio 8 can be defined as follows:

(o]
1]
==

If the ratio of 6 = V/V;> 1, then the data-sampling rate is stretched. If the ratio of
8 =V/V; < 1, then the data-sampling rate is compressed. Figure E1.2.1 plots the
ratio 8 for vehicular speeds of V and V..

1.2 Propagation-Path Loss
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mobile-radio environment. Variations in the contour and roughness of
the terrain, including any scatterers that are present, cause changes in
propagation as the result of specular reflection, diffuse reflection, and
diffraction.

Specular reflection occurs when radio waves encounter a smooth
interface between two dissimilar media and the linear dimensions of
the interface are large in comparison with the wavelength of the radi-
ated signal. This type of reflection is analogous to the imaging proper-
ties of mirrors as defined by Snell’s law. The principles of specular
reflection as they apply to images are illustrated in Fig. 1.2. The re-
flected wave, reflected at point @, is essentially a reflection of the inci-
dent wave from antenna 7. However, it can be considered to have been
radiated by the fictitious image antenna 7" and to have passed through
the surface without refraction.

In some instances, the height of the antenna and the elevation of the
terrain are significantly shorter than the link path between the trans-
mitting antenna and the receiving antenna. For this reason, different
scales are often used for the vertical and horizontal axes in plotting the
contour of the terrain on graph paper. The vertical axis is usually
scaled in feet or meters, whereas the horizontal axis is usually scaled
in miles or kilometers. Regardless of the scaling used, as long as the
reflection plane is horizontal, the incident and reflected angles will be
equal in accordance with Snell’s law. However, when different scales
are used and the terrain contour is sloping and the reflection plane is
not horizontal, then the incident and reflected angles will be unequal
on the graph paper. Therefore, when this relationship is plotted on
graph paper with different scales used to represent the two axes, a spe-
cial method may be needed to find the reflection point. Example 1.3
illustrates three methods that can be used to find the reflection point
on a sloping plane.

T Base-station antenna

Figure 1.2 Snell’s law application.
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Figure E1.3.1 Image method for approximating the reflection point on a sloping

plane.

400

Elevation, m

100

Example 1.3 Figure E1.3.1 shows a typical sloping plane and the parameters
needed to find the reflection point with the image method. This method is used
when the link path is much greater than the height of the antenna. In plotting a
graph, the vertical-to-horizontal scale ratio is usually smaller than 0.1, and the
reflection point can be readily approximated by using the information shown in

Fig. E1.3.1.

P oxis

«5\,' Scaling diagram
Vb @
. 687.4m

P axis 8p = the actual angle measured from
100 the graph
m x =1000 tan 8,

xy =1000 fan 8p, = 328.8m

p = /x2 +100%= 3437m

(scale on P oxis)

P axis

343.7m
{on P axis)

I | | 1 L { 1

Distance, km

Figure E1.3.2 Scaling method for precise determination of the reflection point on a
sloping plane.
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y

100

Antenna height, m

Ground plane

Reflection point

Distance, km

Figure E1.3.3 Simple method for finding the reflection point on a sloping plane.

Figure E1.3.2 shows a typical sloping plane and the parameters needed to find
the reflection point by using the scaling method. This method is used when the
vertical-to-horizontal scale ratio is greater than 0.1 and it is necessary to use a
more precise means for finding the reflection point. This method uses the tech-
nique of converting the antenna height scale to a p scaling vector and then apply-
ing the image method of Fig. E1.3.1.

Figure E1.3.3 shows the simple method for finding the reflection point on a slop-
ing plane when the vertical-to-horizontal scale ratio is much smaller than 0.1, by
using the following simple two-step procedure.

Step 1—Locate a point along the negative y axis that is equal to the height of the
base-station antenna above the terrain (k). Draw a line connecting that point
and the mobile-unit antenna and mark the point where the connecting line inter-
cepts the horizontal (x) axis.

Step 2—Draw a second line perpendicular to the x axis that intercepts the
ground plane and the marked crossover point on the horizontal plane. Mark the
intercept point where the vertical perpendicular line crosses the sloping ground
plane. This is the reflection point.

Diffuse reflection occurs when radio waves encounter a rough-
textured surface of which the roughness is compatible with the wave-
length of the radiated signal. Unlike specular reflection, which follows
Snell’s law, diffuse reflection scatters the energy and causes the
reflected radio waves to follow a divergent path. Huygen’s principle can
be used to explain the properties of diffuse reflection. In general, the
intensity of diffusely reflected radio waves is less than that of specu-
larly reflected radio waves, because of the scattering of energy along
the path over the rough surface. In considering the mobile radio envi-
ronment, it is necessary to appraise the reflective properties of the sur-
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rounding terrain between the mobile unit and the base station. The cri-
teria for analyzing the reflectivity characteristics of the mobile-radio
environment are discussed in Chap. 3.

In mobile-radio communication, the line-of-sight condition is consid-
ered to have been satisfied when only specular and diffuse reflection
are present, the latter due to scatterers along the propagation path.
However, if diffraction of radio waves is present because of variations
in terrain contour obscuring the propagation path, the line-of-sight
condition is no longer valid. In this respect, the definition of the line of
sight is different for mobile radio from what it is for tropospherical
propagation.

Diffraction of radio waves occurs when the propagation path is
obstructed by features of the intervening terrain between the transmit-
ting antenna and the receiving antenna. The severity of signal atten-
uation depends on whether the obstruction extends through the
propagation path, protrudes into the line-of-sight propagation path, or
merely approaches the line-of-sight propagation path. In practice, it is
not always possible to select the highest point along the propagation
path as the ideal location for the base station. In hilly areas, even with
good siting of the base station, there will frequently be occasions when
the mobile unit is out of the line of sight of the propagation path, as
shown in Fig. 1.3. The calculation for determining the propagation-path
loss, based on a knife-edge diffraction model, is described in Chap. 4.

The various situations and representations for predicting propagation-
path losses are helpful in understanding the effects of multipath phe-
nomena on mobile-radio signals; however, the summing of all these
effects would introduce so many variables that a mathematical solution
would be too complex for practical application. A recommended alternate
approach to reaching a solution is to combine the techniques of analytic
and statistical analysis. The first requirement is to obtain measured data
from which statistical results can be obtained. When the statistical
results are analyzed against the parameters and criteria that are unique
for the particular situation, it will be possible to draw certain analytic
conclusions based on electromagnetic theory. This method for predicting
propagation-path loss is a powerful tool that can produce results closer to
the actual path losses than is possible from using either analytic or sta-
tistical approaches alone. Data measured and recorded at several points
along selected paths are used to evaluate propagation-path loss within a
given area.

The dotted line in Fig. 1.1(c) represents a plot of the average received
power as a function of distance from the base station along a particular
route. These data are used in calculating the propagation-path loss
with respect to the radial distance. To analyze the propagation-path
loss slope with respect to radial distance for a general area of coverage,
data would be recorded for many routes in that area.
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Height of obstruction (a positive
value in this case)

Elevation

Distance

(@)

Elevation

Distance

(b)
Figure 1.3 Propagation path: (a) out of sight; (b) line of sight.

The propagation-path loss slope in the mobile-radio environment is
always greater than the 1/d? free-space path loss. The path loss is also
greater in hilly areas than in flat areas. The techniques and procedures
for analyzing propagation-path loss are described at greater length in
Chaps. 3, 4, and 5.

1.3 Multipath Fading Due
to Scattering Factors

Multipath fading is a common occurrence in the mobile-radio environ-
ment and is therefore of major concern to the mobile-radio system
designer.

To quantitatively evaluate the mobile-radio environment, it is first
necessary to examine the properties of the carrier signal sy(¢), which
can be expressed in any one of the following complex forms:

so(t) = ay exp [j(wot + Og)] (1.1)
so(t) = Refa, exp [j(wot + ¢o)l} (1.2)
so(t) = ay cos (Wt + dg) (1.3)
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These three equations are used to analyze the carrier signal sy(¢) trans-
mitted from a base station; a, represents the amplitude and ¢, the
phase. Both are treated as constants. The angular frequency o, is equal
to 2nf,, where f, is the carrier frequency. It is important to recognize
that the power within the transmitted carrier frequency is the real
part of s(¢); this is expressed as Re [sy(¢)]. Since we are only interested
in the received baseband signal, which is derived from the amplitude
and phase of the received RF signal, the complex notation is much eas-
ier to manipulate than the equivalent trigonometric expression.

The multipath fading phenomena discussed in the following para-
graphs occur primarily in the following three situations: (1) where the
mobile unit and nearby scatterers are all standing still; (2) where the
mobile unit is standing still and nearby scatterers are moving; and
(3) where the mobile unit and nearby scatterers are all moving.

In the first, static multipath situation, where the mobile unit and
nearby scatterers are all standing still, the various signal paths from
all reflecting scatterers reaching the mobile unit can be individually
identified, in theory. The model for this situation is illustrated in Fig.
1.4. The received signal s(¢) at the stationary mobile unit, coming from
N signal paths, can be expressed by the following equation:

s@) =D aso(t 1) (14)

The total propagation time for the ith path can be expressed by the
equation

‘Ci=%+ATi (15)

where At; is the additional relative delay on the ith path, expressed as
either a positive or a negative value with respect to the mean, and the
average value of T;, 7, is defined as follows:

T= N Z T (1.6)

In Eq. (1.4), a; is the ith path transmission-attenuation factor, which
can be a complex value. If we substitute the value of sy(t — 1;) from Eq.
(1.4) in place of s¢(¢) in Eq. (1.1), then

s@) =x(t — 1) exp [j2nfy(t — 7) + jbol 1.7

where the envelope x(¢) of the received signal s(¢) is expressed:

x(t) = ao [Z a; exp (—j2nf, mi)} (1.8)
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Figure 1.4 Multipath phenomenon: (¢) mobile reception at
one instant; (b) mobile reception at different instants.

with a, being constant, as previously stated, and the right side of Eq.
(1.8) representing the multipath phenomenon. Since Eq. (1.8) is inde-
pendent of time ¢, then x(¢) is also constant with respect to time. The
received signal envelope of s(¢) therefore remains unchanged, so long as
the mobile unit and the nearby scatterers are all standing still.

In the second situation, where the mobile unit is standing still and
nearby scatterers (passing cars and trucks) are moving, the time delay
7; and the attenuation factor a; are uniquely different at any instant of
time along the ith path. Under these conditions, the received signal s(¢)
in Eq. (1.4) must be changed to

s(t) = x(¢) exp (jbo) exp (j2rfot) (1.9)
where
x(t) = aoat) exp [2nfyt(t)] (1.10)
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Let

Mz

R=> a#) cos [2nfyT;(2)] (1.11)

i=1

2

S=> a/?)sin [2rnfy;(t)] (1.12)

1

i

Then

x(t) = ao {R - jS}
=A(t) exp [jy(?)] (1.13)

where the amplitude and phase of x(¢) are expressed as time-dependent
variables:

Alt)=ay VR?+ 8? (1.14)
and
y(t) = tan™ % (1.15)

Since it is virtually impossible to isolate and identify each path of a
reflected wave while the scatterers are in motion, it is thus necessary
to perform a statistical analysis of the time-dependent variables
[amplitude, Eq. (1.14), and phase, Eq. (1.15)]. Since the characteristics
of amplitude and phase are similar to those encountered in narrow-
band thermal noise, they are discussed in Sec. 1.4.

It can be assumed that while the mobile unit is moving there are
three extremes that must be considered: (1) the absence of scatterers,
(2) the presence of a single scatterer, and (3) the presence of many scat-
terers in the vicinity of the mobile unit. We will further assume that
the mobile unit is traveling in the direction of the positive x axis at a
velocity V and is receiving a signal at an angle with respect to the
plane of the x axis. Figure 1.5(a) illustrates the parameters of concern
for a mobile unit in motion; the received signal is expressed as:

s(t) = ap exp [j(wot + o — BVE cos 0)] (1.16)

where B = 2n/A, A being the wavelength. An additional frequency is
contributed as a result of the motion of the mobile unit and is due to
the Doppler effect. This additional Doppler frequency is expressed as
follows:
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Figure 1.5 Signal reception while the mobile unit is in motion:
(a) Doppler effect; (b) fading due to standing wave pattern.

fi=fncos 6 1.17)

where f,, = V/A is the maximum Doppler frequency. The Doppler fre-
quency f,; can be either positive or negative, depending upon the arrival
angle 6. In air-to-ground radio communication the Doppler effect on
frequency modulation can be very significant because of the relatively
high flying speed of the aircraft.

To properly understand the effects of multipath phenomena, it is
necessary to understand the concept of standing waves as applied to
radio signals. If a radio signal arrives from one direction and is
reflected by a perfect reflecting scatterer in an opposite direction, as
shown in Fig. 1.5(6), then the resultant signal received by the mobile
unit moving at a speed V'is as expressed in Eq. (1.18). For simplicity, we
can assume that the arrival angle 6 = 0.

S(t) = Qo exp [J(O)()t + q)() - BVt)] — Qo exXp [](mot + (I)() + BVt - (L)()T)]

- —j2a, sin <[3Vt - %) exp [j(wot o — %ﬂ (1.18)

where 7 is the time that it takes for the wave to travel to the scatterer
and return to the ¢ = 0 line. The envelope of Eq. (1.18) is the resultant
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standing wave pattern, and this can also be interpreted as a simple
fading phenomenon. When BV¢ = nn + m,1/2, a fade with zero amplitude
(or —eo dB) will be observed. In the case where square-law detection is
applied after Eq. (1.18) has been obtained, then the envelope of Eq.
(1.18) will be squared and expressed as follows:

22(f) = 4a2 sin® (BVt - %)
=2a}[1 - cos (2BVE — w¢1)] (1.19)

Now the fading frequency is visualized as 2V/A, as shown in Eq. (1.19).
Hence it can be shown that the same Doppler frequency received by the
mobile antenna and passed through different detectors may result in
different fading frequencies at the two detector outputs. In such cases,
the fading frequency measured by square-law detection methods, as in
Eq. (1.19), is always double the fading frequency measured by linear
detection methods, as in Eq. (1.18).

In the third and final situation, where the mobile unit and nearby
scatterers are all moving, the resultant received signal is the sum of all
scattered waves from different angles 6;, depending upon the momentary
attitude of the various scatterers and whether or not the direct signal-
transmission path is blocked. This complex situation is expressed in the
following equations:

st) = Z aoa; exp [j(wet + ¢o — PVE cos 6; + §,)]

i=1

=A, exp (jy,) exp [j(0ot + do)] (1.20)
where
N 2 N 2711/2
At = |:(a0 Z a; Cos \V,) + (a() Z a; sin WL> :| (1.21)
i=1 i=1
N
z a; sin ;
v, =tan ¥ (1.22)
Z a; Cos J;
i=1
and

Y, = (bi - BVt [0} ei

The characteristics of A; and v, are similar to those of narrowband
thermal noise, illustrated in Fig. 1.8 and defined by Eqs. (1.45) and
(1.46), respectively, and discussed in Sec. 1.4. It should be noted that
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Figure 1.6 Amplitude

spectrum of a fading signal: (@) mechanism of

forming a fading signal; (b) continuous spectra of a fading signal after

different detections.

Eq. (1.9), for moving scatterers, and Eq. (1.20), for the moving mobile
unit, are similar in form.

As a mobile unit proceeds along a street, it is passing through a vir-
tual avenue of scatterers, as shown in Fig. 1.6(a). The main components
of the received signal are reflections from nearby scatterers. The high-
est Doppler frequency f; can be calculated from Eq. (1.17), which is
incorporated into Eq. (1.23):

(1.23)

fm:max(|fd|):max(—

1%
cos GD

v
A »

The frequency modulation resulting from the highest Doppler fre-
quency for a given velocity V is the most probable cause of a Doppler
shift in a mobile receiver. This phenomenon has been verified by sta-
tistical analysis of experimental data [1, 2].

Two typical experimental curves of the continuous spectrum, Wy(f),
are obtained from the outputs of two detections, linear detection and
square-law detection, as shown in Fig. 1.6(b).
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When two incoming waves have the same amplitude A but different
incoming angles 0 = 0; and 0 = 6,, respectively, then the received signal
S(t) becomes

Sit)=A el2nft (e*jﬁ’c cos 0y 4 ojP cos 02)

= QA /%t gPr(cos b1+ cos0)2 . g ([;_x cos 6, — % cos 92> (1.24)

where x = V¢ and

x % Vi
% cos 0; — % cos 0, =21 - o0 (cos 6; — cos 0,)

\%
= 2n[§ (cos 0; — cos 92)} t (1.25)

The fading frequency can be found from Eq. (1.25) as

fa= 2—‘; (cos 6; — cos 0,) (1.26)

Eq. (1.26) is a general formula.

The phenomenon of frequency-selective fading also occurs in multi-
path situations, which cause a, in Eq. (1.1) to be treated as a time-
varying signal a,(¢) with its continuous spectrum expressed as Wy(f):

Wo(f) = [ aot) exp (~j2nft) dt (1.27)

where | Wy(f)| is the amplitude spectrum and the argument of Wy(f) is
the phase spectrum. The bandwidth B of a((¢) is defined later, in Eq.
(1.42), as a characteristic of narrowband noise; however, in selective
fading, B << f;,. When the mobile unit and nearby scatterers are both
standing still, the received signal s(¢) remains the same as expressed
previously in Eq. (1.7). However, the x(¢) of Eq. (1.7) used in the present
case differs from that expressed in Eq. (1.8) and should be redefined
accordingly as follows:

N

x(t) = aat — At;) exp (-j2nf, AT) (1.28)

=1

where

aolt - &%) = | Wi(f) exp [j2nf(t - At df (1.29)
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By substitution of Eq. (1.29) for the equivalent notation in Eq. (1.28),
the following equation is obtained:

x(t) = F Wo(f){z a; exp [—j2n(f + fo) Ati]} exp (j2rft) df (1.30)

where x(¢) is the envelope of the received signal s(¢) and its continuous
spectrum W(f) is defined as follows:

W(f) = Wo(HHH(f) (1.31)

H(f) is the equivalent low-pass transfer function of a communication
channel operating in the mobile-radio medium. By definition, a chan-
nel is a communications link between transmitting and receiving ter-
minals. Equation (1.31) shows the relationship H(f) between two
terminals. W(f), as we know, is the continuous spectrum of x(¢)
expressed as follows:

x(6)= [ W(F) exp (2nfe) df (1.32)

Comparing Eq. (1.32) with Eq. (1.30) defines H(f) as follows:

H(f) = Z a; exp [72n(f + fo) At (1.33)

For the mobile-radio environment, it is reasonable to assume that:
fAT << 1 (1.34)

With the assumption of Eq. (1.34), Eq. (1.33) can then be expanded by
a Taylor series, retaining elements of the two leading terms, as follows:

H(f)=H, + jHy(f) (1.35)

where
H, =) a;exp (-j2nf, At) (1.36)
Hy(f)=-2nf > a;AT; exp (j2nf, At) (1.37)

i=1

It should be noted that H; is frequency-independent and represents
the distortionless portion of the transfer function H(f) for the mobile-
radio medium. H; can be a complex value. H, is frequency-dependent
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and represents the distortion elements of the transfer function H(f) for
the mobile-radio medium. Because H, is frequency-dependent, it can
cause the signal strength of the received signal to vary as a function of
the frequency of the mobile-radio channel. H, can also cause frequency-
selective fading. In this case, as shown in Eq. (1.37), H, varies linearly
with frequency across the mobile-radio band. In general, the following
condition holds true:

|Hy| >> |Hy(f)| (1.38)

In this situation, the selective-fading phenomenon is unnoticeable.
However, there can be instantaneous situations in which a certain
combination of phasors can cause Hy(f) to become the dominant factor
in Eq. (1.35), as the following becomes true:

|HXf)| > | Hy| (1.39)

When this occurs, the frequency-selective characteristic is obtained
even though the situation is basically nonselective. This analysis also
applies occasionally to the more complex situations in which the
mobile unit and/or the nearby scatterers may be moving.

1.4 Thermal Noise and Human-Made
Noise Characteristics

Thermal noise characteristics

The narrowband thermal noise characteristics of the received signal are
very similar to the fading effects of the multipath signaling medium.
Thermal noise is characterized as white noise, which is uniformly dis-
tributed throughout the mobile-radio-communications frequency band.
White noise n, is analogous to white light, having a constant power
spectrum S,(f), expressed

S.(f) = (1.40)

n
2
and shown in Fig. 1.7(a), where 1 is the positive-frequency power den-
sity. By comparison, the spectrum of thermal noise is equivalent to
white noise up to a frequency of approximately 10'® Hz (the infrared
region); there is a rapid exponential decrease as the frequency
increases above that region. In this context, the assumption that ther-
mal noise has a constant power spectrum is both valid and justified so
long as the thermal noise is confined to a frequency region lower than
10'® Hz. When thermal noise is passed through a narrowband filter
having a frequency band Af that is much less than the center fre-
quency f, of the band (that is, when f;, >> Af), the output consists of
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Figure 1.7 Spectrum of narrowband thermal noise: (a) spec-
trum of n,; (b) filter transfer function; (¢) spectrum after fil-
tering.

narrowband thermal noise. The characteristics of the envelope and
phase of the narrowband thermal noise output of the filter closely
resemble the characteristics of a radio carrier that has passed through
a mobile-radio multipath fading medium. The amplitude and phase of
the output noise are very much like those of a continuous-wave (CW)
radio signal passing through a multipath medium.

Since the analysis of the nature of thermal noise has been thor-
oughly developed, we may apply a similar analysis to mobile-radio sig-
nals. The following equation defines the power spectrum of thermal
noise before and after filtering [3]:

S,(f) = |H(f)|* S{f) (1.41)

The filter transfer function H(f) is illustrated in Fig. 1.7(b). The band-
width B of H(f) can be expressed as follows:

INEGIR

B="Tmor

(1.42)

The spectrum is partitioned into very narrow frequency bands hav-
ing a width Af and centered about a frequency f, = & Af, as shown
in Fig. 1.7(c). If there are M = B/Af bands and each band represents
a sinusoid of frequency f, + £ Af, where k& = 1, M/2, then the ampli-
tude can be expressed through its relationship to average power, as
follows:

A}

5= 28fo+ kAP Af = | H(fy + k AP)|* Af (1.43)
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Thus, the amplitude can be derived from Eq. (1.43):

A, =V2|H(fy+k A |2 Af (1.44)
The total narrowband thermal noise is the sum of the individual sinu-
soid waves:

M/2

nt)= > A,exp [j2n(fo +k At +j64]

k=—-M/2

= [n(2) +jn,@#)] exp (j21fot)

=A,) exp [jy, ()] exp (j2nrfot) (1.45)

where
n.(t) = z A, cos (2nk Aft+0;) (1.46)
n@= > A,sin(2nk Aft+6;) (1.47)
A, (®) = [n2@) + n2@®)]"? (1.48)

and
o n(®

v, (t) = tan —nc(t) (1.49)

Equation (1.45) has the same form as Eqs. (1.9) and (1.20), and the sta-
tistical characteristics of A; and vy, in all three equations are the same
(3, 4].

The amplitude and phase are illustrated in Fig. 1.8, and the phasor
diagram for narrowband noise with A,(¢#) and y,(¢) are analyzed in
greater depth in Chaps. 6 and 7.

y(t)

—» x(t)

Figure 1.8 Phasor diagram for narrowband noise.
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Example 1.4 The power of white noise becomes finite after filtering and can be
expressed as follows:

N:f IH(f)I%d#nf |H(f)|* df (E1.4.1)

Noise power after filtering is dependent upon the filter transfer function, which
is related to noise bandwidth By:

By= f |H(H)|? df (E1.4.2)

S
|HE) s

where |H(f)|max is the center-frequency amplitude response (voltage); denoted
by H,,. Therefore

N=H2nBy (E1.4.3)

For RC low-pass filters,

1/joC

1
m and |H(f)| = 77— (E1.4.4)

H(f) =
f V1 + (fIf?
where f,. = 1/2nRC. Therefore

- f;
f(\/1+(f/f)2) = f 1+(f/f>2 2

and By is approximately 50 percent greater than f,.

=1.57f, (E1.4.5)

Human-made noise characteristics

Human-made noise within the mobile-radio environment is primarily
from unintentional sources, such as vehicular ignition, radiated noise
from power lines, and industrial equipment. Two reference documents
have been published that contain much information on human-made
noise. The first is ITT’s Reference Data for Radio Engineers [5], from
which Fig. 1.9 has been obtained. In this figure, noise has been classi-
fied into the following six categories:

S O~ W=

. Atmospheric noise

. Urban human-made noise

. Suburban human-made noise
. Galactic noise

. Solar (quiet-sun) noise

. Typical internal receiver noise, which is not considered an environ-

mental noise

The noise figure F,, in dB above £T,B, appears on the y axis of Fig. 1.9,
where:
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Figure 1.9 Human-made noise. (From Ref. 5.)

k = Boltzmann’s constant
B = the effective receiver noise bandwidth

and

T, = the reference temperature (290 K) = 17°C (room temper-
ature)
kT\B =-174 dBm/Hz (at 17°C)

Among the six curves plotted in Fig. 1.9, the first five decrease as fre-
quency increases. The sixth curve, typical internal receiver noise, is not
considered an environmental noise. As modern technology advances, it
is expected that future mobile-radio receivers will show a reduction in
internal receiver noise in the higher-frequency region. Hence, the dot-
ted line in Fig. 1.9 is used to indicate the typical receiver internal-noise
curve currently used.

The second reference document for human-made noise is one pub-
lished by the National Bureau of Standards [6, 7]. In these references,
NBS has conducted extensive studies on human-made noise, which it
classifies into two categories:

1. The mean and the standard deviation of human-made noise

2. Average automotive traffic noise

Mean and standard deviation Three types of areas should be considered
in determining the values of the mean noise figure F, as shown in Fig.
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Business area

Residential areas

Rural areas

Galactic

Quiet rural arecs

0
10

1 I
108 107 108 10°
Frequency, Hz

Figure 1.10 Mean values of F, for three types of areas. (From Ref. 6.)

1.10, business, residential, and rural areas. Note that in Fig. 1.10 all
three areas have similar slopes of approximately 28 dB per decade. Fig-
ure 1.10 shows that the greatest amount of noise occurs in the business
area: the level is 6 dB higher than the noise level in the residential
area and 12 dB higher than that in the rural area. In a comparison of
the results of Figs. 1.9 and 1.10, Fig. 1.10 shows that at frequencies
below 30 MHz the predicted human-made noise in business areas is
slightly greater and the slope is somewhat steeper than that of subur-
ban areas shown in Fig. 1.9. However, the human-made noise of busi-
ness areas shown in Fig. 1.10 is much less than that of urban areas
shown in Fig. 1.9. The comparison shows that the human-made noise
measurement depends greatly on when the sample is taken and on
how we define the types of areas.

Figure 1.11 shows the standard deviation ¢ of human-made noise F,
for the business, residential, and rural areas, respectively. Note that
the value of 6 is highest for the business area and fluctuates greatly as
the frequency increases. By comparison, in the residential and rural
areas, the value of ¢ decreases as the frequency increases.

Average automotive traffic noise The average automotive traffic noise
power [7] is shown in Fig. 1.12, for traffic densities of 1000 vehicles per
hour and 100 vehicles per hour. Note that the average automotive traf-
fic noise decreases as the frequency increases. By comparing Fig. 1.10
with Fig. 1.12, it can be seen that the predominant human-made noise
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Figure 1.11 Standard deviation of F, noise figure, Or,. (From Ref. 6.)

is automotive traffic noise. When the traffic density is greater than
1000 vehicles per hour, a noticeable increase can be observed as the fre-
quency approaches 1 GHz.

Additional information on human-made noise can be found in Sko-
mal [8].

100~

[0}
o
T

2]
(@]
T

Traffic density (vehicles/hr)

Noise figure Fa, dB relative to kT,8

40+ 1\000
~ \\
—~— \
100 TN O S
20 ~
~ ~
~ ~
~ ~ ~
Bandwidth = 10 kHz ™ ~ o
o 1 i >~ |
108 107 108 10°

Frequency, Hz

Figure 1.12 Average automotive traffic noise power F, as a function of frequency with a
bandwidth of 10 kHz. (From Ref. 7.)
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1.5 Delay Spread

|

Base-station 3
anfenna _ 9o
1

The phenomenon of delay spread occurs when the base station trans-
mits an impulse signal s¢(¢) = ay 6(¢) to the mobile unit and when
because of multipath scattering the impulse signal becomes many
impulse signals that arrive at the mobile unit at different times. The
total delay spread time is significantly lengthened. The phenomenon is
like the voice echoes received on the top of a mountain. The model for
this situation is shown in Fig. 1.13. The received impulse signal at the
mobile unit is

st)=ao > a;d(t-1) e
i=1

=E@®) - e (1.50)

Equation (1.50) represents a train of discrete impulses at frequency ®
arriving at the mobile receiver, as shown in Fig. 1.13(a). As the number
of scatterers in the vicinity of the mobile unit increases, the received
discrete impulses become a continuous signal pulse with a pulse length
A, commonly referred to as the delay spread, as shown in Fig. 1.13(b). In
general, an impulse traveling a short distance should arrive earlier
with a strong power density, as illustrated in Fig. 1.14(a). However, in a

Ty T2 T34 t

ST
2 N=4
(a)
N=>>4
%0
| /A Y
fe—a—|
(b)

Figure 1.13 Illustration of delay spread: (a) four-scatterer case; (b) N-scat-

terer case.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)

Copyright © 2004 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



48 Chapter One

<

The Mobile-Radio Signal Environment

mobile radio environment, the human-made structures use different
materials. Some are more reflective. Some are more absorptive. There-
fore, the first arriving impulse may not be the strongest one, as shown
in Fig. 1.14(c). Depending on the location of the mobile unit in, for exam-
ple, New York City, a tall metal and glass building can result in a strong
reflected signal, even though it’s at a far distance. The phenomenon can
be seen in Fig. 1.14(d). This delay spread imposes a waiting period that
determines when the next pulse can be transmitted by the base station.
This requires that the signaling rate be slowed down to a period much
less than 1/A, to prevent intersymbol interference in the Rayleigh-
fading environment as described in Chaps. 6 and 7.

The use of a broadband pseudo-noise signal at 850 MHz to record the
delay envelope in suburban and urban environments has been docu-
mented by Cox and Leck [9-13] and others [14-19]. This technique,
used for obtaining the set of four discrete recordings shown in Fig. 1.14,
is similar to the Rake technique [20]. These actual recordings were
taken at various locations in the borough of Manhattan, New York City.
Each recording shows the relative power density in decibels (on the y
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Figure 1.14 Delay envelopes in New York City. © 1975 IEEE. (From Ref. 10.)
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axis) and the excess delay in microseconds (on the x axis). The initial
peak corresponds to the direct or shortest-path signal and is not nec-
essarily the highest peak in the waveform. The exponential charac-
teristics of the envelope are typical of the general trend; however,
significant peaks can occur at considerable delay times, and can usu-
ally be attributed to tall buildings. The parameters used are the same
as those used by Cox and Leck [10], except that the names of the pa-
rameters have been changed to clarify their meaning. The parameters
shown in Fig. 1.15 are the first moment or mean delay time d and the
standard deviation or delay spread A, calculated as follows:

d= f tE() dt (1.51)

AZ= f " 2R df — d? (1.52)

0

where ¢t = 0 is designated the leading edge of the envelope, E(¢) of s(¢)
shown in Eq. (1.50).

The typical ranges for these two parameters are summarized as

follows:

Parameter Urban Suburban
Mean delay time d 1.5-2.5 us 0.1-2.0 us
Corresponding path length 450-750 m 30-600 m
Maximum delay time (-30 dB) 5.0-12.0 us 0.3-7.0 us
Corresponding path length 1.5-3.6 km 0.9-2.1 km
Range of delay spread A, 1.0-3.0 us 0.2-2.0 us
Mean delay spread 1.3 us* 0.5 us
Maximum effective delay spread 3.5 us 2.0 us

* 3.0 us is normally used for calculation.

The urban values are representative of Manhattan, whereas the sub-
urban values are representative of Keyport, Hazlet, and Middletown,
all located in New Jersey. The delay spread A is longer in urban areas
than it is in suburban areas. The maximum delay time, measured

> 0dBr

’é :Deluy spread A
3 -
&

3

2 |

© I

2 |

o |

[} }

@ ]

0 Delay fime t
Mean delay time d

Figure 1.15 Typical delay envelope.
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30 dB down from the highest level of the envelope, can be as much as
12 us over a delay path length of 4 km in an urban area. The mean
delay spread A for a suburban area is 0.5 us and for an urban area is
1.3 us. However, for studying the transmission data rate in an urban
area, 3 Us is normally used. It is therefore probable that any signaling
rate in excess of 2 MHz will cause intersymbol interference when no
diversity schemes are used. In a mobile-radio environment, multipath
fading causes performance degradation, and therefore the signaling
rate must be less than 2 MHz. The rate drops as the required bit-error
rate at the receiver decreases. In general, the delay spread can be con-
sidered independent of the transmitting frequency. The delay spread
values are unchanged for any operating frequency above 150 MHz,
because, above 150 MHz, the wavelengths are always much less than
the sizes of human-made structures. Usually, the structure size greater
than six wavelengths to ten wavelengths for sure is claimed as a scat-
terer, which can reflect the energy from any wave incident on its sur-
face. For this reason, all human-made structures can be treated as
reflectors for any operating frequency above 150 MHz. The number of
scatterers counted will be the same independent of the operating fre-
quencies as long as they are above 150 MHz. Thus, the number of
reflected-wave paths occurring is the same regardless of the spectrum
of the frequency. The delay spread is therefore the same.
A delay-spread model can be expressed as

1 T;

where T is the time delay of ith wave arrival. This model is assumed by
N equal amplitude reflected waves, most of which arriving earlier are
spaced closely. Fewer arriving later are spaced far apart, as shown in
Fig. 1.16(a). The distribution of delay spread p(T;) is shown in Fig.

» T
Ty i Tn

(a)

«— A3 T

>

(b)

Figure 1.16 The distribution of delay spread: (a) most arrive
closely near T7; (b) delay spread p(T}).
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1.16(b). Another model uses the exponential amplitudes at equal time
intervals. These two models are equivalent, but the model of Eq. (1.50)
is easier to use for mathematical manipulation.

Delay spread is caused by the multipath wave arrival after reflection
from the human-made structures. The following mean delay spread
data due to different human-made environments are listed as an aid to

the reader.

Type of environment Mean delay spread (A)
In building <0.1us
Open area <0.2 us
Suburban area 0.5 us
Urban area 3us

Delay spread in VHF

Previous studies of time-delay spread at 450 MHz [14] and 900 MHz [9,
15] have been thoroughly documented. However, only limited empirical
data are available on time-delay spread in the VHF domain, and the
data available show that the delay spread is independent of the oper-
ating frequency at frequencies above 30 MHz [16]. Two arguments can
be used to explain these findings. The first argument states that since
the path loss is less at lower frequencies, the area of scattering around
the mobile unit increases, and therefore the delay spread may also
increase as frequency decreases.

The second argument states that since the wavelength increases as
the frequency decreases, the size of the local scatterers approaches the
wavelength at 30 MHz, and therefore most of the radio-wave energy
penetrates the scatterers and the delay spread decreases as the oper-
ating frequency decreases. The scattered area becomes smaller, less
reflected energy is received by the mobile unit, and the delay spread
decreases. These two arguments contradict each other and reinforce
the conclusion that delay spread is independent of frequency above 30
MHz [16, 21].

Example 1.5 Figure E1.5.1 shows the relative configuration for a communica-
tions link and a signal-jamming source. In order to determine how quickly fre-
quency hopping must be accomplished to prevent the jammer from following, it is
necessary to calculate the time delay between signal arrival from the transmit-
ter T, and the arrival of the jammer signal J. Since the jammer must first receive
the signal from the transmitter, detect it, and transmit the jamming signal, the
time delay between T, —» R and J — R is

T=Tr, g+ Ty r—Tr,r+0r

Assuming that the jammer detection time 87 is negligible, the frequency-hopping
rate should be greater than 1/T in order to avoid jamming.
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\

Figure E1.5.1

Tx

Typical communications link and jammer.

Note that the time delay associated with jamming is not to be con-
fused with the time-delay spread, which is described in Example 1.6.

Example 1.6 In a certain case in which the mobile environment introduces a
5-us delay spread, the signaling rate must be less than 20 kb/s. As shown in
Fig. E1.5.1, if the time delay between T, — R and J — R is 0.5 ms, then the
frequency-hopping rate should be at least 2 kHz to ensure that 10 bits (b) or less
are sent out during each hopping interval.

1.6 Coherence Bandwidth

The existence of different time delays in two fading signals that are
closely spaced in frequency can cause the two signals to become corre-
lated. The frequency spacing that allows this condition to prevail is
dependent upon the delay spread A. This frequency interval is called
the “coherence” or “correlation” bandwidth (B,).

For purposes of discussion, the model used to illustrate the delay-
spread envelope has an initial impulse corresponding to the received
specular energy, followed by a decaying exponential corresponding
to the received scattered energy. The initial impulse is assumed to
have arrived undistorted via a nondispersive path, whereas the lat-
ter, decaying portion is assumed to have arrived by way of a large
number of scattered paths, and therefore to have a finite correlation
bandwidth. The normalized magnitude, using the Laplace transform
of the delay-spread envelope, gives the correlation function C(f) of
the signal. Figure 1.17(a) shows an idealized representation of the
impulse response model shown in Figs. 1.15 and 1.16. The corre-
sponding magnitude of the bandwidth correlation function is shown
in Fig. 1.17(5).

The precise definition of coherence bandwidth often differs from one
reference to another (see Refs. 22 and 23) and tends to depend on the
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Figure 1.17 Channel impulse response model:
(a) model presentation; (b) correction function.

extent of the correlation, determined subjectively, over which the two
signals are correlated. A typical definition [23] is

1

B.~—
8A

(1.53)
The coherence bandwidths for path lengths of approximately 2 to 4 km
are typically in the range of 100 kHz to 1 MHz, varying inversely with
the number of multipaths present in the mobile-radio environment. In
Chap. 6, it will be shown that

1
B.= 9nA for amplitude-modulated systems (1.54)

based on an amplitude correlation equal to 0.5, and that

= 1nA for frequency- or phase-modulated systems (1.55)
based on a phase correlation equal to 0.5. By averaging Eqgs. (1.54) and
(1.55), Eq. (1.53) can be obtained.* Equation (1.53) can be used in gen-
eral if the modulation scheme is unknown.

* Equation (1.50) is obtained from a different approach in Ref. 23.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)

Copyright © 2004 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



54

The Mobile-Radio Signal Environment

Chapter One

1.7 Multipath Fading Phenomenon
in the 800- to 900-MHz Region

During the 1960s, Bell Telephone Laboratories chose the 800- to 900-
MHz frequency region for preliminary study and planning of advanced
mobile-telephone systems. One of the recognized advantages of operat-
ing mobile telephones in this higher frequency region was the ability
to increase spectrum utilization. For example, 1 percent of the band-
width at 35 MHz is only 35 kHz, whereas 1 percent of the bandwidth at
800 MHz approaches 1 MHz. However, there are practical limits to
how much higher the frequency region can be extended for mobile-
telephone applications. A prime consideration is that the severity of
multipath fading greatly increases as the channel frequency increases.
This effect is confirmed in Chaps. 3 to 7. At frequencies above 10 GHz,
rainfall becomes a significant attenuation factor [24], in addition to
the other causes of severe path loss. For this reason, frequencies above
10 GHz are not desirable for mobile-radio-telephone communications.

The severity of the multipath-fading phenomenon at 900 MHz is
shown in Fig. 1.18, which presents a typical segment of a fading signal
received at a mobile unit traveling at 24 km/h (15 mi/h). Variations as
large as 40 dB in signal amplitude can occur as a result of fading, with
nulls occurring about every half wavelength. Such severe fading will
degrade the signal and produce poor voice quality. A complete under-
standing of the multipath-fading phenomenon is essential if we are to
statistically analyze the fading characteristics and find suitable meth-
ods for counteracting fading effects.
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Figure 1.18 A typical fading signal received while the mobile
unit is moving.
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Problem Exercises

jwis), dB

1. A mobile unit traveling at a constant rate of speed experiences multipath
fading while tuned to a mobile-radiotelephone channel operating at 850 MHz.
Figure P1.1(a) shows the continuous spectrum after square-law detection on
the mobile received signal. Figure P1.1(b) shows the multipath wave pairs
directed toward the receiving antenna of the mobile unit.

a. What is the speed of the mobile unit?

b. What is the direction of wave arrival that contributes -5 dB to the

amplitude of the signal at 0 Hz?

2. A mobile unit is traveling in the vicinity of two nearby scatterers with a
reflection coefficient of 0.5. Figure P1.2 shows three received-signal paths, A, B,
and C.
a. What is the expression for the resultant signal from paths A, B, and C?
b. Plot the amplitude variation due to multipath fading and calculate the
Doppler frequency.

3. On the basis of the information plotted in Fig. P1.3, convert the signal s(¢)
from the time frame to the distance frame while the speed of the mobile vehi-
cle is varying.

4. On the basis of the parameters illustrated in Fig. P1.4, find the reflection
point on a sloping terrain between a base-station transmitting antenna and a
mobile-unit receiving antenna.

Py
opF-—————-——-

Pair A Wave B

v
—\/ Wave A
<= =t ==

Figure P1.1 Problem 1: (a) continuous spectrum; (b) two pairs  Figure P1.2 Problem 2.

of incoming waves.
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Figure P1.4 Problem 4.

5. On the basis of an assumption that a delay spread of 1 us has been found
in the medium, how far apart in frequency separation should two frequencies
carrying the same information be spaced to ensure fading characteristics that
are independent of each other?

6. Find the level-crossing rate N/T based on the number of times N that the
signal shown in Fig. 1.17 drops below —10 dB during the total time interval T.
Repeat the procedure for signal levels of 0, —15, and —20 dB, respectively.

7. On the basis of the level-crossing rates for 0, -15, and —20 dB determined
in Prob. 6, plot the level-crossing-rate curves versus signal level in decibels.

8. If the signaling rate is increased and a bit-error rate of 0.5 is obtained,
increasing the power does not decrease the error rate. What other means can
be used to reduce the bit-error rate?
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9. On the assumption that a low-pass filter is used, find the bandwidth By
and the filtered white-noise power. The characteristics of the low-pass filter are
as follows:

1
IHOT =17 3(fIfoy

where f; is the center frequency.
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2.1 The Statistical Approach

Statistical communications theory is a powerful tool for solving com-
plex problems that are too complicated to solve by ordinary means.
These complications arise when there are too many variations or too
many variables and when the mobile-radio phenomena are too compli-
cated to describe in simple terms. Statistical communications theory
can be used to analyze various types of natural phenomena. For exam-
ple, when the parameters for describing a medium are random in
nature, there are always laws for defining them. The natural laws do
not provide deterministic answers but render results that can be sub-
jected to statistical evaluation. As an example, a resultant signal for N
incoming waves received by a mobile unit in motion has already been
expressed in Eq. (1.20) but can also be written in another way:

s(t) = (R +jS) exp [j(2rfot + do)] (2.1)
where
N
R =q, Z a; cos \; (2.2)
i=1
and
N
S=ay > a;siny; (2.3)

=1

as can be deduced from Eq. (1.21).

59
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The relationships between the parameters of Eq. (1.20) and Eq. (2.1)
are as follows:

A, =(R*+8»)Y2 (2.4)
vy, = tan™ % (2.5)

In general, the expressions for a resultant signal of N scattered
waves, Eqgs. (1.20) through (1.22), are used primarily to study the
amplitude and phase of the baseband signal output, whereas Eqs. (2.1)
through (2.3) are used primarily to study the natural characteristics of
radio waves arriving at the RF input to the receiver.

The values R and S of Egs. (2.2) and (2.3) separate the sum value of
individual waves into real and imaginary parts, where q; is the ampli-
tude and v, is the phase for the ith wave, as shown in Egs. (1.21) and
(1.22). It is practically impossible to measure a; and ; of the ith wave
individually, and therefore it is impossible to know their exact values.
For this reason, it is necessary to treat all a; and y; as random variables
(or variates) within the bounds of any natural statistical laws which
may apply.

A quantity consisting of two or more random variables forms a new
random variable; hence R and S shown in Eqgs. (2.2) and (2.3) respec-
tively are also random variables that can be expressed as

Vs

R=> R, (2.6)

i=1

S=> 5 2.7

s

i=1

If we assume that R; is uniformly distributed within the (0, 1) interval as
shown in Fig. 2.1(a) and that R is merely the sum of three variables R;,
then the probability density of R is very close to a Gaussian- (normal-)
distributed wave, as shown in Fig. 2.1(b). This is also true for S. This type
of random variable (or variate) exhibits certain regularities that can best
be described in terms of probability and statistical average. In mobile
radio, there are always more than three direct and/or reflected waves
arriving at the mobile receiver. Hence, the real and imaginary parts of a
resultant mobile-radio wave are always Gaussian-distributed waves.

In addition to the Gaussian probability laws, there are numerous
other probability laws and statistical techniques for analyzing both
discrete and continuous variables. Only those laws which are applied
in subsequent chapters are discussed in this chapter. Many excellent
books [1-3] are recommended for further study.
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Figure 2.1 Distribution of the sum of three uniformly distributed
variables: (@) uniformly distributed; (b) Gaussian distributed.

2.2 Averages

In determining average values for statistical analysis, there are four
separate definitions, each with different notations and each yielding
different statistical results. It is therefore essential to use the appro-
priate averaging technique if valid results are to be obtained. The dif-
ferent averages for a random variable are defined as follows:

Sample averages are those obtained by using conventional arith-
metical solutions for any finite number of trials; they include the case
where individual trials are repeated any number of times. The expres-
sion for conventional arithmetical averages of any finite number of tri-
als N is

x="= (2.8)

where all x; values are assumed to have equal probability. In the case
where x; is observed n; times and x, is observed n, times, etc., the sum
of the observed values can be expressed:

N
N1Xq + NoXg + NgXsg + « - - + NyXy = Z nix; (2.9)
i=1
Then the sample average becomes:
N N N op
E:z nixi/z nizz—lxi (210)
i=1 i=1 i n

When all n;’s are equal, then Eq. (2.10) can be reduced to Eq. (2.8).
Statistical averages (expectation or ensemble averages) are those
obtained for a very large number of trials, as applied to a conventional
arithmetical solution such as that expressed in Eq. (2.10). In such
cases, the average is based on the probability of occurrence and there-
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fore becomes a statistical average. The expression for a statistical aver-
age is
N

N
Elx] =lim Z %xi =lim Z (%) X;

n—oo ! n—eo
i=

where E[x] represents the expectation of x and P(x;) is the probability
of occurrence for x;.

Biased time averages are those obtained when a continuous variate
x(¢) occurs within a time domain. The mean value of x(¢) in a finite
period T can be defined:

f ") dt (2.12)

Unbiased time averages are those obtained when a continuous vari-
ate x(¢) occurs over a period T that approaches infinity. This condition
can be expressed:

(@(®) = lim % f ") dt (2.13)

2.3 Ergodic Processes

Analysis of the statistical parameters for determining averages reveals
that many of the random signals or variates present in the mobile-
radio communication medium have statistically identical time and
ensemble characteristics, such as autocorrelation and probability dis-
tribution. These identical characteristics result in certain equivalences
between the expressions for statistical averages and unbiased time
averages shown in Sec. 2.2; e.g., Eq. (2.11) is equivalent to Eq. (2.13):

Elx@®)] = (x(@)) (2.14)
Ex*@®)] = (1)) (2.15)
Ex"(®)] = (@) (2.15a)

The type of random process for which these equivalences are true is
said to be “ergodic.”

An ergodic process is also a “stationary” process, one in which statis-
tics are not affected by shifting the time origin of the data from ¢ to
t + 7, or in which the following equivalence is true:

(x(2)) = (x(t + 1)) (2.16)
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The reason the ergodic process is stationary is that the ensemble aver-
ages shown in Eq. (2.11) are independent of the time of observation,
and the relationships of both Eq. (2.14) and Eq. (2.15) must hold. How-
ever, a stationary process does not necessarily imply ergodicity. For-
tunately, in practice, random data representing stationary physical
phenomena are generally ergodic, as are the data collected in the
mobile-radio field. The ergodic random process is very important to the
mobile-radio field, since all properties of ergodic random processes can
be determined by performing time averaging over a single sample func-
tion, x(¢). In the analyses of mobile-radio random signals, it is neces-
sary to deal almost exclusively with sample functions that are
essentially ergodic processes and require the application of statistical
theory in order to arrive at a satisfactory solution. Hence, in subse-
quent discussions the notations E[ ] and ( ) are interchangeable.

2.4 Cumulative Probability
Distribution (CPD)

In the case where x is the random variable and X is a specified value of
x, then the cumulative probability distribution (cpd) is defined as the
probability that the random variable event x is equal to or less than the
value X. The notation for this cpd function can be expressed as follows:

F.(X)=prob (x <X) (2.17)

F.(X) is called the “probability distribution function”; F.(X) of an event
has the following general properties:

0<FX)<1 (2.18a)
F(—)=0 and F(e0)=1 (2.18b)
F(X) is monotonic increasing with X (2.18¢)
prob (X; <x £X,) = F(X,) - F.(X)) (2.18d)

Plx <M)=50% when M = the median value (2.18¢)

In calculating the cpd of a mobile-radio signal, the sample functions
x(¢) can be digitized, so that each sample of x; can be correlated with the
different signal levels of X. The number of samples which have a signal
strength less than a predefined level can then be divided by the total
number of samples to determine the cumulative probability at that
level. The speed of the vehicle can be disregarded, as long as the vehi-
cle is in motion at a constant speed, since the distribution is indepen-
dent of time.
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2.5 Probability Density Function (PDF)

Although the cpd process of Sec. 2.4 can be used to describe a complete
probability model for a sample random variable, it is not the best choice
for other types of calculations. For example, to find the cpd for a random
variable z = x; + x, by using F,(X;) and F,,(X)), it is easier and preferable
to use the derivative of F(X;) (where i = 1 and 2) rather than F, (X)) itself.
The derivative is known as the “probability density function” (pdf).

PDF of a single variable

In determining the pdf of a single variable, the derivative of the cpd is
the probability density function p(X):

d
pX) = = Fi(X) (2.19)
or
pX)dX =prob (X<x<X+dX) (2.20)

Its general properties may be summarized as follows:

px) =0 —c0 < X < o0 (2.21a)
[ pwax=1 2.215)
R0 = plw du (2.21¢)
fj pux) dax = prob (X < x < X;) 2.21d)
Ew=| apdw) dx (2.21¢)
E@)=| xp.x)dx 2.21f)

The notation P(x) can be used in place of P,(x) when there are no com-
plications. The pdf method also indicates where the greatest number of
random variables is concentrated. The different types of pdf calcula-
tions are defined in the following examples and subsections.

Example 2.1 At times, it is desirable to bin the digitized samples x in incremen-
tal 1-dB bins instead of in linear-scale bins; i.e., samples between 5.5 and 6.5 dB
will be in the 6-dB bin. In this instance, where N, is the number of samples x in
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the first bin, N, is the number of samples x in the second bin, and so on, then the
pdf of this set of data is:

ply in bin j) = -V (E2.1.1)

>N
i=1

Where N is the total number of bins, the pdf curves can be predicted. It is more
practical to use the decibel-bin collection method than the linear-scale-bin collec-
tion method. However, because statistical distributions are usually expressed in
terms of linear-scale bins, it is advantageous to convert from linear to decibel
scale. If the pdf of x in the linear scale is p(x) and the pdf of ¥ in the decibel scale
is p(y) and it is assumed that y, = 20 log x (where x is in volts), then the pdf of y,
in the decibel scale is

x
=p(x) 20 loge (E2.1.2)

dx
p(y) =p@) d(20 log x)

The pdf expressed in terms of decibel-scale bins can thus be used in place of the
more commonly used linear-scale statistical distribution.

Example 2.2 If we divide the total number of bins into half-dB increments and
it is assumed that y, = 40 log x, then the pdf of y, will be:

p(y2) =p(x) (E2.2.1)

_x
40 loge

Example 2.3 For bins of different sizes, the relationships between p, (y;) and
Dy,(y2) and between p(yy; <A) and p(y; <A) as indicated in Examples 2.1 and 2.2
are as follows:

1
Dy(y2) = Bl Dy, (y1) (E2.3.1)

and
P(y,<A)=P(y,<A) (E2.3.2)

Figure E2.3.1 shows the typical plots for the functions expressed in Eqgs. (E2.1.2),
(E2.3.1), and (E2.3.2), respectively.

Joint PDF of two variables

Let the joint cumulative probability distribution of the random vari-
ables x and y be defined by the equation

F X, Y)=Px<X, y<Y) (2.22)

Ifit is assumed that F,,(x, ¥) has partial derivatives of order 2, then this
quantity can be expressed as the joint pdf of the random variables x
and y, defined by the equation

PF (X Y)

plx, y) = XY |oxyy (2.23)

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



66

Chapter Two

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.

Statistical Communications Theory

10!
5 L]
2 * ¢ ply,)
=102 . .
o
5 L] L]
2 . .
10-1 1 J | | 1 1 1 1 1 ]
1. 2 3 4 5 6 7 8 9 10
Bin number
t 2 3 4 5 6 7 8 9 10
dB
10™!
o * o oly2)= 5 plyy)
. .
’-(\\l = L]
z 10-2 . .
. .
b L
d .
o-3lldri Lt i1yl 1y
12345678 91011121314151617181920
Bin number
t 2 3 4 5 6 7 8 9 1
dB
— 10
z 10
vi
2
c.‘.' 10-2L
<
vi
2
& 403 ' ]

NN SO IO VOO R R |
1.2 3 4 5 6 7 8 9 10
d8

Figure E2.3.1 Plots of statistical distribution of
functions.

where the following properties always hold true:

plx,y) =20

E[:P(x;y)dxdy=1

In situations in which it is desirable to find the pdf for random variable
z as a function of x and y [i.e., where z = flx, y)], the joint pdf, or p(x, y),
should be found first. The application of this technique is discussed in

Chap. 6.
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At times, it may be necessary to determine the relationship between
the marginal and joint densities. The distribution F.X) can be
expressed in terms of the joint density as follows:

F(X)=FyX o= | [ po(&mdgdn (2.26)

By differentiating Eq. (2.26) with respect to X, the marginal pdf, or
pX), can be defined as follows:

P = poXy)dy (2.27)
Similarly,
p(Y)= [ potx Y)dx (2.28)

However, when two random variables x and y are mutually indepen-
dent, then

Py, ¥) = p()p,(y) (2.29)

The notation p(x, ¥) can be used in place of p,,(x, ¥) when there is no
confusion.

Joint characteristic functions

There are instances when it is difficult to obtain p(z) of the random
variable z directly from p(x, y), where z = f(x, y). In these instances, the
method of joint characteristic functions can be used as a bridge to
obtain p(z) from p(x, y). The joint characteristic functions of two ran-
dom variables x and y can be defined as follows:

D,,(v1, v2) = Elexp [j(vwx + vay)]}

= r r exp [j(vix + v2)] poyx, y) dxdy  (2.30)

Thus, ®,,(vy, vy) is the double Fourier transform of p,,(x, ¥), and it may
easily be shown that

Doy, y) = r r exp [j(v1x + vey)] @, (v1, U2) dv;y dvs (2.31)
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The marginal characteristic functions ®,(v;) and ®,(v,) can be expressed
in terms of ®,,(vy, vy):

@, (vy) = Ele*] = ®(vy, 0) (2.32)
Similarly,
D, (vy) = E[e»] = ®,(0, vy) (2.33)

For example, if the values of p,(x;) are known, ®,(v) can be found from
Eq. (2.32).

In the situation where z = XY, x;, it is easy to determine from Eq.
(2.30) that

N
o) =[] @) (2.34)

i=1

and the pdf of z can be found as follows:

p.(2) = r exp (—jvz) ®,(v) dv (2.35)

There are times when it is useful to find the pdf of one variable with
respect to another variable that remains fixed at a particular level.
This comparison makes it possible to understand and evaluate the
effects of the selected variable upon other variables. For example, the
conditional pdf of y, assuming x = X, can be expressed:

oy Po% y)
iy | x=X)= X) (2.36)
Similarly,
vy Dol y)
plx | y=Y)= o) (2.37)

Therefore, by combining Egs. (2.36) and (2.37), the following expression
is derived:

pdx | y=Y)pY)

Dy | x=X)= %) (2.38)

The conditional pdf method is a powerful tool for calculating p(x, y)
from either Eq. (2.36) or Eq. (2.37). Equation (2.38) is a continuous ver-
sion of Bayes’ theorem.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)

Copyright © 2004 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



Statistical Communications Theory

Statistical Communications Theory 69

Example 2.4 The following sequence is used to find the cpd for a sampling of
mobile-radio signal data that has an amplitude variable x that is always less
than a given value a.

Px<X x<a)

Px<X | xSa):iP(xSa) (E2.4.1)
If X >a, then
Px<a)
<q)=—"7""_
Px<X|x<a) Pr<a) (E2.4.2)

If X < a, then

Px<X) Fu(X)
Px<a) FJa)

Px<X|x<a)= (E2.4.3)

Example 2.5 When the signal distribution is Fi(X) = 1 — exp (-X%2), then the
relationship P(x £ X | x £ a) = F(X | x < a) can be found by using the method
shown in Example 2.4. However, for X > a,

FX|x<a)=1 (E2.5.1)
For X <a,

_FX) 1-e%”
" F(a) 1-e°”

F(X | x<a) (E2.5.2)

Figure E2.5 shows the distribution response for Egs. (E2.5.1) and (E2.5.2).

Example 2.6 The following method is used to evaluate the approximate mean of
the function g(x) where the pdf, p,(x), of the variable x is known.

Let
n=Ex) the mean of x
Eltx —m)"=u, the central moment of x for each n
Then
=0
U, =02  the variance of x
Eq (E 2-5-2)
i FXIxsa)  coe 25
!
'R
i
1 X

Q

Figure E2.5 Signal distribution for F(X).
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The mean and mean square variance for the function g(x) are expressed as follows:

Elgx)) = | g)p.(x) dx (mean) (E2.6.1)

E[g¥x)] = Jm g2(x)p.(x) dx (mean square) (E2.6.2)
If g(x) is a smooth function, then
Elg@)] =g | p.o) dx=gn) (E2.6.3)

Expansion of the function g(x) into a series around n is expressed:

(x—m)

n!

(x—mn)?
2!

gx)=gm) +g'M)x-m)+g"(M) +- o+ g"(m) (E2.6.4)

By substituting Eq. (E2.6.4) in Eq. (E2.6.1), the following general form is
obtained:
2

Elg@)] =gM) +g" M) % +o g™ % (E2.6.5)

If g(n) is sufficiently smooth, as in Fig. E2.6, then the following term applies:

2
Elg@)] =gm) +g" M) % (E2.6.6)

2.6 Useful Probability Density Functions
Uniform distribution

A variate x is said to be uniformly distributed when the probability
exists that all random values chosen within a prescribed range (a, b)
are statistically equal. A graph illustrating this type of distribution is
shown in Fig. 2.2; its density function can be expressed as follows:

1
px(x) = b —-Qa
0 otherwise (2.39)

a<x<b

N_'

pxix)

]
3 x

Figure E2.6 Plot of g(x) and p.(x).
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For example, the phase angle p(6) of multipath signal fading with uni-
form distribution over [-r, n] would be expressed as:

1
Dpo(0) = — —n<O<Tm (2.40)
21

Gaussian distribution
The summing up of a large number of variates will normally produce
a Gaussian distribution. Hence, a Gaussian distribution is generally
referred to as a “normal” distribution. The density function for a
Gaussian-distributed variate is illustrated in Fig. 2.3 and can be ex-
pressed as follows:

1 (x —m)?
(X)) =——ex [— 7} (2.41)
P \V2no P 20°
where the mean m is defined
m= F ap.(x) dx = E(x) (2.42)
and the mean square of x is E(x?), defined
E@x?) = r x%p(x) dx (2.43)
and the standard deviation o is defined
o = [E(x?) — m?]V? (2.44)

and o? is the variance.
For example, the probability distribution of a Gaussian variate x in
the interval (m, m + ko) can be determined by the equation

1 m + ko _ 2
Pm<x<m+ko)= Voo f exp [— (szZL)} dx (2.45)

= 1 p,x)
a [omo
>
B
$ : 0606 o
25 [2re !
5 I
[=] 1
o |
° P
0 — X 1 1 1 t
a b Om-2c¢ m-c m mtoc m+lo
Figure 2.2 Uniform distribu- Figure 2.3 Gaussian distribution of the
tion in the range of x(a, b). variate x.
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Rayleigh distribution

The Rayleigh distribution is frequently used in mobile radio to repre-
sent the short-term amplitude of mobile-radio signals. The application
of the Rayleigh distribution is explained in greater detail in Chap. 6.

To illustrate the concept of Rayleigh distribution, consider the case
where two independent variates, x; and x,, are Gaussian-distributed,
both having zero mean and the same standard deviation c. Under
these conditions, the following equation applies:

1 (x? +x2)
Day,(X1, X2) = plac)p(acs) = omg? °XP [— 1202 : (2.46)
If we let
rP=x?+x3 0<r<w (2.47)
and 0=tan! % 0<0<2n (2.48)
1

then a Jacobian transformation of the original variables x; and x, to
new variables r and 6 can be used:

dxy ooy

_ d(xy, x3) _|or or

or,8)  |dx1 Odxy

0 99 (2.49)

Note that the old and the new joint probability density functions are
related by the absolute value of J, ||, as indicated in the equation

pre(r; e) =px1x2(x1> xZ) | Jl (250)

In this case, p(r, 6) becomes:

2

r r
D exp (— 2—62> (2.51)

pre(r, 9) =

The probability density function of © can be obtained by integrating Eq.
(2.51) over r, which results in a uniform distribution:

1

DPe(6) :j P 0) dr = on
’ 0 otherwise (2.52)

0<0<2m

Otherwise, the probability density function of amplitude r can be ob-
tained by integrating Eq. (2.51) over 6.
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The Rayleigh distribution function p(r) is plotted in Fig. 2.4 and
expressed as follows:

2

202

pir) = fo " (s 0) dO = é exp (— ) for r>0 (2.53)

The expressions for the mean m = E(r), mean square E(r%), and stan-
dard deviation ¢ of r are:

m=Er)= fm rp(r) dr = \/g ) (2.54)

0

EG)= [ rip(r) dr =20° (2.55)

and 6, = VEG) - EXr)=_[2- g o (2.56)

The results of the above three equations are a function of the standard
deviation ¢ only where o is as expressed in Eq. (2.44). The relation-
ships among the three can be expressed as follows:

Er?) = % EXr)= o’ (2.57)

4-

Example 2.7 If a variable x is Rayleigh-distributed, and if x is to be displayed in
the decibel scale, then a new variable, y = 20 log x, is introduced. The pdf ofy, p(y),
can be obtained if the size of the decibel bins containing the samples is known.
Assuming 1-dB bins are used, p(y) can be found by using Eq. (E2.1.2), expressed:

/20

20 log e

p(y =20 log x) = p(x = 10°'%) (E2.7.1)

If the value of x is normalized to its rms value V2 o, then x" = x/V2 ¢ and Eq.
(2.53) becomes:

px) = px) % =V2 p(x)o = 2 exp (—«'2) (E2.7.2)

'2‘;9'”2 p.(r)

\ [ -nsa
v /%

1 1 1
o] o m=E[r] 2o 30 r

Figure 2.4 Rayleigh distribution of the variate r.
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By changing " to x in Eq. (E2.7.2) and substituting Eq. (E2.7.2) into Eq. (E2.7.1),
the following is obtained:

10y/10

— _1(y/10
p(y) =2 exp (-10 )(20 Tog o)

(E2.7.3)

Fig. E2.7 shows the comparison between the functions of Eqs. (E2.7.2) and
(E2.7.3). It should be noted that the maximum value of p(y) obtained by Eq.
(E2.7.3) is at the y = 0 dB point.

Lognormal distribution

The lognormal distribution is usually used to represent the long-term
characteristics of the mobile-radio signal. The application of this dis-
tribution is described in greater detail in Chap. 3.

p(x)
X
ply)
e
£
5
=
z
:
a
001
y
| { | IR | 1 |
000t 26 -5 o R— 0 5 10

dB with respect to rms value
x axis for ply)

NN

2 4 6 8 1012 14 18 18 20 2224 2628 30

13 5 7 9 111315 17 19 2123 2527 29 31
Bin number

L | ! Il | 1
X0} 00316 (O} ] 0316 1 316
x axis for p(x')

Figure E2.7 Plot of pdf as a function of p(y) and p(x).
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If the variate x is defined as a long-term signal fade, the probability
density of x can be expressed:

1 (w - H1)2}
x)=——ex [— —_— x>0
= x<0 (2.58)

where w = In x and is assumed to be a random Gaussian process; |, is
the mean value of w; and

Di =(w? - i (2.59)

The mean value x and the mean square value x? can also be found with
the help of Eq. (2.58); they are expressed in decibels as follows:

20 log {x) = 2ap, + aD? dB (2.60)
10 log (x*) = 2au, + 2aD? dB (2.61)

where a = 10 log e. This means that the recorded decibel amplitude of
the signal x(¢) is already converted into w(¢). Usually, all data are
recorded in the form of w(¢), which makes it easy to find the mean p; and
the variance D? of w(t). Since (x(¢)) and {(x%(¢)) are of greatest interest,
they can be obtained from p; and D, as shown in Eqgs. (2.60) and (2.61).

Binomial distribution

The binomial distribution is frequently used to represent the probabil-
ity of an event. The signaling-error rate can be found from the binomial
distribution. Consider an experiment where there are two alternatives
so that the possible outcomes are 0 and 1. The probabilities can be
expressed as P(0) =p and P(1) =q =1 — p. If the experiment is repeated
m times and 0 occurs n times, then the binomial distribution is

P,(n) = (’:)p"q”“” (2.62)

When Eq. (2.62) is inserted into Eq. (2.11), the mean of n is
E(n)=mp (2.63)
and the variance 62 is
oZ=mpq =En)1 -p) (2.64)

If O represents the error bit and 1 the correct bit, then Eq. (2.62) can be
interpreted as the probability that errors will occur n times.
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Example 2.8 Assume that five jammers are operating at five different frequen-
cies and that the angle of wave arrival is between 0 and 180° with reference to
the base station. The probability that any one jammer signal will arrive within 0
to 20° is

20
p= 180 (E2.8.1)
and within 20 to 180° it is:
160
q= 180 (E2.8.2)

Therefore, if there are five jammer signals, the probability that three or more
jammer signals will arrive within 0 to 20° can be expressed:

— D 541 532
C—p+<4 q+3 q

=0.01153 (E2.8.3)

Poisson distribution

The Poisson distribution is used to represent the natural distribution
of unexpected short pulses or spikes that are present in the incoming
signal.

In the binomial-distribution experiment of Eq. (2.62), large values of
m and very small values of p make the equation unsolvable. However,
if the product of m and p remains finite, then the results of Eq. (2.62)
can be approximated by the Poisson distribution, expressed

=
pn)=e o (2.65)
where, as before,
n=En)=mp o’=ng=n (2.66)

For example, if there are random N points in the interval (0, T), then
the probability of having n points in a AT within the time interval
0, T) is:

ATy (2.67)
n!

p(n) — e—u AT

where:

(2.68)

N[
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2.7 Level-Crossing Rate (LCR) [4]

The LCR formula for mobile radio was first derived by Lee [4] in 1967.
The level-crossing rate lcr is regarded as a second-order statistic, since
it is time-dependent and is also affected by the speed of the mobile-radio
vehicle. The lcr of the mobile-radio signal provides additional informa-
tion which when combined with other statistical data enables the radio
designer to make intelligent decisions. To derive the expected number of
level crossings n(¥) of a given signal level ¥, the random function v is
assumed to be statistically stationary in time. The joint probability den-
sity function of y and its slope \y are represented as p(y, ).
Any given slope  can be obtained by the equation

d
= TW (2.69)

where 1 is the time required for a change of ordinate dy. The parame-
ters for determining the slope Vs are illustrated in Fig. 2.5.

The expected number of crossings for a random function y within an
interval (¥, ¥ — dy) for a given slope \y within a specified time dt is:

Expected amount of time spent in the

interval dy for a given\ in time d¢ _Elt
Time required to cross once for o1
a given y in the interval dy y=¥
_ Pl dy diy dt

=\ i) d\ dt 2.70
d\l’/\i’ yow WP(W,\V) w ( )

The expected number of crossings for a given slope \ in time 7' can be
expressed:

[ p ) s dt = ip () s T 2.71)
0

The total expected number of upward crossings in time 7 can be
expressed:

Ney=¥) =T [ p¥,) dis (2.72)

And finally, the total number of expected crossings per second—the
level-crossing rate (lcr)—can be defined:

Ny =Y¥)

n(ly=Y)= T

- [“uee.0) i 2.73)
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Signal strength, dB

0 T, seconds

LCR: n{at -75dB)=4 (over a period of T seconds)

4
2
Average duration of fades: 1 = "‘4
(a)
v
|
dy
/\ N\ I
\I/_dv I \ V.. AW 7 \ 7 1 AW
B2 R
/1 |
I dt
A ]
|
T | t

(b)

Figure2.5 The notation used for level-crossing rates: (a) illustration of
ler and average duration of fades; (b) graphic illustration of Eq. (2.70).

Once the joint probability density function p(W,) is found, the lcr, n(y =
Y¥), can be obtained. The application of Eq. (2.73) to mobile radio is dis-
cussed in Chap. 6.

Example 2.9 It is possible to find the statistical values of a long-term-fading
signal directly from its decibel values by using its lcr curve [5].

Figure E2.9 illustrates how a measured data sample is used to find the number
of crossings at five different decibel levels. First, five lines are drawn at different
decibel levels across the data sample under study. Either the positive-slope or
negative-slope crossings are counted, but not both. The level-crossing rate (lcr) is
then plotted and normalized as shown in Fig. E2.9. Once this is done, the mean
and variance of the data can easily be obtained.

Since it is assumed that the long-term-fading signal x is lognormal-distributed,
then the measured signal strength, w = In x in decibels, is normal-distributed,
and its time derivative is also a normal process with zero mean, expressed as
follows:
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Figure E2.9 Finding the parameters p;, D, and D, from a measured
ler curve.

21D-D, exp [— 2D? 2D3 (E2.9.1)

pw, ) = (w—u1)2 (u')—llz)z :|

where D, and D, are variances of w and w, respectively. Since W; = (w) and p, =
W) =0, then

D?=(w? - u? (E2.9.2)

Dj = (W®) - uj = (?) (E2.9.3)

From Eq. (2.73), the average lcr becomes:

[, o . Dy —(20 log x — 2ap,)?
n(x)—f0 xp(x, %) dx = oD, exp[ 2(2aD; )’ (E2.9.4)
Now we redefine w as w = 20 log x. It can also be shown that
[ . Dy (w - 2a,)*
n(w) —J; wp(w, w) du = oD, exp [— 2(2aD,)’ (E2.9.5)
The normalized lcr at level w, in dB, becomes:
., 2nD, B (w - 2au,)?
n’(w) = D, n(w) = exp {— T2@aD,)? (E2.9.6)

where a = 10 loge.

The maximum of n(w) occurs at 2ay,, as shown in Eq. (E2.9.5) and as illustrated
in Fig. E2.9. Therefore, the maximum lcr corresponds to the level W, = 2ay;, and
W, can be determined by the equation y; = Wy/2a. Let

w =W, =V8aD, +2a, (E2.9.7)
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and substitute this term into Eq. (£2.9.6) to obtain the following:
n’(Wy) =exp (-1)=0.3678 (E2.9.8)

Hence, the value of D, can be found, based on a normalized lcr value of 0.3678,
which corresponds to level Wy, and can be expressed:

Wi - 2ap,

Dy=——— E2.9.9
\/Sa (E2.9.9)

The value of D, can then be found by Eq. (E2.9.6), by letting W, = 2ap;:
D, = 21D n(W) (E2.9.10)

By using all these procedures together with Fig. E2.9, all three parameters, y;,
Dy, and D,, can be found from the measured lcr curve.

2.8 Duration of Fades

The duration of fades formula for mobile radio was first derived by Lee
[4]. The duration of a signal fade determines the probable number of
signaling bits that will be lost during the fade. The duration of the sig-
nal fade is affected by several factors, among which a primary factor is
the travel speed of the mobile-radio vehicle. The relation between the
average duration of the signal fade and the expected number of cross-
ings at a particular level ¥ per second can be stated:

expected amount of time where the
_ function vy is below level ¥ within 1 s

~ average duration of fades below level ¥in 1 s

n(y=%¥)

or expressed by notation:

Py <¥)

=¥ (2.74)

n(y=Y)=

From Eq. (2.74), the average duration of fades below the level ¥ can be
calculated:

Py <Y)

n(y = %) (2.75)

tHy=%)=

Equation (2.75) shows that the cumulative probability distribution, the
ler, and the average duration of fade are interrelated. Since two of them
are known, the third one can be determined.
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Example 2.10 If the variable r is Rayleigh-distributed, as defined in Eq. (2.53),
and its time derivative 7 is Gaussian-distributed, according to the following defi-
nition:

. 1 72
p(F)=—F7——exp|-5 5 (E2.10.1)
27'502 202

then both r and 7 are uncorrelated and the lcr at level R is expressed:

n(®) = [ ip(R,F) d

B " ... G R R?
- p(R) fo ip() di =3 Voo O (— —20%) (£2.10.2)

The average duration of fades can then be obtained from Eq. (2.75), as follows:

'R 2
[*prr l—exp(—R—)

o _Pr<R) W 7 "7\ 20f)
_o¥Varn R’ )_
TR [EXP (+ 207 1 (E2.10.4)

2.9 Correlation Functions

Correlation functions are useful in analyzing the statistical parame-
ters of linear systems. The correlation technique can determine the
expected value of the product of two random variables, or of two ran-
dom processes. The terms “random variable” and “random process” are
defined as follows:

Random variable—A real-valued function x defined on a sample
space of points s is termed a “random variable” x,. For example, a
sample space representing the outcome for the flipping of a coin
would result in s = 2 (heads or tails). Correspondingly, the sample
space representing the outcome for the rolling of a single die would
result in s = 6 (any one of six sides of the die). Among s points, point
k (1 of s) is identified with an event, of flipping the coin or rolling the
die, as the case may be, and is expressed as a function: x,(%k) = &. In
the case where a die is rolled and % = 3, then x,(k) = 3 is the expres-
sion for the event of rolling the die and obtaining a 3. The function
x,(k) is therefore a random variable. The use of the term “random
variable” to describe this type of function is in accord with tradition.

Random process—An extension of the concept of random variables
wherein a collection of time functions constitutes an ensemble
within the constraints of a suitable probability description. For
example, the joint probability density function p(x(#,), x(¢5)), where
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x(t,) and x(¢,) are two random variables occurring at two instants of
time, is the result of a random process x(t).

The correlation methodology that can be used will be either autocorre-
lation, if the two random variables are obtained from the same random
process, or cross-correlation, if they are obtained from different random
processes.

Autocorrelation

If two random variables x; and x, are obtained from the same random
process—e.g., if

x1 = x1(2) (2.76)
and Xg = x9(t) 2.77)

then the autocorrelation obtained from the ensemble average of the
product x,x, can be defined as:

R.(t1,t5) = Elxx,] = fm dx; r XX p (%1, 2x5) doxy (2.78)

The autocorrelation function for a stationary process, where the time ¢;
can be any value and the result depends only on 7, can be expressed:

R.(t1,©) = Elx(t)x(t; + 1)]
=R.(1) (2.79)

where
T= tl - tz

An autocorrelation function obtained from the time average of x(#)x(¢ +
7) can be defined

R(1) = 1T1E-} % [TT 2@t + 1) dt = (x(Ox(t + 1)) (2.80)

Additional properties of autocorrelation that may be worthy of con-
sideration are:

R.(1) = R(1) for an ergodic process (2.81a)
R.(0)=E(? average power (2.81b)
R.(t)=R.(-1) even function (symmetry with respect to 1) (2.81c¢)
R.(0)= |R.(D)| maximal value when t=0 (2.81d)
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If two random variables x and y are obtained from different random
processes—e.g., if

x1 = x(t,) (2.82)
and Yo =yt + 1) (2.83)

and a stationary process is assumed, the cross-correlation obtained
from the ensemble average of x; and y,, can be defined:

Ry =Eluysl = | dy | wiyap(ay) dyy (2.84)

Also, the cross-correlation obtained from the time average of x(¢)y(¢ + 1)
can be defined:

(1) = lim — f Xyt +1) dt (2.85)

2T

Additional properties of cross-correlation that may be worthy of con-
sideration are:

Ry(T) = R, (1) (2.86a)
for jointly ergodic processes

R,o(T) = R (1) (2.86b)

|R.(D)| < [RAO0)R,(0)]" (2.86¢)

When the two random processes are uncorrelated, then the following
expression applies:

R, (1) = Elx,y:] = Elx,]Ely,]
=R,.(1) (2.87)

The correlation function is not necessarily a function of time; it can
also be a function of antenna spacing, or of both time and spacing. The
extended correlation function for the two random variables time and
antenna spacing for two mobile-radio signals can be expressed [6]:

Rx(tl, tz; dl, dz) = E[x(tl, dl)x(tz, dz)] (288)
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where t; and d; are time and antenna spacing, respectively, and i = 1, 2.
The cross-correlation coefficient p,,(t) is defined:

ny(ﬁc) - mn,
VE[x? - m2 VEly? - m?
The autocorrelation coefficient p.(t) can be deduced from Eq. (2.89):

( )_ Rx(T)_m?s
PV = T — 2

Po(T) = (2.89)

(2.90)

The range of p,,(1) or of p.(7) is:
[p(D)]| <1 (2.91)

The correlation coefficient is often used because it is a normalized
value by which to compare different signals within different systems.

2.10 Power Spectral Density
and Continuous Spectral Density

The power spectral density is commonly referred to as the “power spec-
trum.” The power spectrum differs from the continuous spectrum as
follows. When a signal x(¢) has a finite total energy

Ep= j " XXt) dit < oo (2.92)

then the power averaged over all time is zero and the distribution of
signal energy across the frequency band is described by the continuous
spectrum W(f), | W(f) |2 The continuous spectrum is expressed in Eq.
(1.24). When a signal x(¢) whose total energy is infinite has a finite
average power

1T,
P= 1}2_} Tl x%(t) dt (2.93)
then the distribution of signal power across the frequency band is
described by the power spectrum S(f).

Therefore, the preferred method for calculating the power spectrum
of a random signal is to use power equations. The power P is defined:

. Ep ~
P=lim ~T = [ S df (2.94)
where E7is defined:

ET=fT2 o) dt= | |Xif)|2df (2.95)

-T/2 —
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By substituting the terms of Eq. (2.95) into Eq. (2.94), the following is
obtained:

| X))

1 oo oo
P:IT:EE—L |XT(f)|2df=L1ngTdf (2.96)

T

From Eq. (2.96), the power spectrum S(f) can be calculated as follows:
o1
S(f)=1T132?|X7(f)|2 (2.97)

The changing of the order that takes place in Eq. (2.96) (i.e., from
limiting and then integrating to integrating and then limiting) to
result in Eq. (2.97) is valid only for a special class of signal, i.e., the sum
of sinusoids. However, since mobile-radio signals belong to this class, as
mentioned in Chap. 1 [see Eq. (1.20)], it is proper and valid to use Eqs.
(2.94) through (2.97) to calculate the power spectrum of mobile-radio
signals.

The power spectrum derived from Eq. (2.97) can also be used to find
the correlation function:

S(H=[ Rawe dr (2.98)

Then, on the basis of Fourier integral theory, the following is true:
RW=|[ S(pedf (2.99)

Similarly, the Fourier transform method can be used to calculate the
cross-correlation function on the basis of cross-spectral densities:

S = Ry@er dr (2.100)

R,(1) = j " Sy (P df (2.101)

where S,,(0) and R,,(t) can be complex functions and S,,(®) = S%(®).
The continuous spectrum and power spectrum of mobile-radio signals
are described further in Chap. 6.

2.11 Sampling Distributions

If a random variable x is characterized by the probability distribution
function F(X) and we assume that x;, x5, x3, . . . , Xy are observed sam-
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ple values of x, then it follows that any quantity derived from the sam-
ple values x; will also be a random variable. Therefore, the mean value
of x;, using the form of Eq. (2.6), can be expressed:

=S X (2.102)
i=1 N

When a random variable has the probability distribution function
F.(X), it can be referred to as the “sampling distribution” of X and can
be found whether the variable x is Gaussian (normal) or nonnormal.
In cases where x is Gaussian-distributed, the mean value m and the
variance o2 of x are defined by Eqs. (2.42) and (2.44), respectively. Con-
sequently, the sum of Gaussian variables also becomes a Gaussian
variable. The mean value m and the variance 62 of x can be obtained as

follows:
R _ 1 &
m=Ex)=E [N l; xl}
1 N
= NE [Z xi|=Ex)=m (2.103)

6% = Elx -m)’] = El(x - m)’]

o[ ]
o[ S ]

1

= W{NE[(xi -m)’l + 2NN - DE[(x; - m)(x;—m)]}  (2.104)

Since the sample observations x; are independent, then

El(x; —m)(x;— m)] =E[x; — m]E[x;—m] =0 (2.105)

and the following is obtained:

o 1 o n_ O
c _NE[(x’ m)?] = N (2.106)

The standardized variable z for a Gaussian variable x is defined:

(2.107)
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and the probability that z is less than Z becomes:

Z Z 2
Pz<Z)= f p(2)dz = f \/12— exp (— %) dz
- - V2n

=Cz+0.5 (2.108)

where C; is the percentage value obtained either from a table or by cal-
culation. The new standard variable z of x is also a Gaussian value and
can be expressed:

x-m X-m

Z="—"—-= — (2.109)
o o/VN
As a result of substituting z for z in Eq. (2.108), the following is
obtained:
P(st)=P<x_"l sZ)
o/VN
_ Zo
=P<x$——+m>=CZ+O.5 (2.110)
VN

In the case where x is distributed by nonnormal means, Eq. (2.110) still
holds for x, since the central limit theorem confirms that when the
sample size N becomes large (N > 10), the sampling distribution of
the mean of sample x approaches a normal distribution regardless of
the distribution of the original variable x.

Example 2.11 Assume that x is a random variable having a Gaussian distribu-
tion with a mean of 0.5 and a variance of 1.0. The limited samples of x are:

=05V
x%,=0.8V
x3=03V
x,=0.01V
x;=0.95V

. What is the mean value of x;, that is, the x of Eq. (2.102)?

. What is the mean value of x?

. What is the variance of x?

. Find the 90 percent confidence interval of true mean E(x) from the data
points. Note that P(-1.65 <z < 1.65) = 90% can be obtained from published
mathematical tables. The confidence interval is described in Sec. 2.12.

5. How tight is the 90 percent confidence interval?

a. Very tight

b. Moderately tight

c. Not very tight at all

O N
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Figure E2.11 Reference data points for Example 2.11.

solution (see Fig. E2.11)
Given E(x) = E(x;)) = 0.5, 6, = [E(x?) — E*(x)]"* =1, and E(x?) = 1.25.
1. The sample average (or the mean value of the limited samples) is:

S

x= T_0512 (E2.11.1)

2. The statistical average (or the mean value) of x is:

25
E[E] =E T :FE(xi):()ﬁ (E2.11.2)
An alternate approach:
Ef7] = sz@) i = [ | S | pxy dx;
= N Z Jxlp(x ) dx;
-= > Blw) =E@ (E2.11.3)

i

3. The standard deviation 6, is obtained from Eq. (2.106):

RQN

62=E[x-m)4 = (E2.11.4)
. 1
and o, =—==0.4472
V5
4. The 90 percent confidence interval can be found as follows:

P(0<z<1.65)=0.45 (E2.11.5)
P(-1.65<2<1.65)=0.9=90% (E2.11.6)

Then, Eq. (2.109) provides:
7= (E2.11.7)

6
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Substituting Eq. (E2.11.7) into Eq. (E2.11.6) we obtain:

X —m xX—-m

0.4472

p (—1.65 < < 1.65) =P (—1.65 < < 1.65)

6
=P(-0.738 <x -m < 0.738)
=P(x-0.738<m <x+0.738)
=P(-0.226 <m < 1.25) =90% (E2.11.8)

5. The 90 percent confidence interval based on five samples is not tight at all,
even though x is very close to m. This means that the probability that the
value x = 0.512, based on five samples, is very small.

Confidence Intervals

The range of a statistical interval within which a degree of certainty
can be determined between the true mean m and the sample mean x is
called a “confidence interval.” This interval can be found by first con-
firming that

Z
P(-Zi<z<Z)=[ ' ple)de =2, (2.111)

-Z4

Knowing that this relationship exists, one can then extend Eq. (2.110)
to Eq. (2.111) to obtain:

— Z1(5 _ Z10
Plx———=<m<x+——|=2Cy (2.112)
VN VN

In Eq. (2.112), if 2C;, = 90%, then the confidence interval has a degree
of certainty of 90 percent. The value of Z; can be found from Eq. (2.111)
by knowing C;, and the value of x from Eq. (2.102). N is the number of
samples, and ¢ can be either a known value or the value of G,, calcu-
lated as follows:

1 N
oi=——)> (x;,—x)? (2.113)
N1

Therefore, the range of the statistical average for the true mean (i =m)
can be obtained from Eq. (2.112):

7 290 ez B (2.114)
x———=<m<Xx — .
VN VN

IN
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Example 2.12 A Gaussian variable x has a mean value of 3 V and a variance ¢

of 1 V. What is the probability that x is within 2c of its mean value?
solution (see Fig. E2.12)
Given 62=1V and m = 3V, the probability density function is:

SN}
plx) = 1— exp [—M}

Vore 20
1 - 3)?
- __eq{_@ )] (E2.12.1)
\/ch 2
From the normal error curve, the value of
w1 2
Plx;<z<xy) = f ——— exp (— Z—) dz (E2.12.2)
*1 \/Zno 2

which can be found in published mathematical tables, can be expressed:

P(0<2<2)=0.4733 (E2.12.3)

Hence,

Pm—-20<x<m+20)=P(1<x<5)=2x0.4733

=94.66% (E2.12.4)

2.13 Error Probability

The probability density functions for different random variables have
been previously discussed in Sec. 2.6, where it was shown that the
binomial distribution calculation is frequently used to calculate the
signaling-error rate in transmitting repetitive bits, or the signaling-
error rate in transmitting repetitive words. By analysis, the error prob-

ability for transmitting 1 bit is derived.

To analyze the probability of bit error, consider the case where two
random variables y; and y, are involved, as illustrated in Fig. 2.6. The

68% 94.66%

5 Autri
» +20
B 4 ST
> .
2.l ..

33 -20
ze T
E .
& ————

Sample points record

Figure E2.12 Reference data for
Example 2.12.
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pdf

o) A A Amplitude
2
Figure 2.6 Probability density distribution of signal

plus noise.

random variables correspond to their respective intended digits 1 and
0 as follows:

A
y1:5+x>0 digit 1 (2.115)

y0=%+x<0 digit 0 (2.116)

where x is the random noise and y, and y, form a bipolar pulse. The
probability density functions p(y,) and p(y,) are related to p(x) of the
random variable x, as shown in Fig. 2.6 and discussed in Sec. 2.6.

In this case, the probability for conversion error is:

PelzP(y1<0):P(%+x<0> (2.117)

A
PeO:P(y0>O):P<—E+x>O) (2.118)

and the net error probability becomes:
P,=P,P, +P,P,, (2.119)

where P; and P, are the digit probabilities at the transmission source,
and where they are usually, but not necessarily, equal. In either case,
the relationship P, + P, = 1 is held to be true, since one or the other
must be transmitted.
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Equation (2.119) is also referred to as the “bit-error rate” and its
application to mobile-radio digital communication is described in
Chap. 8.

2.14 Impulse Response Measurements

The measurement of the impulse response A(¢) of a given channel can
be carried out by two approaches.

1. Transmit a strong impulse and then measure the impulse response at
the receiving end.
The impulse S(¢) in time is

S—ty=|" Wheni=t (2.120)
7o when t # ¢, ’

The frequency response of an impulse A - S (¢ — £) is
| A -st-tyemdi=a (2.121)

Eq. (2.121) shows that the impulse energy will be spread across a
very wide frequency band with a constant spectrum amplitude A. It
is sometimes called black modulation, which will interfere with
other frequency bands and cannot be tolerated by the industry.

2. Transmit a pseudonoise code.

The pseudonoise code x(¢) is like white noise. The impulse
response A(¢) from the medium (channel) or system can be obtained
by sending a pseudonoise code that only needs low power, but the
bandwidth needed is broader. In the receiver, there is a correlator,
which consists of two parts, multiplier and averager, as shown in

Fig. 2.7.
Multiplier Correlator
h(t) __\___________\___1
" Medium '

White ; . !

noise x() (a ;”C’b"el radio Averager (—H——» )
source channel or a H
system) 1
________________ J

PN
code

Figure 2.7 Impulse response measurement using white noise.
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At the multiplier:

2(t) = [x(t — t)] [h(2) * x(8)]

=alt—to) | RO (= 2) d) (2.122)
At the averager:
2= () Ela(t — tg) x(t ~ W] (2.123)
where
Elx(t — t) x(t - V] =R, (A —t,) (2.124)

Since x(¢) is the pseudonoise code
R.(A—t)=mM/2) SA—ty) (2.125)

where 1/2 is the power spectrum of x(#).
Therefore, z(¢) from Eq. (2.123) becomes

20 = g f : ROV SOL—t,) d) = % h(t,) (2.126)

Now the impulse response A(t) of the medium (suburban or urban or
open area) is obtained from Eq. (2.126). Also, the time ¢, is found as
the time delay spread of the impulse response at the reception.

The time delay spread causes intersymbol interference (ISI). An equal-
izer is a device that can remove all time delayed waves. Thus, the ISI
can be reduced.

Let the desired symbol sequence be {x;}. When received, the {x,} can
become an errored one {z,}. Therefore, {z,} is the unequalized input to
the equalizer, as shown in Fig. 2.8, in order to keep the sequence {x,}
undistorted. The equalizer is used with the 2N + 1 T-second taps, where
N is the number of taps at one side from the center tap. The (2N + 1)
tap coefficients are c_y, c_y.+1, . ..C_1, Co, C1, - . . Cn—1, Cy. We may denote
them by {c,}. The output symbols %, of the equalizer are in terms of the
input {z;}

N
&= > cz4n, k=-2N---2N (2.127)

n=-N
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Each tap delays of T.

Unequalized
input

a4

50 B0 O

\/
<

Equalized

output‘ {),(\k}

YYvY?v

| Algorithm for tap
gain adjustment

A

{cn} are the (2n + 1) tap weight coefficients

Figure 2.8 Linear equalization.

The matrix representation of {i;}, {z;}, and {c,} can be expressed as

-7.C—2N CI—N
X=|% C=|co (2.128)
Sy e
and
[2.n 0 0 e 0 0

7 | (2.129)

ZN ZN-1 2n-2 7 ZN+1 RN
0 0 0 e Zy N1
0 0 0 e 0 Zn

We may use the vector representation
X=zc (2.130)

The criterion for selecting the proper c, is either based on the peak dis-
tortion or mean square distortion.
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Minimizing the peak distortion
(the zero-forcing equalizer) [7]

Calculate the tap coefficients ¢, so that
1 k=0
0 k#0

=

1=

X

There are 2N + 1 simultaneous equations from Eq. (2.130) to solve for
obtaining all the proper tap coefficients c,. The block diagram of channel
with zero-forcing equalizer is shown in Fig. 2.9. C(z) is the z-transform of
the {c,}

Clz)= i 2"

n=—oo

and F(z) is the z-transform of the linear filter model corresponding to
the channel response A().

Let the transfer function C(z) in Fig. 2.9 be the inverse filter to the
channel response F(z).

1
Cz) = % (2.131)

Then the output {%,} is distorted by the AWGN only after it is received.
Thus, the output {%;} is only slightly distorted from the input {x,}. The
AWGN (additive white Gaussian noise) is described in Chap. 16.

Minimizing mean-square error

(MSE algorithm)

Channel
F(z)

Medium

The tap coefficients {c,} of the equalizer are adjusted to minimize the
mean-square error

Ep=Xp — 5Ck (2132)

{z,} Equalizeir {)?k}
( ) C(Z)lez)

|

AWGN

nid

Figure 2.9 Block diagram of channel with zero-forcing equalizer.
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The performance index for the MSE criterion is expressed by J, as
J=E{|e,|? (2.133)

There are 2N + 1 simultaneous equations in Eq. (2.133) to solve for
obtaining proper {c,}.

Making an automatic equalizer

Pretraining equalizer. Transmit a training sequence (known at the
receiver) and compare with the locally generated known sequence. The
difference between the two sequences are used to adjust the tap coeffi-
cients {c,}. For example, x, is the known training sequence, and %, is the
received training sequence at the output of equalizer shown in Eq.
(2.130).

Adaptive equalizer. The coefficients are continually and automatically
adjusted as a decision feedback scheme. The adaptive equalizer can
work well if the adaptive can reduce the errors. If the adaptive cannot
allow the channel errors to converge, the poor performance occurs. The
disadvantage of having a training sequence is the constant repetition
at a given break in transmission. In a time-varying channel such as the
mobile unit, the field {c,} kept over a time break can generate ISI.

A common solution is to have a training sequence at the initial stage
to provide a good channel error reduction. Then let the adaptive algo-
rithm follow—when the adaptive algorithm is not working, hopefully
the next train sequence will have already arrived.

Discussion of the equalizer

The equalizer has to be evaluated based on the number of taps. Each
tap is spaced at the symbol interval 7. For the design of the equalizer,
the odd number of taps is chosen.

From the specification of GSM (global systems mobile, a European
digital cellular standard) the equalizer is designed to reduce ISI errors
within 16 ps. The transmission rate is 270 kbps, then the symbol inter-
val T = 3.7 us. The required number of taps is 5 (i.e., N = 2). From the
specification of the North America TDMA, the equalizer is designed to
reduce ISI errors within 60 ps. Since the transmission rate of symbols
is 24 ksps, the symbol interval T = 40 us. The required number of taps
is 3 (i.e., N =1). As number of taps 2N + 1 increases, the equalizer oper-
ates as a discrete-transversal filter that spans a time interval of 2NT
seconds. When the mobile is at a standstill, the larger number of taps
can be beneficial, since the delay spread pulses between two adjacent
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symbols are alike. It is a time-invariant channel. The long delay due to
the large number of taps does improve the solution. But when the
mobile is moving, the environment is a time variant channel. Then
the large number of taps causes a long time span in the equalizer, and
the solution of finding the tap coefficients {c,} may not be convergent
due to this long span.

Problem Exercises

1. In determining the binomial distribution, what method is used to obtain
the mean of n, Eq. (2.65), and the variance of 62, Eq. (2.66)?

2. Show how the mean of g(x) in Example 2.6 is obtained:
(52
Elgx)] =gm) +g"m) 5 (P2.2.1)

and how the standard deviation o, of g(x) is obtained:

grfz(n )64 :| 1/2

1 (P2.2.2)

Og) = [g'z(’ﬂ)ﬁz -
3. In the case of bipolar pulses (-A/2, A/2), both y, and y; in Egs. (2.117) and
(2.118) are Gaussian, and either symbol (0 or 1) has an equal probability of
being transmitted. Show that the error probability with noise power (x%) = N is:

A/ A2
P, = % erfe (%) (P2.3.1)

where erfc represents the complementary error function. If the bipolar pulse is
replaced by an on-off pulse (0, A), what effect will this have on error probability?

4. Figure P24 illustrates a typical long-term-fading signal with Gaussian
distribution characteristics. Find the mean and variance for a sampling of sig-
nal data w, using the method described in Example 2.9.

& o

Signal power, dB
o
TR

'
NN
» O

1 1 | 1 1 1 1 |
~J

Time, in seconds

Figure P2.4 Reference data for Prob. 4.
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5. Figure P2.5 illustrates a portion of the noise spectrum that is flat over a
frequency bandwidth of —B to B, with a two-sided spectral density of /2. Prove
that its correlation is:

sin (2nBT)
R(t)=nB 9B (P2.5.1)

6. Ifr;andr; are two independent Rayleigh variables with the ratio of r; to r,

denoted by R = ry/r, and the ratio of (r?) to (r%) denoted by I' = (r)/r3), prove
that the probability density function pz:(x) is

)= —
PRAY =
If R’ = ry/r1, what will pr2(x) be?

7. The random variables xi, ..., x, are Gaussian and independent, with
mean 1 and variance ¢2. The sample variance can be expressed as

(0 =22+ (0 =22+ - - + (x, — X)?

7=
n
Show that
-1
E[v] = n o?
n
2
-1
E ="~ ¢
n

8. The total number of mobile-telephone-call noncompletions in a day is a
Poisson-distributed random variable with parameter a. The probability that an
incomplete call occurs equals p. With n representing the number of incomplete
calls in a day, show that

Eln] =pa

N a* [k
P(n:m): eﬂz _( >pmqkfm
kZm k! \m

S(f)

n/2

— f

-B B

Figure P25 Reference
data for Prob. 5.
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9. Let x be a Gaussian random variable with a mean of 0.5 and a variance of
1.0. The limited samples are

x1=0.3,x,=0.75,x3= 0.2, x, = 0.05, x5 = 0.85

For these data, answer the questions asked in Example 2.11.
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3.1

Chapter

Path Loss over Flat Terrain

Predicting Path Loss

by the Model-Analysis Method

In the analysis of radio-wave propagation for mobile communication,
one of the major parameters of interest is propagation-path loss. A
measure of propagation-path loss is the difference between the effec-
tive power transmitted and the average field strength of the received
signal. The field strength of the received signal is an indication of the
relative signal amplitude at the transmitted carrier frequency. As pre-
viously discussed in Chap. 1, the field strength recorded at the location
of a moving mobile receiver fluctuates as a result of the effects of vari-
ous multipath phenomena.

The average field strength can be calculated by averaging the random
trial samples of instantaneous field-strength measurements recorded
over a certain path length or distance. The variations in the average
field strength are referred to as “long-term” fading; the short-term fad-
ing effects of multipath phenomena, which may be readily observed in
the trial samples, are practically unnoticeable in the average-field-
strength calculations.

General features and roughness of the terrain contour and the occa-
sional scatterers along the distant portions of the propagation path
tend to defocus the energy reaching the mobile receiver, and this also
contributes to the overall path loss. The more substantial differences in
terrain and the unique properties of individual scatterers can cause
the path losses to be somewhat different in each of the respective areas
studied.

The following factors should always be considered in attempting to
predict the propagation-path loss for a particular mobile-radio envi-
ronment.

101
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Radio horizon

Path Loss over Flat Terrain

The typical maximum range for a mobile-radio propagation path is
around 15 statute miles (24.1 km), depending upon the height of the
transmitting and receiving antennas and the characteristics of the inter-
vening terrain. A base-station antenna is usually installed 100 ft (30.5 m)
or more above ground level. The mobile antenna is nominally 10 ft (3 m)
above ground level. When these typical antenna heights are present, the
maximum true distance d, from the base-station transmitting antenna to
the radio-path horizon can be calculated. The relationship between
antenna height and maximum true distance is illustrated in Fig. 3.1.
The true distance d; and the actual distance d, are expressed:

1/2
d,= <%> mi (3.1a)
2
7\ 1/2
di= 2.9( 3; > km (3.15)
d, = (2h)"? mi (3.2a)
d, = 2.9(2n")"? km (3.2b)

where A is in feet, d, and d, are in miles, A’ is in meters, and d; and d,
are in kilometers.

The actual distance d, is of primary concern, since it represents the
actual distance measured along the surface of the terrain. If we
assume that the base-station antenna height A, is 100 ft (30.5 m), then
the actual distance d,, is 14 mi (22.5 km). If we further assume that the
mobile antenna height is 10 ft (3 m), then the actual distance d,, is 4.5
mi (7.24 km). In this example, the total actual distance d, of the propa-
gation path will be:

d'2

T da, hp

hy !

Earth

Figure3.1 Antenna height vs. trans-
mission distance.
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dy=d, +d,
14.0+45=185mi  (29.77 km)

The total actual distance (d, = 18.5 mi or 29.77 km) can be considered
to be the radio-path horizon, and a propagation path that is shorter
than 18.5 mi will be above the horizon and therefore will not experi-
ence path loss attributable to the curvature of the earth.

Propagation-path distances that extend beyond the radio horizon suf-
fer additional path loss due to signal blockage by the earth’s surface.
However, propagation loss as a function of distance beyond the limits
imposed by the radio horizon makes it possible to reject unwanted sig-
nals, thus reducing the potential for cochannel interference.

Practically no mobile-radio propagation loss is attributable to sky
reflections, because of the short ranges that are involved. Therefore,
the major parameters of propagation loss are determined by earth or
ground reflections and the scattering effects of buildings, structures,
vehicles, and trees.

Considering the relatively short range of mobile-radio transmissions, it
is important to determine the average field strength of the received sig-
nal within a small angular sector at about 0.25-mi intervals over a dis-
tance of from 1 to 18 mi. This will provide a sufficient number of samples
for a fine-scaled, detailed analysis of propagation-path loss characteris-
tics along a given route.

In mobile-radio communication, the base station is normally at a fixed
location while the mobile subscriber’s terminal is free to travel. There-
fore, a significant amount of the propagation-path loss is directly related
to the general area in which the mobile unit is traveling. This establishes
a set of variables for propagation-path loss that are different from those
associated with radio communication between two fixed terminal loca-
tions, where the elements that cause signal fading are more predictable.
Consequently, in mobile-radio situations, a more dynamic range of field-
strength variations is expected at the mobile receiving location. The
propagation-path loss characteristics that are attributable to the travel-
ing mobile unit can be classified according to the different general areas
in which they occur.
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Mobile-unit antenna height

The typical height of the mobile-unit antenna is about 10 ft above the
ground plane. Because of this relatively low height, the antenna is
usually surrounded by a variety of different types of nearby scatter-
ers, both moving and stationary. The resulting effects on propagation-
path loss are significantly higher than those that occur in free-space
propagation.

Effect of surface waves

Imperfectly conductive ground surfaces can produce surface waves in
the region extending a few wavelengths above the ground plane at low
frequency. For antenna heights many wavelengths above ground or fre-
quencies 5 MHz and greater, the effects of surface waves are negligible
and can be disregarded when calculating propagation-path loss in a
mobile-radio environment [1].

Mobile-radio propagation-path loss is uniquely different from the
kinds of path losses experienced in other communication media. The
challenge to the designer is to develop a system that will operate
satisfactorily within the constraints of recognized and predictable
path-loss considerations, while providing the desired levels of mobile-
telephone communication quality. It is possible to construct theoreti-
cal models based on analytical studies of measured data obtained in
the mobile-radio environment that are representative of a prede-
fined, fixed set of data parameters for prescribed situations. By com-
paring random samples of measured data against the appropriate
model, predictions of propagation-path loss can be made with confi-
dence and with a greater probability of success. This technique is
growing in popular acceptance, since it saves considerable time and
labor and provides predictable results within a range of acceptable
limits.

3.2 Propagation Loss—Over Smooth Terrain

When energy is propagated over a smooth surface, specular reflection
can be expected to occur and usually results in one reflected wave
arriving at the mobile receiver, as shown in Fig. 3.2(a). Irregularities in
the contour of an otherwise smooth, flat terrain will produce scattered
reflected waves varying in number according to the number and loca-
tion of such irregularities, as shown in Fig. 3.2(b) and (c¢). The proper-
ties of propagation loss over smooth terrain are discussed in greater
detail in the following paragraphs.

The specular reflections from a smooth surface conform to Snell’s
law, which states that the product of the refraction index N; and the
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Figure 3.2 Contour irregularities that affect radio-wave scattering.

cosine of the grazing angle (cos 0) is constant along the path of
a given ray of energy. This relationship is illustrated in Fig. 3.3.
Since N; is always the same for both the incident and reflected
waves, it follows that the incident and reflected wave angles are also
the same.

Reflection coefficient

The ratio of the incident wave to its associated reflected wave is called
the “reflection coefficient.” The generalized Fresnel formulas for hori-
zontally and vertically polarized radio waves [2] can be used to deter-
mine the power and boundary relationships of transmitted, incident,
and reflected radio waves conforming to Snell’s law. These relation-
ships are shown in Fig. 3.4. By disregarding that part of the transmit-
ted wave that is transmitted into the ground, the formulas can be
applied, in terms of the incident and reflected waves, to calculate the
reflection coefficient:

sin 0, — (g, — cos? 6,)2

et = S0 6, 7 (6 — cos? O (horizontal) (3.3)
. & sin 0; — (g, — cos? 6;) )
a.e T0y — e sin 91 N (8 _ COSZ 91)1/2 (Vertlcal) (34)
where
g, =¢,—j60cA (3.5)

Ny cos 8 = constant

Reflection
6 =8, coefficient g,

z z

Figure 3.3 Smooth-surface reflections.
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Figure 3.4 Wave relationships for hori-
zontally and vertically polarized radio
waves: (a) perpendicular (horizontal)
polarization (may result from building
reflection); (b) parallel (vertical) polariza-
tion (may result from ground reflection).

and where the permittivity €, is the principal component of the dielec-
tric constant €, and ¢ is the conductivity of the dielectric medium in
siemens per meter and A is the wavelength.

Some typical values of permittivity and conductivity for various com-
mon types of media are shown in the following table:

Medium Permittivity ¢, Conductivity o, S/m
Copper 1 5.8 x 107
Seawater 80 4
Rural ground (Ohio) 14 1072
Urban ground 3 10
Fresh water 80 1072
Turf with short, dry grass 3 5x 1072
Turf with short, wet grass 6 1x 10!
Bare, dry, sandy loam 2 3x10?
Bare, sandy loam saturated with water 24 6x101
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For ground reflections in a mobile-radio environment, the permittiv-
ity €. of the dielectric constant ¢, is always large, and the angle 0, is
always much less than 1 rad for the incident and reflected waves. When
the incident wave is vertically polarized, then Eq. (3.4) can be applied,
as illustrated in Fig. 3.4(b), with the result that

a,~ -1 (3.6)

When the incident wave E; is horizontally polarized, then Eq. (3.3) can
be applied, as illustrated in Fig. 3.4(a), with the result that

ap = -1 (37)

In both of these cases, the actual value of the dielectric constant ¢,
does not have a significant effect on the resultant values of ¢, and a;,
which are symbolically the same as a; in Eq. (1.20) of Chap. 1. It should
be noted that Egs. (3.6) and (3.7) are valid only for smooth terrain con-
ditions, where 0, << 1.

In the analysis of reflections from highly conductive surfaces of
buildings and structures, the imaginary part of the dielectric constant
€, is very large, and the following are true:

a,~-1 0 very small
a,~1 0 close to (2n + 1)/2 (3.8)
and a, ~-1 either 0 very small or €, very large (3.9)

Again, as in Egs. (3.6) and (3.7), the actual value of the dielectric con-
stant €, does not affect the resultant values of a, and a; in Eqgs. (3.8) and
(3.9), the values which are denoted a; in Eq. (1.4) of Chap. 1.

When the incident wave E; is vertically polarized (but horizontally
with respect to the building walls) and the reflected wave is from a
highly conductive surface, as in Fig. 3.4(a), then the reflection coeffi-
cient a;, is always approximately equal to —1, as shown in Eq. (3.9).

Figure 3.5 illustrates a hypothetical situation that is typical of an ideal
mobile-radio environment. The surface of the terrain is smooth, and only
one highly conductive building is reflecting the transmitted wave.

The received signal at the mobile unit can be calculated from the sta-
tionary properties of the energy rays by using Fermat’s principle and
by applying Snell’s law:

E.=E; (1 -e??%1 + q,e7? %) (3.10)
where Ad; and Ad, are the propagation-path differences, defined:
Ady=d,—-d
Adg = d2 - d
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E

g>1

Figure 3.5 Reflections typically found in an ideal mobile-radio environment.

Also the incident angle 0 is very small for the ground reflected wave.
It is also proper to rewrite Eq. (3.10) in terms of time delay:

E.=E(1 - e7°%1 4 q,e7°2%) (3.11)
where
Ad;
A'ti =
Ue

and where v, is a constant equal to the speed of light.

3.3 Propagation Loss—Over Rough Terrain

To be able to predict the behavior of radio signals propagated over
rough terrain, it is first necessary to define the criteria for determining
the various degrees of roughness. The generally accepted criterion for
determining roughness is the “Rayleigh criterion.” A classic example of
the effects of surface roughness on two rays of energy is illustrated in
Fig. 3.6.

Figure 3.6 Surface roughness model for Rayleigh criterion.
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Consider the two rays impinging on a rough surface characterized by
ruts and ridges of varying height. The angle of the incident and
reflected rays is called the grazing angle (0), and the path difference Ad
between the two rays is:

Ad =2H sin 6 (38.12)

The phase difference between the two rays is expressed:

2 anH
Ay=BAd=""Ad="T

3 5 sin 6 (3.13)

When the phase difference Ay is very small, the implication is that the
difference in the height of the reflecting surfaces is also very small, and
effectively, the surface is considered to be smooth. For the opposite con-
dition, extreme roughness, the phase difference Ay is equal to the value
7, and the resultant signal from the two reflected rays with the same
reflection coefficient a; can be expressed:

ae’ +aeVtVW =q,—q;=0 (3.14)

In practice, the extreme case for roughness, as shown in Eq. (3.14), is
used infrequently, and a more arbitrary choice is the value /2, which
distinguishes a rough surface from a smooth surface. Rayleigh’s crite-
rion for roughness:

Ay > g (3.15)
Substituting Ay = /2 into Eq. (3.13) and replacing 2 with Ay yields the
following:
A
H,= 3.16
” 8sin0 ( )

The criterion for roughness then becomes:
H > HR

The calculation of the roughness of a surface is primarily affected by
the height of the irregularities, since the grazing angle for mobile-radio
signals is relatively small. However, other criteria are sometimes used
based on Ay = /4 or Ay = /8, which are described in other literature
on the subject [3, 4]. Because the grazing angle 0 for mobile-radio prop-
agation is very small. Eq. (3.15) can be replaced by:

A
HR—% (3.17)
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The range d; out from the vicinity of the mobile unit for averaging the
actual terrain height can be obtained by

Hpy

tan 0 (3.18)

dlzkl'

where £, is usually one. But sometimes %, is less than one. The range d,
is shown in Fig. 3.6. For example, if 6 = 0.5° and A = 0.353 m (for a fre-
quency of 850 MHz), then H; = 5.06 m.

In reality, ground surfaces are not smooth, but usually contain very
gentle undulations. In the mobile-radio environment, the grazing angle
is typically very small and the vector that is normal for the mean plane
of a rough surface is also normal for the vectors associated with small
irregularities or humps in the surface contour.

Propagation over an undulating surface is illustrated in Fig. 3.7. The
scattered field E; arriving at point P, the wave front at the mobile
receiving antenna, can be calculated by using the Helmholtz integral
method. The scattered field, for purposes of simplification, can be
expressed in terms of two dimensions, x and z, assuming there are no
ground variations in the y axis. The distance d; extends from the scat-
tering point @ along the x and z axes to the point of observation P. The
normal vector to the mean plane is n, and the incident wave is E. As
determined by the Helmholtz integral method, the scattered field
received at point P over the rough surface expressed by z = S(x) is

1 oy JoE
Es(P) = 4n L (Ean v an>dS

_N=ye (2 ov @)
 4nm Ll <E8n Von dx (8.19)

where

le

Wave front
to the mobi

. To point P
]

Figure 3.7 Propagation effects over an undulating surface.
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For scattered plane waves, a number of which are usually assumed to
be incident at the mobile receiving antenna, d, >> A, and the following
relationship holds true:

Bd, = Bdy — Bd’ cos ¢ (3.20)

where d, is the direct-path distance between the base-station antenna
and the mobile receiving antenna and d’ is the distance from the base-
station antenna to the scattering point Q. E is the incident wave, and
JdE/on is the normal derivative of S. Point P can be assumed as the posi-
tion of the mobile unit.

When the Helmholtz integral method of Eq. (3.19) is used to calcu-
late the scattered field over a rough surface at the point of reception, it
is necessary to first determine the value of the rough surface S(x). The
value of S(x) can be determined in two ways—Dby approximation, or by
normal distribution. The approximation method assumes that the
characteristics of the rough surface S(x) are random and that the
radius of the curvature of the surface irregularities is usually large in
relation to the wavelength of the incident wave. Under this condition,
the E, field can be approximated:

E,=(1+aqePd+d-d)E (3.21)

where a is the reflection coefficient of a smooth plane [5]. By applying
Maxwell’s equation, the magnetic field H; can be approximated:

H,=(1+q ePd+d-dg (3.22)

Normally distributed surface characteristics

The S(x) value for a normally distributed surface can be expressed:
ES®]=0 (3.23)

The summing up of a large number of variates produces a Gaussian
distribution with a density probability as shown in Eq. (2.41) of Chap.
2. Similarly, if z = S(x) and the standard deviation of z is 6., then the
probability density function for a normally distributed surface can be
expressed:

1 22
p2) = o, \/2_7r exp (_2—<522> (3.24)

The expected value of the scattered field expressed in Eq. (3.19) can be
found from Eq. (2.42), as follows:

i =EEP) = [ E(P)pl)dz (3.25)
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and the expected value for the scattered-field power can be expressed:
he=EEMPEIP) = | |E(P)|’p(2) dz (3.26)

Therefore, the standard deviation of the scattered field E,(P) is
Op, = (Up — uH™ (3.27)

The solution to Eq. (3.19) is used to obtain the solutions of Egs. (3.25)
and (3.26), which are not easily solved, even when the incident field E
is known. Fortunately, the approximation obtained by Eq. (3.21) is close
enough for meaningful analysis of the scattered field in a mobile-radio
situation.

Different deviations corresponding to different levels of surface
roughness o, are illustrated in Fig. 3.8. ¢, = 0 indicates a smooth sur-
face and o, >> A indicates a rough surface. The effects of the different
levels of roughness on the scattering pattern of Eq. (3.26) are quanti-
tatively shown in Fig. 3.8.

Example 3.1 The accuracy of path-loss predictions is affected by surface irregu-
larities and by the wavelength of the transmitted signal. A typical situation is
illustrated in Fig. E3.1. The following questions are based on the assumption
that the maximum height of the irregular surface is 25 ft, as shown in Fig. E3.1,
and the wavelength of the transmitted signal is 850 MHz (A = 1.16 ft). Under
these given conditions:

1. What is the grazing angle 0 of the incident wave shown in Fig. E3.1?

2. Based on the grazing angle of the incident wave, what is the minimum spac-
ing S that will result in two reflected waves?

3. If the actual spacing S is less than the minimum spacing of question 2, will
the surface be considered rough or smooth?

solution

1. The grazing angle of the incident wave relative to a smooth surface is
obtained by using the Rayleigh criterion of Eq. (3.17), as follows:

oz <<\ o>\ Ty >>X

¥
Z ’Tvz Z

Figure 3.8 Effects of different types of surface roughness on radio-

wave propagation.
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e §
Figure E3.1 Reference data for Example 3.1.

0<Op=—7= ><— =0.0058 rad = 0.332° (E3.1.1)

2. Based on the grazing angle of 6 < 0.332°, the minimum spacing S, shown in
Fig. E3.1, can be calculated as follows:

h 25
2 tane 2700058

= 8620 ft (E3.1.2)

3. If the actual spacing S is less than the minimum calculated value in ques-
tion 2 (8620 ft), then one of the two reflected waves will be obstructed by the
hump, and the surface can be considered a smooth one.

Surface roughness is a function of distance

Let the antenna height at the base station be A;, the distance between
the base station and the mobile unit d, and the incident angle 6 as
shown in Fig. 3.5.

Then
hy+hy
=1 2
0 p (3.28)
Substituting Eq. (3.28) into Eq. (3.17) yields
A
Hy=——-"7—=Fk- 2
BT 8(hy + hy) k-d (8.29)
where
A
k= m (3.30)

Let A = 0.333 m (at 900 MHz), A; = 30 m, and A, = 2 m; then % =
0.0013. Equation (3.29) is plotted in Fig. 3.9, which indicates the region
for the flat terrain criterion. It shows that, further out in distance, the
flat-terrain-criterion region can tolerate higher terrain height. There-
fore, in considering the rough terrain at a distance of 10 km, the terrain
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(at 900 MHz frequency)
A = 0.333m
h, =30m
h2 =2m
h,+h, = 32m
H, = A d =0.0013d
8 (h,+h,)
e g™
9 er@®®
oW
H>Hy &
H< Hp

(Flat terrain height)
—‘——/,

1 1

2 3 4 5 6 7 8 9 10
Distance (in km)

Figure 3.9 Flat terrain criterion.

height has to be more than 13 meters in meeting the rough terrain cri-
terion. Also, Hy, is lower when A, + h, is higher, as seen from Eq. (3.29).

The resolution interval of terrain data

The resolution interval of terrain data is always in our consideration
for predicting the signal strengths. If the interval is very small, too
many data points need to be stored in the database, which takes longer
time to calculate the prediction of signal strength at each data point.
Here is a method to use for justifying the resolution interval. Let the
resolution interval be Ad and the corresponding increasing in rough-
ness height be AHg. Then:

Hp AHp A

d  Ad _8(h1+h2):k

(3.31)

In Fig. 3.9, AH; = 0.0013Ad. For Ad = 100 m, then AHy = 0.13 m. For
Ad =50 m, then AHy = 0.075 m.

Assume that, at the increment Ad = 100 m, the real terrain height
increment is AH = 0.11 m.

AH > AHp

We have to use the data based with the smaller increment Ad = 50 m,
from which we obtain AHr = 0.075 m. Under this condition, AH is
smaller than AHp, and the resolution interval is justified.
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Analysis of the active scattering region

Careful analysis of the first Fresnel zone can confirm, with high proba-
bility, any region suspected of active scattering. The waves reflected
within the first Fresnel zone typically have a phase difference of less
than /2 from the direct ray, as illustrated in Fig. 3.10 and by the fol-
lowing equation:

d +dy)—-do= % (3.32)

The elliptic zone in the ground plane xy is determined by the intersection
of that plane with an ellipsoid of revolution having as its foci terminals
a and b. Equation (3.28) is the expression for an ellipsoid of revolution.
Finding the elliptic zone is a relatively straightforward but tedious pro-
cedure. The solution for determining the center of the ellipse is:

xo=T |1~ tan 6 . (3.33)
2 A4
(— + sec 6) -1
r
and 0 =tan =y

The solution for determining the area of the elliptic zone is

Ao Vi 3/2
T4 [1+ (hy + ho)YAr]??

(3.34)

The family of curves that are obtained from Eq. (3.30) is shown in Fig.
3.11. As an example, if h; = 100 ft (the height of the base-station
antenna), h, = 10 ft (the height of the mobile antenna), and r = 4 mi, then
the active scattering region has a radius VA/r of approximately 989 ft.

\ ,
(d'+dy) - do= &

(at the plane of z=0)

Figure 3.10 Wave reflections within the first Fresnel zone.
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Figure 3.11 Graphical analysis of scattering within the first Fres-

nel zone.

3.4 Two-Wave Model [6]—Explaining Mobile
Radio Path Loss and Antenna Height Effects

The mobile radio path loss and the effects of antenna height on the
scattered field E; can be evaluated by using the characteristics of the
scattered field, as previously shown in Eq. (3.21):

E,=(1+aqePd+d-d)g (3.2D

where E is the direct wave received at the mobile antenna and a is the
reflection coefficient. Because of the free-space propagation-path loss,
E is linearly attenuated in proportion to the distance d:

1

2 oC
BV~ any

(3.35)
If there are no reflected waves, a in Eq. (3.21) equals zero. Under this
condition, according to Friis’ free-space propagation-path-loss formula,
the average received power at the mobile would be:

~ |E|2 ~ 1 2
P = om, =P, And/n (3.36)
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where P,= P.G.G,,
Mo = intrinsic impedance of free space
P, = transmitted power
G; = gain of the transmitting antenna
G,, = gain of the receiving antenna

Assuming that a vertically polarized wave is transmitted and two
waves (direct and reflected) are observed along the propagation path,
then the small difference A® caused by the difference between the two
ray paths Ad can be expressed:

AD =B Ad (3.37)

From Egs. (3.4) and (3.6), a vertically polarized transmitted wave has a
reflection coefficient of a = —1 for a typical mobile-radio environment.
The received power P, can be expressed:

P.= |Ele—P 1 )2 |1+ a, exp (JAD)|? (3.38)
r—2n0—04nd/7\’ v €Xp {J .

The expression Ad can be obtained in a straightforward manner (see
Fig. 3.5):

Ad =V (hy +hy)? +d% =V (hy — hy)? + d2 (3.39)

where A, is the height of the base-station antenna, A, is the height of
the mobile antenna, and d is the distance between the two antennas.
The relationship A + hy << d is predominantly true and Ad is typically
a very small value, expressed:

(hy + ho)? _1-

2d2 2d2 = 2h1h2 (340)

(hy - hz>2] 1
d

Ad = d[l +
Substituting Eq. (3.40) into Eq. (3.37), and recognizing that A® is also
a phase difference expressed in radians, yields the following:

4T|:h1h2

in A® = AD =
sin d

(3.41)

cos A® =1 (3.42)

Then, Eq. (3.38) becomes:

P, = IES|2—P 1 2|1—cosACI)—'sinA(I>|2
" om, Y\ 4nd/ /

=P 1 2(A(I))2
~ 7\ 4nd/n
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1 \?/4rn 2
=P °<4nd/k) (ﬁ hlhz)

hihs \2
= p%%) (3.43)

Note Eq. (3.43) is not a precisely accurate formula for predicting path
loss, since it does not include the path loss variable based on wave-
length. However, Eq. (3.39) is useful in explaining the 40 dB/dec path
loss in the field and also making relative comparisons based on the
effects of antenna height.

L =40 log (d’/d) in dB (3.44)
AG =20 log (hi/hy) in dB (3.45)

where L is the path loss when d’ is greater than d. AG is the antenna-
height gain when A1 is greater than 2,. When d’ < d and/or A{ < h,, both
L and AG are negative in dB.

Measurement studies published in reference literature [6-9] and
based on the mean value of many data points predict gains of up to 6
dB per octave for the received gain versus base-station antenna height.
The difference in gain, which can be obtained by doubling the height of
the base-station antenna, is:

B2

P, \ h,

b1

2
) =4 =6 dB per octave (3.46)

Hence, the 6 dB per octave rule is derived from Eq. (3.45) and verified
by the measured data. It is important to note that changing the height
of the mobile antenna produces gains of only 3 dB per octave, as shown
by actual measurements [6, 10], because of the effects of nearby scat-
terers. Because of practical limitations, the usual height of the mobile
antenna is approximately 10 ft above ground level. This should not be
considered in using Eq. (3.43) to study the effects of mobile-antenna
height on propagation-path loss.

From the measured and recorded data, analysis shows that the
propagation-path loss is affected by the frequency, as shown in Fig.
3.12, and as noted in Eq. (3.36). It is not noted, however, in Eq. (3.43).
The loss increases after 20 km due to the radio below the earth horizon.

The distance criterion for calculating
mobile radio path loss

Equation (3.44) is obtained from Eq. (3.43), which is an approximation
formula from Eq. (3.38) by assuming that the incident angle 0 is very
small; that is, d >> h; + h,. When d is small, we have to find the range
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Figure 3.12 Path loss as a function of
wavelength. (From Ref. 6.)

such that Eq. (3.44) still holds. It is related to the Fresnel zone dis-
tance. Let Ad in Eq. (3.40) be A/2 as the first Fresnel zone.

A1
Ad Bl E = Hf 2h1h2 (3.47)

Then distance criterion Dy is obtained from Eq. (3.47) as the Freznel
zone distance:

_ 4hahy

D, X

(3.48)

Eq. (3.48) is plotted in Fig. 3.13 for both frequencies 850 MHz and 1.9
GHz. The path loss curve is

20t
S 1ot
<
(o))
c
£ of
(/)]
©
c
(®)]
® —10f
[0
=
©
2 o0t

Df d,m—>

Figure 3.13 The distance criterion for plotting the path loss curves.
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Free space loss =20 dB/dec ~ d <Dy
Mobile radio loss =40 dB/dec ~ d > Dy

When the distance is less than 1 km and if the information of building
layout is not available, then Fig. 3.13 can be used to estimate the
closed-in received signal in an averaging sense.

Example 3.2 An improvement in signal gain can be obtained by raising the
height of the base-station antenna. On the assumptions that the received radio
signal is =110 dBm and the height of the base-station antenna is 100 ft, as shown
in Fig. £3.2, how much higher must the base-station antenna be raised to obtain
an increase from —110 to —100 dBm (a gain of 10 dB) in the received signal?

solution To obtain a 10-dB increase in the received signal, the base-station
antenna must be raised 216 ft above its original height of 100 ft, for a total height
of 316 ft. The following relationships are valid:

Rihs \?
P _ P°< & ) _ h?

P Po<h1h2)2 T R?

(E3.2.1)

d2

and 10 log ( 1;" ) =20 log ( Zl ) (E3.2.2)
r 1

where h] is the new antenna height, 10 log (P//P,) = 10 dB, and A, = 100 ft. Then
Eq. (E3.2.1) becomes:

h

100

10 = 20 log (E3.2.3)

Then
1 =100 ft x 10°5 = 316 ft (E3.2.4)
The expression for raising the base-station antenna is:

Ah =316 ft — 100 ft =216 ft

o]
% 77 72/
Figure E3.2 Reference data for Example 3.2.
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3.5 Rules for Calculating Average
Signal Strength (Local Mean)

Median approach

One of the first rules for statistical analysis of propagation-path loss is
to determine the proper distance intervals that will enable long-term
or local mean values to be obtained from received-field-strength data.
There are two preferred methods for calculating the local mean: (1) the
median approach and (2) the mean approach.

Young [11] obtained sample measurements of the field strength taken
at 200-ft intervals over a distance of approximately 1000 ft. The
median value was then calculated from the samples obtained within
this relatively small area along the propagation path. Okumura et al.
[6] obtained sample measurements of the field strength taken at 20-m
intervals over a distance of from 1 to 1.5 km. Again, the median was
calculated from the samples obtained.

Mean approach [12]

In the mean approach, the value of the local mean can be estimated from
the Rayleigh fading effects r(y) = m(y)ry(y) as follows (see Fig. 6.1):

x+L

1 1 oot
ﬁz(x)=i - r(y) dyziL_L m(y)ro(y) dy (3.49)

Under the assumption that m(y) is the true local mean and ry(y) is a
stationary Rayleigh process with unit mean, then

m(y) = constant x—-L<y<x+L (3.50)

The estimator then becomes:

1 x+L .
m(x) = m(x) oL fx_L ro(y) dy = m(x)ry(y) (3.51)

where ry(y)should approach 1 when m(x) approaches m(x).

Determining the value of L

The mean value and the correlation of a Rayleigh-fading signal are dis-
cussed in Eq. (2.54) and Chap. 6; they are expressed:

(r(y)= \/g o
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(3.52)

2
Ry~ o170

4

where 262 is the average power of the Rayleigh-fading signal, J, is the
zero-order Bessel function of the first order, B = 2n/A, and A is the wave-
length. The mean of the estimator expressed in Eq. (3.51) then becomes:

. _i x+L 3 3 £
(M) = oL ). . r(y)ydy ={r(y) = 5O (3.53)

where (r(y)) = (m(y)ro(y)) = mx) {ro(y)) = m(x). Hence (m(x)) = m(x), and
the variance of the estimator is:

G = (M) — ((x))?

1
4L?

[ ] ErGoredyidys - 5 o (3.54)

A more simplified expression [12] can be found:

S i R _ T
G’“‘LL (1 ZL){Rr(y) 2G]dy (3.55)

Normalizing r(x) with respect to its mean value provides the expression

(mx) =1 (3.56)

and o= [“(1-2) g2 By) dy (3.57)
4L o 2L

Therefore, i(x) is within the spread of 16, or 26, and can be expressed
in decibels as a function of 2L. Since in Eq. (3.57) 6, is a function of 2L,
then 20 log (1 = o) or 20 log (1 = 20,,) is also a function of 2L.

The following table shows a typical range of standard deviation val-
ues and spreads as a function of 2L.

1o, spread, 20;, spread,
2L G dB dB
5L 0.165 3 6
101 0.122 2.1 4.2
20 0.09 1.56 3.14
40\ 0.06 1 2.12

From the table, a 2L value of 40A is required to obtain a 1o, spread
of 1 dB. Other values are shown for reference purposes.
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Any length over 40\ can be used in obtaining the local mean [12]
since 16, spread of mu(x) is less than 1 dB. The local scattering area in
the vicinity of a mobile unit in a suburban area is also shown roughly
110 ft in diameter [13]. This implies that an interval of 100 to 200 ft for
800 MHz is a reasonable guideline for obtaining the local mean.

For 450 MHz or lower the wavelength becomes longer. In this case,
we may use 20\ as the length of averaging window for obtaining the
local mean values.

3.6 Models for Predicting
Propagation-Path Loss

The local means obtained from field-strength measurements taken at
predetermined sampling intervals can vary over a large range of deci-
bels. It is therefore advantageous to classify the characteristics of the
various sampling environments from which the data for local means
are collected. Rules can then be formulated based on predictions of the
value of local means associated with classified types of sampling envi-
ronments. The two main factors that will determine the broad parame-
ters for classification are (1) the characteristics of the terrain surface
and contour and (2) the presence or absence of buildings, structures,
and other human-made objects.

The degree of surface undulation present in the contour of the ter-
rain enables a classification to be assigned within an “interdecile
range” (Ah) for a given sampling interval, e.g., 10 km. The interdecile
range typically classifies surface irregularities falling within the 10 to
90 percent vertical boundaries of the overall terrain-contour profile.
These parameters for interdecile range are illustrated in Fig. 3.14.

The terrain contour is not the sole contributor to propagation-path
loss in the mobile-radio environment, according to Okumura et al. [4].
Buildings and structures along the propagation path are also main
contributors to path loss and must be classified in conjunction with the
contour features of the surrounding terrain. The following general clas-
sifications are quite obvious:

1. Open land—Undeveloped or partially developed farmland with
conventional small dwellings and barns, and sparsely populated.

10km -

Figure 3.14 Interdecile range parameters.
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2. Industrialized open land—Developed areas where large-scale
farming activities are combined with limited industrial use. Such
areas would contain large silos, high-voltage power-distribution lines,
and occasional industrial facilities.

3. Suburban areas—Mixed residential and clean industrial uses;i.e.,
warehouses, shopping malls, light manufacturing, and moderate
vehicular traffic conditions.

4. Small to medium-sized city—Densely populated residential and
commercial areas with well-defined business districts characterized
by numbers of high buildings and few, if any, skyscrapers. Traffic
density is usually moderate to heavy, depending upon flow patterns
and time of day.

5. Large-sized city—Heavily commercial and industrial with many
high-rise residential structures. Business districts are characterized
by many skyscrapers. Traffic density is heavy virtually at all times.
Cities like New York, Boston, Philadelphia, Los Angeles, and Newark,
New dJersey, are typical large cities.

Prediction model for UHF

Since suburban areas represent the mean and have relatively similar
path-loss characteristics, the statistical average of the path losses for
all suburban areas can also be used as a comparative reference for
evaluating the path-loss characteristics for other types of areas, such
as urban or open rural areas. A typical case would be a suburb in the
Philadelphia-Camden area, as reported in Kelly [14]. The local mean
data for that area were based on statistically measured data at a fre-
quency of 800 MHz. A necessary parametric conversion was made,
resulting in the following given conditions:

1. The base-station transmitted power was 10 W (40 dBm). Antenna
gain was 6 dB with respect to a half-wave dipole. Antenna height
was 100 ft above ground. The ERP (effective radiation power) is 40
dBm + 6 dB = 46 dBm.

2. The mobile antenna was a quarter-wavelength whip with a height of
10 ft above ground. The antenna gain was 0 dB with respect to the
gain of a dipole antenna.

The measured results were as follows:

1. The local means were lognormal-distributed with a standard devia-
tion ¢ of 8 dB.

2. The power at the 1-mi point of interception P,, was —61.7 dBm.
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3. The slope ywas 38.4 dB per decade (or ylog 2 =11.55 dB per octave),
or y=3.84 in linear scale.

A graphic representation of the propagation-path loss for this subur-
ban area is shown in Fig. 3.13.

The field strength of the received signal (P,) for any given system can
be expressed as:

Pr = Proao
=P, ra, (3.58)

where P, is the strength at 1 mi, r is in miles, and o is the adjustment
factor.
The standard conditions are:

h;=30.48 m (100 ft)
P, =10 watts
G, =6 dB (at the base) (3.59)
The adjustment factor is derived as follows:

0o = (Adj)(Ad))x(Ad))s

100 ft

_ [ new base-station heights (m) \*
B 30.48

- 1 . 2
where (Adj), = (new base-station heights (ft))

new transmitter power (W)

(Adj), = 10W

new base-station antenna
gain with respect to A/2 dipole

(Adj )3 = 4

The field strength of the received signal (P,) can also be expressed in
decibels, as follows:

P,=P, +0y=-61.7-38.4logr+ap (3.60)

where r is in miles. It is customary to use the received-power data col-
lected at the 1-mi intercept, rather than the data collected in the area
within a 1-mi radius of the transmitter. The area around the transmit-
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ter is often difficult to measure, since there are often few roads and
therefore not enough sampling data to calculate a true median value.

In working in the metric system, the following equation can be used
in place of Eq. (3.60); it converts the values shown in Fig. 3.15 to their
metric equivalent.

P,=P, +0y=-54dB-38.4logr+ oy (3.61)

where —54 dB is the strength at 1 km and r is in kilometers.

For different environments and/or areas, the slopes and intercept
points will probably differ. In some urban areas where the slope is flat-
ter, its measurement at the 1-mi intercept point is lower [14]. The same
criteria used for the UHF model can also be applied to VHF, as long as
the 1-mi-intercept power and slope at the VHF frequency are known.

Example 3.3 A base station transmitting 20 W of power has an antenna gain
of 6 dB and an antenna height of 200 ft. A mobile unit with an antenna gain of
0 dB and an antenna height of 10 ft receives a —79.5-dBm signal at 5 mi and a
—91-dBm signal at 10 mi from the base station. Using the above data, plot the
field strength of the received signal to measure the path loss, as previously
illustrated in Fig. 3.15.

1-mi point of intercept

y = 38.4 dB/decade

S

1 i 1 1
{1km) 5000 10,000 f 20,000 40,000
| 1 It

1 mi 5 mi 10 mi
Distance

Figure 3.15 Path loss in a typical suburban area at 800—900 MHz.
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The model of Okumura et al.

Of several models that are described in published studies, the Okumura
et al. model [7] is the model of choice for analyzing mobile-radio propa-
gation. The Rice-Longley-Norton-Barsis model [15] was found to be use-
ful in predicting transmission loss for long-range radio propagation but
was limited in its application to mobile-radio propagation. Longley
subsequently published a modified model [16] that recognizes the differ-
ences between stationary-microwave-link propagation and mobile-radio-
link propagation. However, this modified approach is not as simple as
Okumura’s approach [7]. Bullington has published a simplified method
that describes radio propagation for vehicular communications [17] but
makes no distinction between urban and suburban areas.

The model of Okumura et al. is based on empirical data, compiled
into charts, that can be applied to VHF and UHF mobile-radio propa-
gation. Path-loss predictions for open rural areas and suburban and
urban areas can easily be distinguished by using the following proce-
dure. First, a basic prediction of median attenuation over quasi-smooth
terrain* in an urban area is obtained from Fig. 3.16. Second, the cor-
rection factor for either an open area or a suburban area must be sub-
tracted from the median attenuation value obtained from Fig. 3.16. The
two correction factors are shown in Fig. 3.17. Third, the correction fac-
tors for antenna heights must be applied, as follows:

6 dB per octave for base-station antenna height
3 dB per octave for mobile-antenna height 3m <Ay, <5 m
2h, log (hy/3 m) for mobile-antenna height 5 m < A, < 10 m

Additional correction factors are described in the Okumura model,
such as those for rolling, hilly terrain and for street orientation. As
these additional correction factors are added to the basic median
attenuation value of Fig. 3.16, the final prediction will more closely
approach the statistical mean value. Chapter 4 describes the use of cor-
rection factors in greater detail and expands on those that are dis-
cussed in Okumura et al.

Example 3.4 Use the Okumura method to calculate the path-loss prediction for
mobile-radio transmission over a quasi-smooth terrain in a suburban area for
the following three cases:

Case 1—The mobile antenna height 4, and the base-station antenna height 4, are
both 2 m. The distance between the antennas along the transmission path is 10 km.

* Interdecile range approximately equals 20 m [6].
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Figure 3.16 Prediction curve for basic median attenuation over quasi-smooth ter-
rain in an urban area. (From Ref. 6.)

Case 2—The mobile antenna height 4, is 2 m and the base-station antenna
height &, is 10 m. The distance between antennas is 16 km.

Case 3—Both antenna heights, &, and h,, are 10 m. The distance between anten-
nas is 25 km.

The results of cases 1 through 3 are plotted in Fig. E3.4.

A general formula of path loss passing
different environments

Usually a propagation path may run over more than one kind of ter-
rain contour. Assume that the propagation-path loss slope v; is pre-
dicted in area A and the slope ¥, in area B. A path runs over at a
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Figure 3.17 Correction factors for open and quasi-open
(suburban) areas as a function of frequency. (From Ref. 6.)

Case 1: hy= hy =2 m over a path length of 10 km
Case 2: hy= 10m, hp = 2m over o path length of 16 km

1901 Case 3: hy= h, =10 m over a path length of 25 km
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Figure E3.4 Path loss in a suburban area.
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distance r where r <r, is in area A and r; <r <r, is in area B. Then the
expected power P, received in area B at a distance r from the transmit-
ter P, which is in area A can be obtained as follows:

P B 1 r,<r<r, (3.62)

a 4757‘1 N L Ty
A r,
where 7is in linear scale.
The general formula of path loss L for a path length » which runs

over N different areas with N different path loss slopes v;,i = 1, N, can
be easily proved as

P,
P,

:(ﬂ>'“ (ﬁ)'yz <ﬁ)y ..... < r )_YN r1Sr<ry  (3.63)
A r Ty In-1

L:

Problem Exercises

1. The accuracy of path-loss predictions is affected by surface irregularities.
From Fig. P3.1, determine the effects of ground-surface roughness, where iy >>
hl and hg >> h3.

2. Using Fig. P3.2, find the time-delay spread at antenna A, due to the active
scattering region. Antenna height 4, is 100 ft, antenna height A, is 10 ft, and
the link distance is 6 mi. Find

a. The delay spread between link a and link b,

b. The delay spread between link a and link b,

c. The range of maximum and minimum delay spread

3. Consider a link where reception over a distance of 10 km is satisfactory
with a base-station antenna height A, of 50 m and a mobile antenna height A,
of 2 m. If the base-station antenna height is lowered to 10 m, what will be the
effect on reception in terms of distance? If the distance is the same (10 km),
how high must the mobile antenna be raised to ensure satisfactory reception?

e @ —>
o 1
AT o)
2 M l h
A 5
7. 7. Z 7
fe— b — je— b —f

Figure P3.1 Surface roughness data for Prob. 1.
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Figure P3.6 Scattered-field
Figure P3.2 Delay-spread model for Prob. 2. data for Prob. 6.

4. Apply the accurate prediction model for UHF (see Fig. 3.13) to find the
path loss in a suburban area over a distance of 10 km at a frequency of 800
MHz. The following are given: Base-station transmitting power is 25 W and
antenna gain is 8 dB referring to a dipole antenna. Base-station antenna
height A, is 50 m. Mobile antenna gain is 0 dB using a dipole antenna, and the
antenna height is 5 m.

5. Using the same conditions given in Prob. 4, apply the Okumura model to
find the path loss.

6. The Helmholtz integral is used to calculate a scattered field over a rough
surface, received at a point P. The parameters for deriving the Helmholtz inte-
gral are illustrated in Fig. P3.6. Equation (3.18) represents the scattered-field

relationships:
L,
Y172 J’ 2 3\4! _ oE
E(P)= dn Uy (E on v on dx

Derive the Helmholtz integral of Eq. (3.18) from the stated assumptions.
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4.1

Chapter

Path Loss over Hilly Terrain
and General Methods of Prediction

Path-Loss Predictions Based

on Model Analysis

As might be expected from the discussions in preceding chapters, the
propagation-path loss for hilly areas is greater than that for nonhilly
areas. It therefore follows that the methods used to predict the signal
strength of received transmissions are more difficult in hilly areas
than in nonhilly areas [1]. The various shapes encountered in the con-
tour of hilly terrain are unpredictably irregular. Often, the direct line-
of-sight path is obstructed by the tops of intervening hills. To properly
analyze the path loss in hilly areas, it is necessary to classify hilly ter-
rain into either one of two classic types that are described in terms of
the physical characteristics of the propagation path [1]. Type 1 is the
line-of-sight path over hilly terrain where surface irregularities do not
obstruct the direct signal path. Type 2 is the out-of-sight path over
hilly terrain where surface irregularities project into, and therefore
obstruct, the direct signal path. In type 2, diffraction loss due to the
obstruction of hilltops (the out-of-sight case) must be considered. A for-
mula for approximating the diffraction-loss prediction, and other spe-
cial considerations for predicting the path loss over hilly terrain, are
discussed in subsequent paragraphs.

Figure 4.1 illustrates a simple model for predicting propagation-path
loss over flat, unobstructed terrain. As was shown in Eq. (3.46), a base-
station antenna-height gain factor of 6 dB per octave can be predicted
for this model situation. Measured data recorded in flat suburban and
urban areas support predictions based on this model. Similar models
can be used to explain phenomena associated with hilly areas.

133
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Figure 4.1 Model for propagation over flat terrain.

Type A

7

h

R
—

Figure 4.2 is the model for a base-station transmitter and a mobile
receiver separated by a large distance r over terrain that combines
level ground and a hill slope having an angle much less than 1 rad. Two
sets of conditions can be considered. In type A the mobile antenna is
located on the slope and the base-station antenna is located on level,
flat terrain. Type B is the reverse situation, where the base-station
antenna is located high on the slope and the mobile antenna is located
on level, flat terrain.

As shown in Fig. 4.2, the key parameters are defined as follows:

R = distance over which terrain is flat
r = total distance between base-station antenna and mobile-unit
antenna
h; = height of base-station antenna above ground level
hs = height of mobile antenna above ground level
H = difference in height between flat terrain and elevated terrain

In both situations, type A and type B, a wave is always reflected by the
slope of the hill. Consistent with Snell’s law, the spot where reflection
occurs is always close to the top of the hill. Therefore, reflection would
occur in the vicinity of the mobile unit in type A, or of the base-station
antenna in type B. The existence of a second reflected wave depends
upon the length of flat terrain and the prevailing antenna height, as
described in the following subsection.

NS

TR

> ] r

Figure 4.2 Model for propagation over terrain combining level

and sloping contours.
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For the purpose of illustrating the hilly contour, the scales on the x
and y axis are not the same. x is in meters or feet, and y is in kilometers
or miles. If x and y are used in the same scale in Fig. 4.2, which is in real-
ity, the terrain contour will look like a flat ground. The variation in con-
tour can hardly be seen. Thus we should remind the readers that the
base-station antenna mast is always vertically drawn on the sloped hill.

Second-reflected-wave conditions present

Figure 4.3 is the model for conditions that will produce a second
reflected wave where reflection occurs at the ground level. As in the
previous model discussed, the combination of level and sloping terrain
results in two sets of conditions, wherein the locations of the base-
station antenna and the mobile-unit antenna alternate.

Snell’s law applies to the conditions under which a second reflected
wave can occur. In the models for type A and type B, the distance

H
<] O
/\ L

7 LT 7z 7 77
«— T _>| 4
- 4
r e
s

rh1 //

«—R >
Image M +/h2 +H

-

(s ///*

ry [«
rh2 !

>— —>
hy+h,+H

Y

r
..(b)

Figure 4.3 Model for analysis of second-reflected-wave con-

ditions.
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between the base-station antenna and the reflection point (distance r;)
is a key parameter, as indicated in the following equations:
h, hy+H )
ry B r—r;
_ hr
C H+hi+hs |

+ for type A (4.1)
or r

hy hi+H A
ry B r—rp
_ hzr
“ H+hi+hs |

+ for type B (4.2)
or r

Therefore, where the condition exists that the actual distance of level
ground R, for either type A or type B, is R > r;, there will always be a
reflected wave. The method used to obtain a similar deviation in Eq.
(3.38) can also be used here, as follows:

1

P,=OCP0W| 1

— @/h01 _ itz |2 (4.3)
where Ad;, A9, = phase differences between the two reflected and the
direct path
o = the attenuation factor (0 < o0 < 1) due to the mobile-
radio environment; e.g., the fact that the antenna
height of the mobile unit is always below that of
nearby surroundings
Py=P,g,g, las defined in Eq. (3.36)]

Assuming A, and A¢, are small and that the relationships of Eq. (3.41)
and (3.42) hold, then Eq. (4.3) becomes:

Pr:OCPO (1+2A¢1A¢2)

I
(4mr/\)?

1

= (Xpom (4.4)

Equation (4.4) shows that when two waves are reflected by hilly ter-
rain, the combined power received at the mobile-unit antenna ap-
proaches or equals that received from free-space transmission. Under
such conditions, the antenna heights h; and h, have no appreciable
effect on the magnitude of the received power. This conclusion is based
on the mathematical approach. In the real mobile-radio communica-
tions environment the true free-space transmission path found in the
space-communications environment does not exist. Hence, Eq. (4.4)
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only shows that under certain circumstances the received signal can be
much stronger at the receiving antenna when two reflected waves are
present. If it is assumed that the attenuation factor o, shown in Eq.
(4.3), is different for each of the three waves, one direct wave and two
reflected waves, then Eq. (4.3) becomes:

1 ) )
P, =P, mlao— (XleJA¢1 —(XgejA¢2|2 (4.5)

where o, o, and o, are related to the obstructions along the three
respective individual paths.

As might be expected, the energy from the one wave whose reflection
point is closer to the mobile antenna may contribute the greater amount
of reflected power to the resultant signal received by the mobile-unit
antenna. This type of reflection is known as “specular reflection” [2]. The
other reflected wave, whose reflection point is farther away from the
mobile-unit antenna, will disperse more of its energy along the path
before reaching the mobile-unit antenna. This type of reflection is known
as “diffusely scattered reflection” [2].

Hence, the value of the attenuation factor o, associated with the
wave whose reflection point is closer to the mobile unit’s antenna is
much greater (less attenuated) than the value of the other wave’s
attenuation factor (o.,):

Olg >> 0Ol

Also, it is reasonable to assume that attenuation factors o, and o, are
approximately equal, since the wave reflected from the point closest to
the mobile unit, having a small grazing angle, disperses less energy
and can be compared favorably with the energy contained in the direct
wave. Then Eq. (4.5) becomes:

= Py—2 1o (4.6)

(4drer/A

which is essentially the same as Eq. (3.38). Equation (3.43) can also be
derived from Eq. (4.6). The main difference between Eq. (3.38) and Eq.
(4.6) is that Eq. (3.38) is based on one reflected wave and one direct
wave, whereas Eq. (4.6) is based on one effective reflected wave
selected from two reflected waves and one direct wave. Figure 4.4 illus-
trates the model for Eq. (4.6).

Second-reflected-wave conditions absent

No second reflected wave can occur when the value of R in Fig. 4.3 is
less than the value of r;. This is true for either type A or type B, as
shown by Egs. (4.1) and (4.2). This condition is expressed:
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Figure 44 Model for predicting combined effects of re-
flected and direct waves.

R<r1

Under this condition, Eq. (3.43) can be used to determine the received
power at the mobile-unit antenna, as follows:

hihs\?
Pr = OCPO 7"2 (47)
where
hi = } for type A (4.8)
hs=H + hy
and
hi = hl} for type B (4.9)
hy=hy

First-reflected-wave conditions absent

In Eq. (4.7), h1 and h; are the effective antenna heights measured from
the ground level at which reflections occur. The use of effective antenna
heights instead of actual antenna heights is the main difference
between the equations for propagation effects over hilly terrain and
those for propagation effects over level, nonhilly terrain, as described
in Chap. 3, Sec. 3.4.

The parameter A is the effective antenna height and is of primary
importance, as expressed in the following equations:

a

H;
hi=h+ r;t for type A terrain (4.10)

and i=h.+H for type B terrain (4.11)

The conclusion, as shown in Fig. 4.5, is that when there is only one
reflected wave and one direct wave and the angle y is small, it is nec-
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Type A Type B i
hy
TZ 7
hy
)

e

Figure 4.5 Model for one reflected wave and one direct wave
when the angle of reflection is small.

essary to modify the base-station antenna height for type A terrain.
The effective antenna height A7 for type B is simply A, + H.

The typical-case example at 800 MHz, given in Sec. 3.5 of Chap. 3 for
a suburb in the Philadelphia-Camden area, resulted in a 38.4-dB-per-
decade slope of path loss at the 1-mi point of interception for a base-
station antenna height of 100 ft and 40 dBm (10 W) of transmitted
power. In this example, the height of the mobile-unit antenna was
given as 10 ft. This typical case can be used as a reference to calculate
the path loss for other, different cases.

Example 4.1 Given the terrain configuration of Fig. E4.1(a) and a base-station
antenna height of 150 ft with 40 dBm of transmitted power, find the path loss
along the path. Assume that the transmitting base-station antenna has a gain of
6 dB above that of a dipole, and that the mobile-unit antenna is a dipole with a
height of 10 ft above ground.

solution Since the height of the base-station antenna is 150 ft, then the 1-mi
point of interception is —61.7 + 20 log 150/100. The slope of path loss is 38.4 dB
per decade, which is the same as for the 100-ft antenna height.

The minimum distance R ;, in Fig. E4.1(b), which can produce a second reflected
wave, can be determined from Eq. (4.2) as follows:

(3x 5280 ft) 10 x 3 x 5280 ft

h+H 350 ft = 452.5 ft

Rmin = h2 X

In theory, after traveling the minimum distance R ;,, the signal at the mobile-
unit receiving antenna increases because of the second reflected wave produced
by the flat terrain:

350
Additional gain = 20 log 150 = 7.35 dB

It is important to note that this additional gain introduces a transit region that
occurs around the 3-mi area, as shown in Fig. E4.1(c), wherein the path loss sud-
denly decreases as the energy of reflected wave 1 carries over into reflected wave
2, as shown in Fig. E4.1(a).
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Figure E4.1 Model for determining path loss over type B terrain.

4.2 Diffraction Loss

Propagation over hilly terrain is often adversely affected by obstruc-
tions such as hilltops. Path loss resulting from such obstructions is
termed “diffraction loss.” Kirchhoff’s theory on diffraction has been
found useful for predicting path loss along a transmission path contain-
ing mountain ridges and similar obstructions [3, 4, 5, 6, 7, 8, 9]. Diffrac-
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tion loss from the round hilltop that has a small radius of curvature will
be described in Sec. 4.3.

In classic electromagnetic theory applications, the field strength of a
diffracted radio wave associated with a knife edge can be expressed:

E£ = Fe/** (4.12)

0

where E| is the free-space electromagnetic field with no knife-edge dif-
fraction present, F'is the diffraction coefficient, and A¢ is the phase dif-
ference with respect to the path of the direct wave. The loss due to
diffraction is [10, 11]

%,.=201log F (4.13)
S+0.5
here = 414
v V2 sin (A6 + /4) (4.14)
In the definition of F,
A6 = tan™! S+0.5 T
B C+05) 4

and C and S are the Fresnel integrals, expressed

C= f cos (g x2> dx (4.15)

S-= f sin (g xz) dx (4.16)
where v is a dimensionless parameter, defined:

v=-h, |> (l + i) (4.17)

AM\r 1 Iy
In Eq. (4.17), r; and r, are the separation distances, and 4, is the height
of the knife-edge shown in Fig. 4.6(a).

In predicting the effects of knife-edge diffraction, it is necessary to con-
sider the two possible situations: first, where the wave is not obstructed,;
second, where the wave is diffracted by the knife-edge obstruction. Fig-
ure 4.6(b) illustrates the first condition, where the wave is not obstructed
by the knife edge and therefore %, is a negative value and v becomes a
positive value, as shown in Eq. (4.17). The range of F in Eq. (4.14), when
v is a positive value, can be expressed:
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(b)

Figure 4.6 Effects of knife-edge obstructions
on transmitted radio waves: (@) knife-edge dif-
fraction; (b) nonobstructed knife-edge propa-
gation effects.

05<F (4.18)

Figure 4.6(a) illustrates the second condition, where the wave is dif-
fracted by the knife-edge obstruction and therefore %, is a positive
value and v becomes a negative value. In this situation, the range of F’
in Eq. (4.14), when v is negative, can be expressed:

0<F<0.5 (4.19)

The exact solution for Eq. (4.14) is shown graphically in Fig. 4.7.

Since Eq. (4.14) includes terms associated with Fresnel integrals, it
is difficult to find simple expression. An approximate solution can be
obtained as follows:

oL,=0dB 1<v (4.20)
1L, =20 log (0.5 + 0.62v) 0<v<1 (4.21)
oL, =20 log (0.5¢%9") -1<v<0 (4.22)

3L, =20 log (0.4 -10.1184 - (0.1v + 0.38)2) —24<v<-1 (4.23)

v<-24 (4.24)

0.225
=010 222)

Equations (4.20) through (4.24) greatly simplify the computation
process.
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Figure 4.7 Magnitude of relative field strength E/E, due to diffraction loss.

Double knife-edge diffraction

143

In many instances, there is more than one knife-edge-diffraction source
along a given propagation path, as shown in Fig. 4.8. The excess path
loss (that loss that exceeds the free-space loss) resulting from double
knife-edge diffraction can also be used to describe triple or more com-
plex knife-edge diffraction that may occur along a given propagation
path. The following discussion deals primarily with the phenomenon of
double knife-edge diffraction.
There are many models that could be used to calculate path loss; how-
ever, there are basically three models that will enable calculation of ex-
cess path loss with results that are approximately equal to a theoretical
solution. There are no exact solutions for double knife-edge diffraction.
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Figure 4.8 Multiple-knife-edge diffraction model.

In Bullington’s model [12], two tangential lines are extended, one
over each knife-edge obstruction, and the effective height of the knife-
edge obstructions is measured as shown in Fig. 4.9(a). This model can
be difficult to apply, since the same effective height may be associated
with various obstruction heights and separations, as shown in Fig.
4.9(b). For example, the same effective height could be used to describe
pair a or pair b. This model affords reasonable accuracy when two
knife-edge obstructions are relatively close to each other.

Figure 4.9 Double knife-edge diffraction: (¢) and () Bullington’s models; (¢) and (d) Epstein and
Peterson’s models; (e) and (f) Picquenard’s models.
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In Epstein and Peterson’s model [13], the heights 4, and 4, of the
two effective knife-edge obstructions are obtained as shown in Fig.
4.9(c). The excess path loss is the loss due to %, plus the loss due to ,,.
This model is difficult to apply when the two obstructions are relatively
close together, as shown in Fig. 4.9(d). This model provides the highest
degree of accuracy when the two knife-edge obstructions are a large
distance apart.

In Picquenard’s model [14], the limitations that were apparent in
Bullington’s and Epstein and Peterson’s models are not present. Picque-
nard’s technique is illustrated in Fig. 4.9(e). The height of one obstruc-
tion, h,,, is obtained first without regard for the second obstruction, as
though it did not exist. The height of the second obstruction, #,,, is then
measured by drawing a line from the top of the first obstruction to the
receiver. The total path loss is then calculated from two loss terms. One
term is derived from 4, and d;, and the other from #4,, and d,. Since this
method provides accurate results without the limitations previously
noted [see Fig. 4.9(f)], it is recommended for general use.

Example 4.2 Figure E4.2 is the model for calculating diffraction loss due to a
knife-edge obstruction along a 4-mi transmission path. The base-station antenna
is 100 ft above ground, and the mobile-unit antenna is 10 ft above ground. Based
on the parameters shown in Fig. E4.2, calculate the diffraction loss at a trans-
mitted frequency of 850 MHz.

solution By analysis of Fig. E4.2, it becomes apparent that i, =430 ft. Then, from
Eq. (4.17), the following information is derived:

2 1
v =-430 \/IL157X2(10,560>:_7'78 (E4.2.1)

Finally, from Eq. (4.24), the diffraction loss is calculated:

0.225
£,=20log (— W) =-30.77dB (E4.2.2)

Example 4.3 Figure E4.3 illustrates a situation where the base-station antenna
is 200 ft in height and the mobile-unit antenna, 8 mi away, is 10 ft in height. An

Sea level

30

Figure E4.2 Model for calculating diffraction loss due to a knife-edge
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Figure E4.3 Model for calculating distance based on a 15-dB diffraction loss.

obstruction 150 ft in height is located somewhere along the propagation path and
constitutes a 15-dB diffraction loss. The transmitted frequency is 850 MHz. How
far is the obstruction located from the base-station antenna?

solution According to Fig. 4.7, a 15-dB loss correlates to v =—1.15. Then,

21 1
U=hp I<r—1+r—2>

. /g 1,1
B P A ry 42,240—7‘1

The value of r; can then be obtained as follows:

140 -k,
140~ h, =~ 0.004498

ri

2 (1 1
115= —
5=hy \/1.157 <r1 " 42,240 — 1y

As a result, the following values are derived:

h, = 82.559 ft
ri=12,770 ft

Example 4.4 Based on the parameters given in Fig. E4.4, calculate the excess
loss due to double knife-edge diffraction at 850 MHz, using Picquenard’s methods.

solution The loss due to the first obstruction can be obtained from parameter v

of obstruction 1, expressed:

Y N R T
V=T AR

Hump 1 Hump 2

hp, = 30m hp, = 15m
D Ny SO
/4 7 7 7
]

N} ra

1km

fe— 1 —-—t-—1.5km——>|

e 2
e 4.5 km

Yy

Figure E4.4 Model for Example 4.4.
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As shown in Fig. 4.7, the loss due to the diffraction by obstruction 1 is:
¥,=21.1dB (E4.4.2)

The loss due to the second obstruction can be obtained from parameter v of
obstruction 2, expressed:

, 2/1 1
v =—h,, \/;<ri + ré)_—1.219 (E4.4.3)

From the curves of Fig. 4.7, the additional loss due to the diffraction by obstruc-
tion 2 is:

$,=14.7dB
Therefore, the total loss due to diffraction by obstructions 1 and 2 is:

$1+%,=35.9dB

4.3 Diffraction Loss over Rounded Hills

The measurement [25, 26] has shown that the knife-edge prediction
value is always either above or below the measurement data values
depending on the polarization of waves when the signal is diffracted
over a rounded hill.

1. The formula of Eq. (4.14) for a knife-edge hill comes from the follow-
ing integration.

1 jnz?
F(v)—TJ; exp( 9

> dz (4.25)

The parameter v is shown in Eq. (4.17). It can be expressed another

way, as
27- 1/2
=(— -0 4.26
v ( 2 ) (4.26)
i_1,.1 (4.27)

0 is the scattering angle shown in Fig. 4.10 with &, shown in Fig. 4.6.

0=~ —h, (l ; i) (4.28)

rnr

2. The calculation of the correction factors of using knife-edge formula
due to a round hill top we apply the antenna shift [27] §, which is
also called the visual displacement in height. Assuming that r; > rs,
then
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Figure 4.10 Geometry of obstacle arrangement for rounded

hills.
ry R 1/3
6=+0.316 (1 +—=-A- 7 vertical polarization  (4.29)
r
Iy R\ . .
=-0333(1+—)-A- n horizontal polarization (4.30)
r
The difference ¢ in power between the knife-edge diffraction loss
and the rounded-hill diffraction loss can be found as
c=K-9% (4.31)
where
1 1 2Br
=—" forr,>r
27‘2 2(7"1 + r2)2 T ! z
The power difference ¢ is shown in Fig. 4.11. The received power
for vertical polarization wave over the rounded hills is stronger
5~ - | T Vertical polarization
N —_————— Horizontal polarization
SI5S3.
NISNS¥3s-
o o SRS
s B PN BR = 250
= NS I3~ =
g SiS N G330 PRS00
o] 5 . N ~. S< BR =50
% - lluminated shadow .33+ BR=0
o NN
% ~—— ———\—— \\\\. BR:SO
c 101 a2 ~.JBR=100
~.BR =250
-15 I 1 I ]
-50 —25 0 25 50 75

Scattering angle 6 (milliradians)

Figure 4.11 Variation of power behind a cylindrical mountain with
scattering angle as a function of radius of curvature (far field).
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than that over the knife-edge, but the received power for horizon-
tal polarization wave over the rounded hills is weaker than that
over the knife-edge. In other words, for vertical polarization, the
region behind the hill is brighter than that behind a knife-edge; for
horizontal polarization, the region behind the hill is darker.

4.4 Path-Clearance Criteria

Path clearance over a hilltop can be calculated by using Fresnel zone
equations. Figure 4.12 illustrates the parameters for establishing the
criteria for path-clearance calculations.

As a consequence of the intervening hilltop, it can be assumed that
the direct-wave-path distance is d,, whereas the reflected-wave-path
distance is d; + ds, as shown in Fig. 4.12. If the difference between the
direct and reflected waves is more than A/2 when received at the mobile
unit as a result of the different path lengths, then it can be assumed
that the reflected wave is not significantly affected by diffraction. This
condition is expressed:

B(dy +dy—do) > g (4.32)

The height H of the direct wave path above the top of the hill can be
calculated from Eq. (4.32) and expressed in approximate value by:

H> \/Kdl(cfio —dy) > \/Xd;d(h (4.33)
0 0

4.5 Lee’s Macrocell Model

The macrocell model is used for the distance from the base station that
is greater than 1 km. The microcell model is used for the distance that is
less than 1 km. This is because the environment at a distance greater
than 1 km is different from that at a distance less than 1 km, as shown

d0=d01+d02 P

Figure 412 Model for calculation of path clearance over a
hilltop.
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Base station Perpendicular
antenna site

Figure 4.13 Power differences between that of the radial and perpen-
dicular streets:

P, = Power received from a radial street (o)
P, = Power received from a perpendicular street (x)
A; = Power difference = P — P, at ith location

in Fig. 4.13. Within 1 km, the power received from a perpendicular street
as soon as the mobile unit is turning from a radial street, has drastically
dropped. It is more pronounced at a close-in location as shown in Fig.
4.13. When the mobile unit is 1 km or further away from the base sta-
tion, there is no power difference received at the mobile unit between
two streets near a corner. The cause of this phenomenon is due to the lay-
out of the building blocks.

It would be difficult for the signal to arrive at perpendicular streets
when the streets are close to the base station, because there are only a
few buildings surrounding the base station, and those buildings cause
very few reflected waves that have less chance to reach the close-in cor-
ner. This is why the corner signal is weak, but there are many buildings
in between the base station and the far-out corner, and those buildings
cause many reflected waves that can reach the far-out corner with a
great probability. Thus, the far-out-corner signal is no different between
the radial street and the perpendicular street. Therefore, within 1 km,
the received signal is affected by the city building layout map. Over 1
km, the building layout is not affected by the street orientation any-
more. In this section, we are describing a macrocell prediction model
(over 1 km) that is not affected by the building layout map.

The mobile radio signal arrival is caused by two factors. One factor is
the human-made structures, and the other factor is the terrain contour.
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Since the building structure or the layout in each human-made city is
different, we have to find a way to characterize any given city.

The human-made effect—interpret path loss
in a different way

Either we can collect enough measured data of signal strength to cover
all possible terrain contours in one city, or we can collect enough mea-
sured data of signal strength from the selected high and low spots
in the city. Although the standard deviation from all data points retains
the terrain-contour variation, the generated path loss curve through
the averaging process washes out the terrain contour variation. The
path loss curve now represents the character of that given human-made
city as if the city were situated on flat ground.

In Fig. 4.14, the path loss curve for each city is normalized to stan-
dard conditions (see Eq. 3.59) and thus can be plotted on the same
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Figure 4.14 Propagation path loss in different areas. All data are normal-
ized to the standard conditions (Eq. 3.59).

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



Path Loss over Hilly Terrain and General Methods of Prediction

152  Chapter Four

chart using Eq. (3.58). The one-mile intercept and the path loss slope
for each city are indicated. The explanation of the different values for
different cities is stated in Chap. 16.6.

The terrain-contour effect

The terrain-contour effect can be treated differently in three condi-
tions: the nonobstructive condition, the obstructive condition, and the
over-the-water condition.

The nonobstructive condition. We obtain the effective antenna height
h1 according to Eq. (4.10) for type A and Eq. (4.11) for type B to accom-
modate the terrain variation. Then, by Eq. (3.45) listed below,

AG =20 log (hi/h,) in dB

This equation is used to find a gain or loss as comparing i] with the
actual antenna height h,. If h] > h,, AG is a gain. If b} < h, AG is a loss.

The obstructive condition. In the obstructive condition, the knife-edge
diffraction loss calculation is used—this is described in Sec. 4.2. Also,
the modification of the knife-edge diffraction due to rounded hilltops is
described in Sec. 4.3.

Over-the-water condition. Since there are no human-made structures
over the water, the reflected wave over the water (as shown in Fig. 4.15)
is still considered a specular reflected wave, although the reflection
point of this specular reflected wave is at a distant location away from
the mobile unit.

We may use one direct wave and two reflected waves as shown in Eq.
(4.3) to obtain the received signal. Equation (4.3) leads to the result

Direct Wave

Specular Reflected Wave

Water

Figure 4.15 Over-the-water condition. If 6; and 6, << 1 rad, then the three
waves add — to create free space loss

1-e?m—e¥|2=1
| |
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shown in Eq. (4.4), which is the free-space formula. It is also verified by
measuring the signal-strength-over-water condition from the San Diego
base station to the Oceanside mobile unit. The received signals are very
strong when the two specular reflected waves prevail at those locations.
The received signal becomes weaker as soon as one specular reflected
wave disappears due to the location changes.

Lee macrocell prediction model

The received signal can be predicted by the following:

Nonobstructive condition

r hi
P,=P, —ylog—+0,+ 20log— -nlogi (4.34)
Ty hl ﬁ)
Effected by human-made Effected by (Fig. 3.12)
structure (Fig. 4.14) terrain contour
(Eq. 3.45)
Obstructive condition
r f
P.=P, -vylog—+0a,+ L) -nlog- (4.35)
To fo
Effected by human-made Diffraction
structure (Fig. 4.14) loss (Fig. 4.7
& Fig. 4.11)

Over-the-water condition—free-space loss [see Eq. (4.4)]

1
P=o P, - ——— 4,
rE 0t (4mr/0)? (4.36)
In all three equations, f, = 850 MHz, and n is
2
- { A (4.37)
30 >

The early version of the Lee Model was first formed in 1976 at AT&T
Bell Labs. It was used in the ACE tool for designing the AT&T cellular
systems. Later, the name of the tool was changed to ADMS and PACE.
Lee Model predicts the local means and uses the terrain database.

4.6 Lee’s Microcell Model [28]

As mentioned in Sec. 4.5, the microcell model is used for a distance of
up to 1 km. When the size of a cell is small—less than 1 km—the street
orientation and individual blocks make a difference in signal reception.
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The particular buildings directly affect the received signal strength
level and are considered a part of the path loss. Although the strong
received signal at the mobile unit is coming from the multipath re-
flected waves, not from the waves penetrating through the buildings,
there is a correlation between the attenuation of the signal and the
number of building blocks along the radio path. The larger the number
of building blocks and the size of the blocks, the higher the signal
attenuation. The propagation mechanics within the microcell are
shown in Fig. 4.16. The microcell prediction formula is

P, =P, - Li(ds,h)) - L,  (dBm) (4.38)

where P, is the ERP in dBm and L((d4,4,) is the line-of-sight path loss
at distance d, with the antenna height A,. The L,(d4,h;) can be found
in Fig. 4.17 as the curve a indicated at the antenna height A, = 20 feet.

Building

N7 4

40

Distance

Figure 4.16 The propagation mechanics of low antenna height at the cell site.

Signal Attenuation (dB)
&
o

Computational Model
ERP =1W, Line-of-Sight, Building Blockage, 20 foot antenna

Y S S S — . T

- 20foot L.O.S. (a)
- === Building loss (b)
Using formula (c)

L Ly e

1000 2000 3000 4000 5000

Distance (feet) (for both B and d)

Figure 4.17 Microcell parameters.
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In the microcell environment, the antenna height and gain relation-
ship follows a 9-dB/dec rule [28] as
hi

AG =30 log A
1

(4.39)

Lz in Eq. (4.38) is the loss due to building blocks. The value of Ly is
obtained by first calculating the sum of lengths of building blocks
between antenna site and location A as shown in Fig. 4.18. The total
block length is B=a + b + c. In Fig. 4.18, we can find L, from the curve
b. The Lp will remain unchanged when the total block length B exceeds
1000 feet. Curve ¢ and curve b are empirical curves.

The theoretical Ly, (d4,h) also can be obtained from Eq. (3.48) as

4nd
L, =20 log % (free space loss) ds < Dy

47th+ lo d
R ng

=20 log dA > Df (440)

where D, is the Fresnel-zone distance, D= 4h;hs/A. Equation (4.40) is
plotted in Fig. 4.17 as curve c. The measurements are carried out along
various routes, as shown in Fig. 4.19. The measurement on the zigzag
route (R2) in San Francisco was shown in Fig. 4.20 with a frequency at
1.9 GHz, h; = 13.3 meters, and the power at ERP = 1 watt. The mea-
sured and the predicted curves agree fairly well with each other [29].

II Antenna Site
: ALTON (dy) Par)
Iz -
| Building
| g \ / Lu/'
‘\E [ ] vl g
0
\ 7 2
\ (dy)
Y ]
\
< [ ]
\\{___—J B=a+b+c
MAIN

Figure 4.18 Building block occupancy between antenna site and location A.
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Figure 4.19 A sample of building layout with various combination of routes.

200 - T I
dBm 3
oo QL Measured —o—0——0—
"200 Predicted
-400 3 h
S I Wi SN
oo oA Ll I
- a - TR A h
~100.0 &
-1200 E T T T T T L
0.0 (14 04 0.8 0.8 1.0 1.2 miles 1.4

Figure 420 Measured and predicted vs. mobile distance from the start of the drive—
Microcell model predictions compared to measurements vs. delta.

A simple method of prediction
Since the digitalization of the building layout map in a city is a tedious
job, we may simplify by only digitizing the streets instead of the build-
ings, as shown in Fig. 4.21. The methodology is as follows:
1. Digitize the streets (see Fig. 4.21).
2. Identify the street blocks.
3. Calculate the percentage of building occupation within each street

block (density).

total building occupation area

P; = density of ith street block =
ensity ol :th street bloc street block area

Indicate P; for each street block as shown in the figure.
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a
=40 O
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\C
(0.25) (0.21) (0.41)\~. A (0.29)

Figure 4.21

a or c.

A simple method of estimating building blocks.
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. Take the line-of-sight path loss curve Ly (ds,h,) from Fig. 4.17 curve

. At point A, there are three street blocks—a, b, and ¢ (see Fig. 4.21).

6. Calculate the total equivalent block length B, by taking care of the

7.

density of each street block shown in Fig. 4.21.

Find L from Fig. 4.17 curve b for the value of B.,.

Beq=a'pa+b'pb+c'pc
=a-(0.347)+b - (0.31) +c - (0.41)

8. The predicted signal strength is

P.(at A) =P, — Li(d4, k1) - Lg,,

(4.41)

Equation (4.41) is similar to Eq. (4.38). However, Eq. (4.41) is much
easier to obtain.

Inbuilding Prediction Models [29]

The inbuilding prediction model is not as important as the macrocell
prediction model (Sec. 4.5) and microcell prediction model (Sec. 4.6).
The reason is that the structure of each building is different and the
layout of each floor is different. To digitize each floor layout would be
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labor intensified. Why not just take a quick real-time measurement of
each floor? Therefore, the inbuilding prediction is more or less an aca-
demic topic, not a practical application. Secondly, the ray tracing tech-
nique based on each floor layout is still a statistical approach, not a
deterministic approach. It means that the ray tracing technique cannot
predict the signal amplitude and phase at each spot. It can only get a
local mean through the average of random data points. Section 16.13
has addressed this topic.

Here, a simple method based on the statistical approach is intro-
duced.

The path loss slope measured inside the building is shown in Fig. 4.22.
Surprisingly, the slope follows 20 dB/dec for a distance within the Fres-
nel’s zone and 40 dB/dec for the distance beyond the Fresnel’s zone

’

L =20 log % dand d’ <Dy (4.42)

’

L =40 log % dandd’ > Dy (4.43)

where d and d’ are the distance from the inbuilding base transmitter.
Equation (4.43) shows that a two-wave model (Sec. 3.4) can be applied
to the inbuilding propagation as well.

0 . or
N ® e o
-10- e v . T0F 40 dB/dec
[)
201 20F O /
o~ o o®
=30 -30 .
—40 —40}
50 —50}
60 60|
70} —70}
-80 -80}
1 1 1 1 1
10 20 30 40 100 200" 400'

d, ft d, ft

Figure 4.22 Inbuilding measured data.
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The total received power

P.=P,+G,+G,-L (4.44)

where G, and G, are the gains of transmitter and receiver, respectively.

L is the path loss, which can be obtained from Eq. (4.42) or Eq. (4.43).
When the signal penetrates through one of the special rooms, the walls
of which are causing high penetration loss, then

L(d,) =vlog [(d; + dy)/d;]

where d; is the path length in the special room, and 7 is the slope and
is obtained by the measurement.

If d, is the distance passing through normal rooms and d, is the dis-
tance passing through one or more special rooms, then the losses L(d;)
and L(d,) are obtained depending on whether d; or d, or d; + d is
beyond the Freznel’s zone, as shown in Fig. 4.23. The loss L can be
obtained as

L =20 log 4’;Df +40 log i, vlog dl; d» (for D;< d; +dsy) (4.45)
f 1
L(d,) L(dy)

The predicted curve obtained from Eq. (4.45) has been shown to agree
fairly with the measured data [29].

4.8 Effects on Field-Strength Prediction

Various methods for predicting the field strength of radio waves arriv-
ing at the mobile receiving terminal have been discussed in Chap. 3
and in the preceding sections of Chap. 4. Since the reciprocity theo-
rem always holds true, the predictions for field strength at the mobile

Transmitter Receiver

Figure 4.23 Top view, receiver not in Fresnel zone.
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receiving terminal are the same as those predictions for the base-
station location, under prevailing sets of circumstances. Such reciproc-
ity means that the same findings and predictions for transmitted
power and received field strength at either location are applicable to
both the base-station and mobile-terminal locations.

In predicting the mean field strength of a signal received at a given
distance r, the following equation is a valid assumption:

Pr = (Proao)groclaﬂ Oy (446)

where all o values are directly applicable and not caused by other
factors. In Eq. (4.46), the value P, o, is the same as that shown in Eq.
(3.58). &, is the diffraction loss shown in Eqgs. (4.21) through (4.24). o;
(i=1,2,...,n)represents the additional path-loss factors due to many
other causes. Equation (4.46) can be expressed in dB:

P.=P, +%. +0o+ 0+ +0, dBm (4.47)

All of the factors in Eq. (4.47) are median values based on the following
types of causes:

Effects of street orientation

Effects of foliage

In urban areas, streets that run radially from the base station tend to
enhance the received signal because of a phenomenon known as the
“channeling effect.” In New York City, the difference in signal strengths
due to the different directions of streets may vary over a range of 10 to
20 dB at frequencies of 11 GHz. At frequencies of 1 GHz and lower, the
channeling effect is appreciably less. In general, the area of signal-
strength measurement should include an even mix of streets that are
parallel and those that are perpendicular to the propagation path, so
that the average values are not biased by street orientation.

Radio-wave propagation in forested environments has been investi-
gated by many authors [15-22], and their studies of propagation condi-
tions [16-18] reveal that the presence of vegetation produces a constant
loss, independent of distance, between communication terminals that
are spaced 1 km or more apart. Since the density of foliage and the
heights of trees are not uniformly distributed in a forested environ-
ment, the results are not surprising. Tamir [19] measured the signal
loss due to foliation at a distance of 1 km, with both the transmitting
and receiving antennas at treetop heights. The signal loss versus fre-
quency as a function of foliage effects is shown in Fig. 4.24. Tamir also
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Figure 4.24 Signal loss due to the effects of foliage (ESSA measurements vs. Tamir
measurements and Reudink and Wazowicz measurements).

made a theoretical prediction that the loss increases at the rate of f* as
the frequency increases. His studies also indicate that the signal loss
for vertically polarized waves is slightly greater than for horizontally
polarized waves in areas with dense foliage. In Fig. 4.24, the measure-
ment made by Reudink and Wazowicz [20], with one antenna clear of
the treetops and the other antenna completely immersed in vegetation,
shows that under these conditions losses were less than those measured
by Tamir, except at one point.

The Environmental Sciences Services Administration (ESSA) [21]
measured the signal loss during the summer when the trees were in full
leaf, and again during the winter when the trees were bare. A 3-km path
was chosen that was a line-of-sight path except for the existing inter-
vening trees. The transmitting antenna was placed at a height of 6.6 m
above the ground, whereas the receiving antenna was set at different
heights. At heights up to 3 m above ground, the receiving antenna was
below the average level of the tree foliage, with tree crowns extending
upward to approximately 4 to 19 m above the ground. The curves shown
in Fig. 4.25 were measured at a distance of 3 km and plotted for differ-
ent antenna heights from 2 to 24 m. Since the signal loss due to foliage
seems to be independent of the distance, the range of losses for different
antenna heights and foliage conditions shown in Fig. 4.25 can be trans-
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Figure 4.25 Transmission loss vs. antenna height along a 3-km path: effects of foliage. (From Ref. 21.)

lated into differences in path loss due to free-space loss from 3 km to
1 km, as plotted in Fig. 4.24.

ESSA’s data show less loss than Tamir’s, and among the three differ-
ent sources, Tamir’s data show the highest loss in worst-case dense-
foliage areas at each different frequency. Based on signal-strength
measurements along the same suburban streets in both summer and
winter, variations of up to 10 dB have been observed. However, it is
improbable that radio waves would propagate through heavily wooded
areas that extended over an entire path.

Effects of attenuation within tunnels

Signal-attenuation measurements made within the Lincoln Tunnel,
connecting New Jersey and New York, showed attenuations of 40 dB
at 150 MHz, 14 dB at 300 MHz, 4 dB at 1 GHz, and negligible loss
at 11.2 GHz when measured at a distance of 1000 ft inside the tun-
nel [23].

Measurements of signal attenuation in mines [24] show losses of 15
to 20 dB within the optimal frequency range of 500 to 1000 MHz at dis-
tances of 1000 ft from the mine entrance. The attenuation loss increases
drastically at frequencies below 400 MHz, and losses gradually increase
at frequencies above 1000 MHz.
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Effects of buildings and structures

The P, in Eq. (4.47) will be different in value for the different kinds of
buildings and structures which are characterized by area and environ-
mental classifications for both flat and hilly terrain. There are many
human-made variables that contribute to path loss. To simplify the
analyses and examples presented herein, the selected P, values have
been based on suburban areas rather than the more complex urban
areas. A similar P, can be found for urban areas too.

Relationship between path loss

and local mean

In Eq. (4.47), assume that all additional path-loss factors are not mean
values but are slow random variables received at a given distance r
from the transmitting location, expressed as follows:

Q))r = [Pr0 + D(gr + 0o+ 0y + -+ an]al] are variables
= [rA(r)]? (4.48)

where P, is also a random variable and 77:(r) is the local mean shown in
Eq. (3.49). ?, is called the signal strength of long-term fading and
directly related to 72(r). As previously discussed in Sec. 2.1, 2, becomes
Gaussian-distributed for a sum of many variables. Since each element
is in decibels, %, will have a lognormal distribution at any given dis-
tance . The equation for lognormal distribution given in Chap. 2—
Eq. (2.41)—can also be expressed as follows:

p [— &by } (4.49)

202

1
9, (X) = ———ex
po V2ano,

where o, is a standard deviation of 8 dB and P, is the mean value in
decibels obtained from Eq. (4.47). Averaging the long-term fading %,
becomes P,:

P, =P, =[m@)*

4.9 Signal-Threshold Prediction

There are two accepted methods for predicting signal coverage. One is
based on signal-reception threshold values which is a function of time,
and the other is based on signal field strength within the coverage area
which is a function of space. As found in Eq. (4.49), the field-strength
predictions are based on a lognormal distribution. The probability that
the signal is above a predetermined threshold value A, expressed in
decibels, is:
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(4.50)

=P(22A_Pr)

Op,

-

Example 4.6 Given that the mean field strength at 8 mi is —100 dBm and the
standard deviation cp is 8 dB, then the percentage of signal field strength above
—110 dBm can be obtained from Eq. (4.50):

-110 + 100
P(Z > —110+ 199

3 ) =P(z 2-1.25)

=89.44% (4.51)

4.10 Signal-Coverage-Area Prediction

Approach A

The signal coverage within a given area is usually specified as a per-
centage of the signal field strength above a predefined threshold estab-
lished for that area. The term R defines the radius of a cell within
receiving range of a base-station antenna. For a signal received at r =R,
50 percent of the measured signal field strength would be greater than
P and 50 percent would measure less than P Signal-measurement
techniques were discussed in Sec. 3.5 of Chap. 3. There are two ap-
proaches, stated as follows:

Find the percentage of signal strength above a new threshold with a
new cell radius. In this case, the new threshold level can be increased
or decreased corresponding to the distance between the mobile unit
and the base station. Equation (4.50) provides the probability that the
signal is above a predetermined threshold value A for field strength
P, =x, which is in dB, and

c.=0p =8dB (4.52)
is assumed. P, is obtained from Eq. (3.58) as follows:
P.=P, —ylogr (4.53)
where r is expressed in miles. For r = R, the equation can be written:
Pr=P, —vlogR (4.54)

There are two conditions that can be stated in approach A.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)

Copyright © 2004 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



Path Loss over Hilly Terrain and General Methods of Prediction

Path Loss over Hilly Terrain and General Methods of Prediction 165

Condition 1. When a radius r, is less than R, find a level P, atr=r,
having the same percentage K of the signal strength x above the level
Aatr=R.

Px2A)=P&2P,)=| P, dc=K% (4.55)
(atr=R) (atr=r,) Pra
or
P(x=2Pp)=P(x=2P,)=50% (4.56)
(atr=R) (atr=r,)

The interpretation of Eq. (4.55) and Eq. (4.56) is shown in Fig. 4.26.

Condition 2. When K% of the signal strength x is above the level P; at
r = R, find the percentage K’ of the signal strength x above the same

level Pratr=r,.
If

Px=>2A)=K atr=R (4.57)
find K’% such that
Px=>A) =K% atr=r, (4.58)

If Level A = P;, which is the average signal strength level, then
K =50 percent.

Figure 4.26 graphically illustrates the Gaussian-type distribution of
the field-strength variables.

To find the solutions of these two conditions, we may start with the
calculation of P (x > A) as follows.

»Pr or x

A Pr=PR (at r=R)
Pr= Pra (at I’=I’a)

Figure 4.26 Gaussian distribution of long-term signal
strength @, for radius r.
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Equation (4.55) can be expressed as follows:

oo 1 Pr)Z
il g o[«
S
2

J‘(A—Pr)/o‘Pr 1
=0.5- dy 4.59
S e e em

where

(A-Pp/o, y2> ( P ) ( A)
exp |—-*=|dy=0.5erf -0.5 erf
V2 f P ( 2 )%~ V20, V20,
=0.5-K% (4.60)

If K is given, and P, = Py at r =R then r =r, can be found from Eq. (4.60)
for the same K at the threshold level Pg; and from Egs. (4.53) and
(4.54), the following is obtained:

A —PR:ylogg (4.61)

Also, if v is known, then the ratio R/r can be found.
Figure 4.27 shows how the path-loss slopes for three values of y can
be plotted from the combined Eqs. (4.60) and (4.61). Where y= 38.4 dB

R = radius of cell site Pg= P,,‘ ~y logR
PR = signal at radius R 20 =16 dB

P(x = Pp)=K%

P{x ZPg) =50%
P{x 2A)=K%

065 -

1 e
05 055 06 <+—— 065 0.69
0.70 0.75 0.80 r/R—>

Figure 4.27 Typical plot of three path-loss slopes within a circle radius of 8 mi.
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PXZPR)=75% -7~
-

/P (X ZPg) =50 %
rd

S’

Figure E4.7 Model for calculating signal coverage
as a percentage of signal greater than Px.

per decade and R = 8 mi, then 90 percent of the signal is above Py in a
circle where the radius r, = 0.539 R, a radius of 4.31 mi. This approach
shows that the probability of a signal strength above the level Py is 90
percent at the circle of r =r,.

Example 4.7 Figure E4.7 illustrates the signal-coverage parameters for an area
having a circle radius P of 8 mi. Calculate the signal-coverage area in which 75
percent of the signal is above the Py value.

solution With reference to Fig. E4.7, assume that:
v=38.4 dB per decade and 6 =8 dB (E4.7.1)

Solving for the distance along the radius r, wherein 75 percent of the signal is
above the P median value yields the following:

r,=0.72 R =5.76 mi (E4.7.2)

From Eq. (E4.7.2), 75 percent of the signal strength above the Pz median value is
contained in an area having a circle radius of 5.76 mi.

Approach B

Find the percentage of the area H that strength is the percentage of
signal above a threshold.
The percentage of the area H can be calculated by integrating

_Area_
T nR:

n;_{zf {05 05erf(\f6 )} d(r?)

. [ f: 0.5 (2nr) dr — f: 0.5 erf (%) - @nr) dr]

Py

1 A
~0.5- PJ r erf(\/—c >dr (4.62)
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where P, is a function of distance

P.=P, —ylogr (4.63)
and the mean value Pz atr =R is

Pr=P, —ylogR (4.64)
If A = Py at r = R, then combining Eq. (4.63) and Eq. (4.64) yields

A—P,:PR—P,:Ylogr—ylogR:ylog% (4.65)

Substituting Eq. (4.65) into Eq. (4.62), the results are as follows:

1 ’\/5 Gpr 2 ’\/5 Gpr
H=05+ PY exp | 5 1340 [1 - erf<0.434x )} (4.66)

IfA<Pp,thenPr—A=0%indbatr=R:

r

R
Substituting Eq. (4.67) into Eq. (4.62), the result is

) 20
H=0.5 {1 + erf(\/56> + exp (04—3W4’Y)

B (ﬁ?;)[l B erf(g_z/ix - \/Zcm (4.68)

When 6 =0, Eq. (4.68) equals Eq. (4.66).

A-Py=Py-8-P.=ylog— -5 (4.67)

Comparison of the two approaches

The difference between two approaches is addressed as follows. In
approach A, we may find out K% of locations along the circumference
that the signal x > A. We reduce the radius and keep the K% by increas-
ing the threshold level.

In approach B, we may find out the H% of area in a cell that the sig-
nal x > A.

In designing a system, approach A is very important for getting a
boundary of a cell at which the signal strength exceeds the threshold
90 percent of the time. We will take the following steps. First, calculate
the threshold level A at which the signal is 50 percent above the level
at the boundary of a cell. Then, if we want a new cell boundary that can
provide the signal 50 percent above threshold B, we just simply mea-

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



Path Loss over Hilly Terrain and General Methods of Prediction

Path Loss over Hilly Terrain and General Methods of Prediction 169

\

; / \ CP(x2A)= 50%
Cell boundary P (x2A)= 90%
Figure 4.28 Illustration of P (x > A) = 90 percent within the

cell.

sure the signal strength (average) at the level B. The interpretation is
that the probability of signal x, P (x > B) = 50 percent, corresponds to
P (x 2 A) = 90 percent if the signal strength B =A + 10 dB at the new
cell boundary.

4.11 Wideband Signal Propagation
Path loss of a wideband signal
Suppose that the transmitting power is P, and the antenna gain is G,.
The pointing vector (power density) U, is
_ PG,
‘T 4mr?

(4.69)

At the receiving end, the signal is arrived after passing through the
mobile radio environment. The received power of a narrowband signal
can be expressed as

P, =U,-Cd, )ALf) (4.70)
where C(d, f) is the medium characteristic, which can be expressed as
L
r’f

A.(f) is the effective operative of the receiving antenna at the receiving
end, and it can be expressed as

Cd,f)= (4.71)

c2@,
4nf?

A(f) = (4.72)

where c is the speed of light and G, is the gain of receiving antenna.
Substituting Eq. (4.71) and Eq. (4.72) into Eq. (4.70), the received
power of a narrowband signal is
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kc’G,G.P, 1
= W ‘ F (4.73)

Suppose that a transmit power P, in watts is used to send a wideband
signal with its bandwidth B in hertz along a mobile radio path. The
power spectrum density S,(f) at the transmitting end is used to define
the transmit power.

f,+ B/2
P, = j S«(f) df (4.74)

f, ~ BI2

At the receiving end, the received power of a wideband signal after
passing through a mobile radio environment can be obtained:

LT s e p-adp dr (4.75)

4757‘2 fo— B2

P, =

which is different from receiving a narrowband signal, shown in Eq.
(4.70). Substituting Eq. (4.71) and Eq. (4.72) into Eq. (4.75) yields

1 (forme K G
a 4mr? ‘LofB/Z St(f) 7‘_2}“ 4nr? df
kc2G (fo+ B2 1
=1 S,(f) ]Edf (4.76)

Assume that the waveform of the sending pulse is

pt)=Asinc (¢t - B) —%<t<% (4.77)

where A is the amplitude of the pulse and B is the total bandwidth. The
power spectrum density S,(f) of the pulse p(¢) is:

A B B
S.(f) = constant = B fo— ) <f<f+ o (4.78)

Substituting Eq. (4.78) into Eq. (4.76),

_ ke*G.GA Jfom 1

a (41‘(37”2)23 — BI2 Fdf

!

1
=K
f3l1 = (BA2fo)*)?

(4.79)
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where
kcG.G, A
= W (4.80)
When the bandwidth B approaches zero, Eq. (4.79) becomes
1
P.=K—; (4.81)
o

which agrees with Eq. (4.73) as the received power of a CW wave. From
Eq. (4.79), we find that the received power of a wideband signal at a
bandwidth B = f/2 is merely 0.28 dB higher than the received power of
a CW wave. Equation (4.79) is plotted in Fig. 4.29. From the figure, we
find that, when the bandwidth is extremely wide (B = f)), the received
power is about 2.5 dB higher than that of a CW signal. Therefore, in
any practical situation, the received power of a wideband signal is the
same as that of a CW signal. The path loss rule of a CW signal can be
used to estimate the path loss of a wideband.

Multipath fading characteristic on wideband

The wideband pulse waveform p(¢) has been shown in Fig. 4.29(a) and
expressed in Eq. (4.77)

p)=Asinc - B =4 S22 (4.82)

where A is the amplitude. The received signal can be represented as

(A < sin nB(t — m/B)
S() = ( B) ”;w bul) — B (4.83)

The pulse width of 1/B is the time interval of the pulse occupied. We
count all b,, that do not vanish over a range of a finite number of m cor-
responding to a time delay spread A. Since the wideband signal has less
fading than the narrowband signal, we may use an equivalent number
of diversity branches M., to represent the less faded signal as

A+ 1/B
“" 1/B

=B -A+1 (4.84)

The equivalent number of diversity branches M., varies from different
human-made structure. Since the delay spread A is larger in the urban
than in the suburban area, we may find the equivalent number of diver-
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Figure 429 The wideband signal received with given S,(f): (a) waveform of p(¢)
and band-limited S/(f); (b) the received signal due to the wide bandwidth.

sity branches M., of a fading signal with different bandwidths and dif-
ferent human-made environments as shown in the following table.
From Table 4.1, we find that the delay spread does not affect the nar-
rowband fading signals but reduces the number of fades for wideband
signals. For B = 1.25 MHz, the signal fading is reduced more in urban

TABLE 4.1 The Equivalent Diversity Branches M., for Fading Signal

Human-made
environment A (us) B =25kHz B=30kHz B =1.25 MHz B =5MHz

Enclosed area 0.1 1.0025 1.003 1.125 1.5
Open area 0.2 1.005 1.006 1.25 2
Suburban 0.5 1.0125 1.015 1.625 3.5
Urban 3 1.075 1.09 4.75 16
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(M =4.75) than suburban (M., = 1.625). The delay spread only reduces
the short-term fading, not the long-term fading.

Problem Exercises

1. Based on the parameters given in Fig. P4.1, what is the number of reflected
waves that may occur? Where are the reflection points located in Fig. P4.1?

2. Based on the parameters given in Fig. P4.2, calculate the increase in gain
at the mobile receiver when the base-station height is raised from 30 m to 45 m.

3. Based on the parameters given in Fig. P4.3, assuming that the path loss is
40 dB per decade over the distance, calculate the distance D at which the
received-signal power at the mobile unit is the same for the two base-station
antenna transmissions.

4. How much higher must the antenna in Fig. P4.2 be raised in order to
obtain the equivalent of free-space loss? The model for predicting propagation
loss over flat terrain, described in Sec. 3.6, can be used for reference.

5. Based on the parameters given in Fig. P4.5, calculate the diffraction loss
due to a single knife-edge obstruction.

6. If the height H, of the obstruction in Fig. P4.5 remains constant but its
location between the base-station and mobile antennas can be changed, at
what location will H, cause maximum diffraction loss?

T [
30m
100m i
_L 19 5 2m 1
’ 2
fe— 500m —» d‘jf 4

e 5 km —f
Figure P4.2 Data for Probs. 2 and 4.

Figure P4.1 Data for Prob. 1.

\

Som F30m

— d

f = 850 MHz
200m

’ Y by
L gy H=30m | \ 2m
| e 3 km —————f——— 2k ————]
Figure P4.3 Data for Prob. 3. Figure P4.5 Data for Probs. 5 and 6.

X

f D
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Figure P4.7 Data for Prob.7.
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Chapter

Effects of System RF Design
on Propagation

5.1 Effects of Antenna Design

In Chaps. 3 and 4, the effects of the natural environment on radio-wave
propagation were described in some detail. Other factors associated
with mobile-radio system RF design can also have a significant effect
on radio-wave propagation. Such RF design factors include the type of
antenna employed, the directivity characteristics of the antenna, and
various field components of the transmitted energy, signal polariza-
tion, and gain factors.

To properly evaluate the effects of antenna design on mobile-radio
propagation, it is first necessary to develop an expression for the
amount of transmitted power received by the mobile unit. Since the
typical environment of a mobile unit includes both natural and human-
made obstructions—i.e., trees, hills, buildings, structures, and other
vehicles—the expression for the amount of transmitted power received
by the mobile unit is quite different from that used to describe conven-
tional line-of-sight propagation parameters.

The power P, radiated by a base-station antenna is equal to the sur-
face integral of the radiation pattern distributed over the surface of a
large sphere with the base-station antenna located at its center. The
radiated power P, can be expressed:

P.=[ G(o,0)dS (5.1)

where S is the surface of a large sphere. Figure 5.1 illustrates the
spherical-surface concept of a large sphere in the far field with a cen-
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trally located base-station transmitting antenna. With the coordinates
illustrated in the figure, Eq. (5.1) may be written:

P.= [ G(6, 0)r sin 6.d6 do (5.2)
S
where
G, 0) = = Re (BoH) = — | E, |2 5.3)
t,¢—2ee¢—2ZO ) .

and

0, ¢ = angles in different planes
Ey = electric-field component
H, =magnetic-field component, H¥ indicates complex conju-
gate of H,
Z, = intrinsic impedance of free space (377 Q)
r; = distance from transmitter to receiver

If the base-station antenna radiation pattern is the same in all direc-
tions (and thus is denoted by Gi,,), then the radiated power P, derived
from Eq. (5.2), is:

27 T
P.=Gy, | [ risin0dedo=Grin (5.4)
o) 0
P,
or Gieo = pr (5.5)

Base-station
transmitting
antenna

Ground
level

Figure 5.1 Spherical coordinates for radiated
power P,
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If the transmitting antenna is not omnidirectional but has a gain g,
then:

P.g,

Giuin =
gain 47[7'%

(5.6)

The equation for expressing the received power at the mobile-unit
receiver is

Pr = (X'GgainAe (57)

where o is the attenuation factor associated with the mobile-radio
environment and A, is the effective aperture. A, can be expressed:

g\
T 4qm

(5.8)

where g, is the gain factor for the receiving environment. Substituting
Egs. (5.6) and (5.8) into Eq. (5.7) gives the following:

p P.g,
r= (4157“1 )2 (cg;) (5.9)

A

where on the right side of Eq. (5.9) the quantity within brackets is the
free-space path-loss formula and o and g, are the two factors affected
by the local environment surrounding the mobile unit. Alpha is the loss
factor depending on the angle of signal arrival, and g, is the antenna
gain factor as a function of the following two parameters at the receiv-
ing site: (1) the pattern of radiation received by the mobile unit’s
antenna, G.(0, ¢), and (2) a relatively new term associated with the
probability density function (pdf) of angular wave arrival, p.(0, ¢),
which represents the probability that radio waves arrive at the
antenna from every angle in 6 and ¢, respectively, as shown in Fig. 5.2.
On the basis of the parameters illustrated in Fig. 5.2, the g, can be
expressed:

[7[ G0, 0.6, 0)r% sin 6 do do

Y]

gr = 21 (1
(Wky [ [ 7 sin 6.d0 do
0] o)

k 21 rm
=2 [ [ G0, 00,6, 0) sin 6 do do (5.10)
4w o Jo
where k£, is a constant.
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Figure5.2 Coordinates of angular radio-
wave arrival.

The term p,(6, ¢) can be obtained approximately by using either a
highly directional antenna or a method introduced by Lee [1]. Equation
(5.10) defines g, more precisely than G,, was defined in Eq. (3.33) in
Chap. 3. When p,(0, ¢) is uniformly distributed,

1
pA6,0) = o (5.11)
and the constant &, in Eq. (5.10) equals 2r2, then Eq. (5.10) becomes:
- L ["[ 6o 0 sinododo=G (5.12)
gr - 411: A A r > ¢ S1 ¢ - m .

which is the antenna gain specified by the manufacturer. Equation
(5.9) is primarily used to study effects that are caused by the mobile-
radio environment.

Example 5.1 Figure E5.1(a) shows the configuration of a rectangular horn
antenna. Assuming that at a frequency of 850 MHz the horn is 100 percent effi-
cient, the following information can be obtained:

1. The gain of the antenna horn is

_4n

G7LZ

x Aperture = 113.1 = 20.5 dB (E5.1.1)
2. The directivity and gain are the same; therefore the beamwidth of the
antenna pattern in the xz and yz planes can be expressed:

41,250 4
D=—2 = —7; (@b) ¢, 0in degrees (E5.1.2)
$:10, A

0161 = (57(1—31><%3k) =(22°)(16°) (E5.1.3)

as shown in Fig. E5.1(b).
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x-y plane

Figure E5.1
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¢ 1 -
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(b)
y
(in y-z plane)
22°
16° (in x-z plane}

r4

(©

(a) Rectangular horn antenna; (b) beamwidth of antenna
pattern; (c) angle of incident wave arrival.

3. Figure E5.1(c) shows that this type of rectangular horn antenna cannot
cover 45° of incident wave arrival in the xz plane, since:

6, =16° (E5.1.4)

Example 5.2 Given an antenna beam pattern of G.(6, ¢) = cos 6 and a probabil-
ity density function (pdf) of angular wave arrival of p,(8, ¢) = cos 6/, then the gain
g, from Eq. (5.10) can be expressed:

ko2 f" cos? 0 sin 0
T

:Eo 5 doe do

8 (E5.2.1)

Since the pattern of cos? 0 in Eq. (E5.2.1) is maximum at 0 = 0 and null at 6 = 90°,
the range of 0 is from 0 to /2. Therefore, the gain can be expressed:

(E5.2.2)

g k F“ f"z cos? Gn sin 0

k
“am dodo="c

In the mobile-radio environment, it is commonly assumed that the pdf of angular
wave arrival p,(0, ¢) is uniformly distributed in both the azimuth angle ¢ and the
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elevation angle 0. If this were true, the gain factor g, of Eq. (5.12) would be cor-
rect; however, the actual distribution of elevation angle 6 is not exactly uniform
and thus causes slight differences in the measured data. These effects are
described in greater detail in Sec. 5.4.

Effects of Antenna Directivity

As might be expected, improving antenna directivity at the base sta-
tion usually results in an increase in the power received at the mobile
unit. Figure 5.3(a) shows how a directional antenna concentrates its
radiated energy in the direction of the mobile unit. Figure 5.3(a) illus-
trates that even though the energy transmitted by the base-station
antenna is directional, the mobile unit’s received signal is the com-
bined direct and reflected signals from scatterers located in all direc-
tions around the mobile unit.

The use of a directional antenna by the mobile unit [Fig. 5.3(b)]
would be expected to add some additional gain to the received signal;
however, a directional receiving antenna would limit reception to a cer-
tain angular sector of the field of propagation. Those radio waves out-
side the directional beamwidth would not contribute to the received

(a)

< \‘\
\ 1%Sconerers
\\\@: v %
7777 Damily «—
\ &

f
g
(b)

Figure 5.3 Directional antennas improve signal recep-
tion: (a) directional propagation increases signal recep-
tion; (b) effects of scatterers on directional propagation.
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power. While it is true that a narrower beamwidth equates with higher
gain, it is also true that fewer incoming radio waves are received, and
therefore, the advantages of a directional antenna at the mobile unit
are counterbalanced by the obvious disadvantages. Consequently, it is
more or less to maintain a constant level of reception over an omnidi-
rectional coverage area.

If Eq. (5.12) is applied for a directional antenna with a beamwidth of
AB Ap, where A0 is the beamwidth of the elevation and A¢ is the beam-
width of the azimuth, then the following expressions can be derived:

2

A8 Ad

1 2% [T i
&= f G, sin6.d0 do - (5.13)

Equation (5.13) is a common equation found in many antenna text-
books [2]. The loss factor o in Eq. (5.9) due to an antenna beamwidth of
AB A¢ can be expressed:

o= [" [ 6,0 a0 do= 2050 (5.14)

0 0 271:2

since p,(0, ¢) = 1/2r? is uniformly distributed. From the relationship
between Eq. (5.13) and Eq. (5.14), it follows that

(5.15)

Equation (5.15) indicates that the product of the loss factor o and the
gain factor g, will remain substantially constant within a mobile-radio
environment, regardless of the beamwidth of the mobile unit’s direc-
tional antenna. Substituting Eq. (5.15) into Eq. (5.9) gives the following

expression:
| pg | ko
pr= [(4nr1/k)2 }( 272 ) (5.16)

The received power at the mobile unit, therefore, is also independent of
the beamwidth of the mobile-unit directional antenna, as shown in Eq.
(5.16). This result was confirmed in experiments performed by Lee [3]
in the 836-MHz frequency range using linear monopole antenna arrays
with half-power azimuth beamwidths of 45, 26, and 13.5°, respectively.
The average received power of each linear monopole antenna array
was about the same as that received by an omnidirectional monopole
antenna independently of the beamwidth measured, in a plane 90°
from the azimuth; i.e., the plane of 6 was equal to 90 degrees, as illus-
trated in Fig. 5.2. The exact distribution of 0 varies slightly from the
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assumed uniform distribution, as will be shown in Sec. 5.4; hence Eq.
(5.16) is an approximate solution. However, Eq. (5.16) does explain the
independence of antenna beamwidth and received power.

If there is any advantage in using a directional antenna on a mobile

unit, it is that the relatively small number of incoming waves within
the angular sector of the directional beamwidth will result in less sus-
ceptibility to severe fading. Multipath fading was described in Chap. 1,
and the effects of short-term fading are further discussed in Chap. 6.

Example 5.3 The use of a corner-reflector antenna, as shown in Fig. E5.3, can
sometimes be helpful in obtaining signal gain and coverage. Assuming that the fre-
quency of the transmitted signal is 850 MHz and 6, = 78°, and that the field inten-
sity is expressed in volts per meter, what is the gain of the corner-reflector antenna
in decibels? What is the coverage angle ¢, of the corner reflector in degrees?

solution To find the gain and angle of coverage for the corner-reflector antenna,
the following procedure is used. The four source points associated with the image
planes are symmetrical. The pattern for the E field can be expressed:

E(9) =< cos (BS cos 0) — cos (BS sin ¢) (E5.3.1)

The following parameters are given for Fig. E5.3:

S = % (E5.3.2)
E(¢) =< cos (w cos ¢) — cos (7 sin 0) (E5.3.3)
E(p=0)=-2 (E5.3.4)
E(¢p;=22°)=-1.414 (E5.3.5)
Hence, the coverage angle is
Oy = 44° (E5.3.6)

w

\Q ~ \‘#
A

\
[

Figure E5.3 Corner-reflector antenna.
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and therefore, the gain is:

29,000
T 78 x 44

=845=93db (E5.3.7)

5.3 Antenna-Pattern Ripple Effects

When an antenna pattern is measured at the mobile receiver in the
vicinity of a second, colocated antenna, small fluctuations or ripples
can be observed along the fringes of the pattern due to the presence of
the adjacent antenna. The effects of such ripples on an omnidirectional
mobile antenna are not significant, since the patterns of the two anten-
nas on the roof of the vehicle usually are not the same and the antenna
pattern itself is dependent upon the antenna mounting site, and there-
fore the antenna pattern is somewhat deformed. On the other hand,
the antenna pattern at the base-station multiple-antenna configura-
tion conforms closely to the free-space pattern with regard to the
antenna pattern ripples caused by the adjacent antenna.

As an example, suppose that a signal is transmitted from a mobile
unit traveling at 15 mi/h and received by two identical base-station
antennas separated by only 8 wavelengths. Under this set of condi-
tions, one would intuitively suspect that the average power of the two
received signals over the period of a short 10-s interval would be about
the same. However, the results of studies prove that they are not the
same, as shown in Fig. 5.4. In a 1-min time interval, the average signal
level of one antenna with respect to the signal level from the other
antenna can vary as much as 4 to 5 dB. In the next time interval, the
reverse can be true. To eliminate the possibility that this phenomenon
is the result of instability in the local oscillators of the two receivers,
the data from a number of identical test runs conducted at various
times were compared [4]. Analysis of the various test-run data proved
that receiver oscillator instability was not the cause, since the data
results were reproducible.

Another possible cause that was studied was the interaction of base-
station antenna patterns where two colocated antennas are separated
by very small distances. The following method was used to study the
phenomenon of antenna-pattern ripples and their effects.

The first phase of the study was to obtain measurements of the free-
space patterns of the received signal from two base-station antennas of
a three-antenna multiple-array configuration, as shown in Fig. 5.5.
This antenna multiple-array configuration consisted of three antennas
mounted on a triangular structure at a height of 100 ft. One antenna of
the multiple array was used for transmitting, while the other two
antennas were used for diversity-combined reception of mobile trans-
missions. The three antennas of the multiple array were equally sepa-
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Received power, dBm

-110 Antenna 1
————————— Antenna 2

=120~

Average power of each record

1 ] !
3000 4000 5000
Record number {one record/half second)

Figure 5.4 Plot of received power for two base-station antennas.

rated by about 8 wavelengths, based on an operational frequency of 850
MHz. The heights and spacing for multiple-array antennas operating
at other particular frequencies are described in greater detail in Sec.
9.4 of Chap. 9. Analysis of the free-space patterns of the two receiving
antennas revealed that the antenna-pattern ripple effects were caused
by interaction of the adjacent, colocated antennas.

The second phase of the study consisted of road testing within a des-
ignated sector of approximately 15° between 330 and 345° with respect
to the base-station orientation shown in Fig. 5.6(a). The two base sta-
tions are simultaneously receiving the signal from the mobile. The dif-
ference in power between the two received signals, P, — Ps, is plotted in
Fig. 5.6(b). Note that the power difference is not dependent upon the
path loss of each signal.

In the third phase of the study an analysis was made of the recorded
power differences between the two base-station receiving antennas as
the mobile unit traveled across a particular radial line within the test
sector. For example, six radial lines (8, to 65) were chosen, as shown in
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Road marker number

Base station

(a)
Figure 5.6 Demonstration of antenna-pattern ripple effects: (a) geographic sector and
area of coverage during second phase of road testing of dual base-station antenna sig-
nal reception.
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Figure 5.6 (Continued) (b) typical plot of received-power differences between anten-
nas 1 and 2; (¢) received-power differences of two free-space antenna patterns from
colocated antennas.

Fig. 5.6(a). The power differences between the two antennas were
recorded at the base station each time the mobile unit was traveling
across each particular radial line. The power differences at six spots on
the 6, radial line are shown in Fig. 5.6(b) at their corresponding spot
locations. Note that a constant of -2 dB signal difference was observed
for the mobile in passing each spot of the 6, radial line. The constants
of power differences in other values are observed from other radial
lines, as shown in the figure. It proves that only the constant difference
between two base-station antenna patterns at any radial line due to
the ripple effect can cause this result. By comparing the power differ-
ences of Fig. 5.6(b) with that from two free-space patterns plotted in
Fig. 5.6(c), a distinct similarity can be observed, also.

The conclusion that can be drawn from this three-phase study is that
the base-station antenna-pattern ripples are caused by the interaction
between antennas in the multiple-array configuration. Consequently,
the antenna-pattern ripples have a pronounced effect on signals
received or transmitted at the base station, as was shown in Fig. 5.4.
The range of =2 dB in differences in power resulting from antenna-
pattern ripple effects, as shown in Fig. 5.6(b), will degrade performance
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in a diversity-combining receiver. Other factors affecting diversity com-
bining are discussed in Chap. 9.

5.4 Effects of High-Gain Antennas

High gain is obtained by suppressing the amount of high-elevation-
angle radiation, which increases the amount of radiation propagated at
low elevation angles. As previously discussed in Sec. 5.2, the antenna
pattern should cover the angular sector—both in azimuth and eleva-
tion—wherein mobile radio waves are present. It has also been shown
that increasing the directivity of an antenna does not necessarily result
in an increase in the power of the received signal. These conclusions
also apply, with certain limitations, to the effects of high-gain antennas.

To properly design a high-gain antenna, it is first necessary to deter-
mine the range of elevation angles within which mobile-radio signals
are propagated for optimal mobile communication. The vertical-pattern
characteristics of the high-gain antenna can then be designed to cover
that particular area. The use of a properly designed high-gain antenna
by the mobile unit will greatly improve signal reception. Studies have
been conducted by Lee and Brandt [5] in which two types of mobile-unit
antennas were evaluated. One had a gain of 6 dB with elevation cover-
age of 16°. This antenna’s gain was 4 dB higher than the other antenna’s,
which was a A/4 whip antenna with elevation coverage of 39°. Table 5.1
lists the results of field-strength data measurements in a typical subur-
ban area of New Jersey.

In Table 5.1, the line-of-sight signal strength from the high-gain
(vertical-directivity) antenna averaged 4 dB above that recorded for
the whip antenna. The line-of-sight path for the greatest amount of
incoming signal energy always lies near the horizontal plane, since the
difference in antenna heights of the base-station and mobile antennas
is less than 300 ft and the intervening distance is more than 1.5 mi.

For the out-of-sight condition, the signal strength from the same
high-gain antenna was generally 2 to 3.5 dB above that of the whip
antenna on virtually every location sampled. The results tabulated in
Table 5.1 confirm that the major portion of signal arrival is within 16°
of the horizontal plane. In a sampling of 14 locations on 11 streets, only
one street (Maple Place, Keyport) showed no improvement in high-
gain-antenna performance. This could mean that under certain condi-
tions a major portion of the signal is above the 16° elevation coverage
of the high-gain (vertical-directivity) antenna, but still within the 39°
elevation coverage of the whip antenna. The conclusion is that the
spread of the vertical incident angles from the horizontal can be some-
what larger than 16° but is usually smaller than 39°. It can also be con-
cluded that the high-gain (vertical-directivity) antenna is the antenna
of choice in suburban, residential, and small-town areas.
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TABLE 5.1 Differences in Signal Strength between a Vertical-Directivity
Antenna (6 dB) and a A/4 Whip Antenna (2 dB)
Difference in Difference in
dB average dB (line-of-
Name of street Town (out-of-sight) sight)
1. Main St. (S—N) Keyport 2 3
Main St. (N—S) Keyport 2 4
2. Maple Pl Keyport 1 3
Maple Pl Keyport 0 4
3. Broadway Keyport 2 4
Broadway Keyport 1 4
4. American Legion Dr. Keyport 2
5. First St. Union Beach 2
6. Stone Rd. Union Beach 2 4
7. Poole Ave. Raritan 3 4
8. Annapolis Dr. Raritan 3.5 4
9. Idlebrook Rd. Matawan 3 4
10. Idlestone Rd. Matawan 3.5 4
11. Van Brackle Rd. Matawan 2 4
5.5 Independence of Electric and Magnetic

Fields in the Mobile-Radio Environment

When a vertically polarized electric wave is transmitted, the time-
changing magnetic field generates a time-varying electric field, and
vice versa. The resultant electromagnetic energy is propagated
through time and space at the velocity of light. The coincidental elec-
tric and magnetic fields are considered interdependent.

When a vertically polarized electric wave is transmitted from an
antenna through any radio environment, the received signal contains
the information present in both the electric and magnetic fields of the
propagated wave. The mathematical expression for the three field com-
ponents of an incoming wave arriving at the mobile unit’s receiving
antenna can be written:

E.=d; exp (-jBV - uit) e/’ V/m (5.17)
H, =noh, = a; sin ¢, exp (—jBV - u;t) e/ (5.18)
H, =noh, =—a, cos ¢; exp (jpV - u;t) e/’ (5.19)

where @; = complex term expressed in Eq. (1.4)
u = direction vector of wave arrival
0, = angle of wave arrival
V = velocity vector of motion

The coordinates for the arrival of an incoming wave at the mobile unit
are shown in Fig. 5.7.
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To simplify the calculation of Eqgs. (5.17), (5.18), and (5.19), where n,
is the intrinsic impedance of 377 Q, the time variation ¢ can be
dropped from the three equations. Also, all three field components E,,
H,, and H, can be expressed in volts per meter. The field component E,
is linearly polarized in the z direction only, whereas the field compo-
nent H is linearly polarized in both the x and y directions. Equations
(5.17) through (5.19) reasonably assume that electromagnetic waves
normally propagate close to the ground plane in the mobile-radio envi-
ronment.

When N vertically polarized electric waves coming from N directions
are received by an isotropic antenna of a mobile-radio terminal, the
three field components become:

E.=> a; exp [-jpVt cos (¢; — o)] (5.20)
H,=> 4, sin ¢; exp [~V cos (¢; — )] (5.21)
H, = —Z d; cos 0; exp [—jBVt cos (¢; — o)l (5.22)

Then, the three resultant field components at the mobile receiving
antenna do not have an interdependent relationship but are consid-

V-uj=V cos (¢;-a)

L
=
v
\
\
\
\
[
R
=

$i - #,

ith wave

Figure 5.7 Coordinate system for an incoming
wave.
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ered mutually independent [6, 7]. Figure 5.8 illustrates the properties
of an energy-density antenna which is capable of receiving the three
field components E,, H,, and H, separately [8]. The functional design of
the energy-density antenna is based on the principle that the electric
fields received along two edges of the loop and having the same polar-
ity, simply add. This principle, applied to the E field component E,, is
illustrated in Fig. 5.8(b).

Figure 5.8(c) shows that the loop current induced by the H, field com-
ponent flows in opposite directions along the two edges; subtracting
the outputs results in the H, signal component. Similarly, the loop cur-
rent induced by the H, field component in Fig. 5.8(d) also is opposite
and subtracts to produce the H, signal component. Collectively, the
functions of the energy-density antenna can be considered as field-
component diversity [7], since each field component carries the same
communication intelligence. Although a transmitted radio wave con-
sists of both an E field and an H field, the receiving antenna normally
uses the E field component to develop signal information. Since the
receiving antenna does not use the H field component to develop signal
information, this component is wasted.

1 Edge A Edge 8
E;
1:—:, ' Ez
7 Y 7 7 x-y plane
- p—
i Ez
(b)
z z

N Ll .
/ 1 ® 1 ) / 1O I ,

{ﬂﬂﬂm L___(?_.fnly / x /mm f_ - 7
Hy
(©

HX
(d)

Figure 5.8 Structure and functions of an energy-density antenna.
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One way to receive all three field components at the mobile receiver
would be to have three omnidirectional antennas, one for each field
component in the xy plane. There is no problem in having an omnidi-
rectional antenna for the E field component as shown in Fig. 5.8(b);
however, the semiloop antennas required for the H, and H, field com-
ponents [Fig. 5.8(c) and (d)] are not omnidirectional antennas refer-
enced to the xy plane. For example, Fig. 5.9 shows the antenna pattern
for the H, loop function in the xy plane shown in Fig. 5.8(d).

The antenna pattern G,(0, ¢) for a loop antenna can be expressed:

G0, ¢) = sin? ¢ (5.23)

Assuming that the angular probability density function (pdf) of wave
arrival is uniform:

.6, 0) = ki (5.24)
1

then, by substituting Egs. (5.23) and (5.24) into Eq. (5.10), the following
equation for gain is obtained:

R T Mo L _1
8= 47'CJ0 fo sin® ¢ I sin 6 d0 do = 2 (5.25)

Equation (5.25) indicates that there is a 3-dB power loss due to the
effects of the mobile-radio environment on the antenna pattern of a

A 2

re - —\\Antenno pattern

NN
.

N

T~ —
N
-

y

Figure 5.9 Antenna pattern for H, field
component.
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loop antenna at the mobile unit. This is similar to the 3-dB power loss
in receiving the H, field components as shown in Fig. 5.8(c).

Example 5.4 When a radio wave is transmitted, the wave consists of an E field
and an H field. The receiving antenna is normally used to extract either the £
field or the H field, but not both.

It can be assumed that the E field and H field components are always present
when a radio wave is propagated, and that the E field and H field components
received at the same spot are always uncorrelated. Under these conditions, is it
practical to use two antennas at the receiving terminal to extract components of
both the E field and the H field?

solution It is practical and desirable, in theory, to use two different receiving
antennas to receive the E field and H field components. However, in certain cir-
cumstances it is desirable to use two identical receiving antennas to receive
either two E fields or two H fields simultaneously. As noted in the assumptions,
the E and H field components received at the same spot are always uncorrelated,
whereas the two E field signals are only uncorrelated when the two E field anten-
nas are placed at least A/2 apart. At low transmission frequencies approaching
the 10-m wavelength, A/2 is 5 m, which is an impractical separation for mobile-
radio antenna installations. It is therefore desirable to use E/H-type antennas for
mobile installations. At higher frequencies, this physical constraint is no longer
valid and the use of two identical E or H antennas becomes a practical solution.
Besides, to use E/H-type antennas with the portable units is always a desirable
solution to achieving diversity (see Chap. 9).

5.6 Effects of Radio-Wave Polarization

The effects of radio-wave polarization have been documented by Lee
and Yeh [9], Rhee and Zysman [10], and Lee [11], which are the basis
for the following discussion. When a vertically polarized wave E, and a
horizontally polarized wave E;, are transmitted simultaneously, a prop-
agation effect known as “cross-coupling” can occur. Since the mobile-
radio propagation medium is linear, the principles of reciprocity can be
applied. The two differently polarized waves arriving at two colocated
mobile-unit receiving antennas can be expressed:

E, =T +Ty (5.26)

E,=Typ+T5, (5.27)
When the principles of reciprocity are applied, the two differently
polarized waves arriving at two colocated base-station receiving anten-
nas are:

E, =T +T (5.28)

Ej =Ty +Ty (5.29)
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where T'j; =transmit vertical, receive vertical
I'1s = coupling between vertical at the base and horizontal at
the mobile
I';; = coupling between horizontal at the base and vertical at
the mobile
Iy, = transmit horizontal, receive horizontal

Figure 5.10 illustrates the horizontal and vertical polarization rela-
tionships expressed in Eqgs. (5.26) through (5.29). For purposes of dis-
cussion, assume that the two colocated mobile-unit antennas, one
vertically polarized and the other horizontally polarized, are mounted
in the same spot on top of the mobile unit, as shown in Fig. 5.11.

The following equation can be obtained from Eq. (1.20):

N
Fu = Z aiej"’i (530)

i=1

where a; and ; are the amplitude and phase, respectively, of the ith
incoming wave. If horizontal- and vertical-polarized antennas are colo-
cated at both the base-station and mobile-unit terminals, then it can be
assumed that the two transmitted waves will follow the same propaga-

v XY

A\ ee——— v

Y
Iy
Colocated
Colocated r {at the same spot in space)
12

/\_’I—ée’/’ -

> v = vertical polarization
h h = horizontal polarization

Base station

Mobile unit

Figure 5.10 Reciprocity of horizontally and vertically polarized waves.

Whip antenna for E,

Loop antenna for E¢
(@ Hz)

E¢ (cc HZ)

Loop
Whip antenna
The mobile roof

Figure 5.11 Physical arrangement of horizontal and ver-
tical mobile-unit antennas.
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tion path between the two terminals. It is important, however, to note
that the reflection coefficients for the two waves are different, as
expressed in Eqgs. (3.6) through (3.9). The reflection coefficient for the
vertically polarized wave is:

a,=-1 ground-reflected wave

a,=-1 building-reflected wave
The reflection coefficient for the horizontally polarized wave is:

a,=~-1 ground-reflected wave

-1<a,<1 building-reflected wave
where
a,=-1 for incident angles to the building wall << 10°
a,=+1 for incident angles to the building wall = 90°

Therefore, the horizontally polarized wave I'y; can be expressed:

N
ng = z (ai + Aai)eﬂ"’i”“’i) (53 1)
i=1

where Aa; and Ay, are the amplitude and phase difference, respectively,
of each wave path as compared with Eq. (5.30). The expressions for the
waves in Egs. (5.30) and (5.31) are similar; however, because of the dif-
ferences in amplitude and phase, I';; and TI'y; are proved statistically
independent [9]. If the two waves, one horizontally polarized and the
other vertically polarized, are transmitted simultaneously, then polar-
ization cross-coupling occurs. The terms I'j, and I'y; in Egs. (5.26) and
(5.27) are also important and are discussed in subsequent paragraphs.
In analyzing the distribution of E, and E;, it was found that the local
means or long-term-fading characteristics of the two signals I'y; and Ty,
are lognormal-distributed. E, and E; also include the two signals I'y;
and I'yy, as expressed in Egs. (5.26) and (5.27). From the field studies
described by Lee and Yeh [9], the local means of the two signals E, and
E;, exhibited the same shadowing effects. Both signals peaked up and
down at approximately the same street locations among those where
data were recorded. However, the local means of the two signals were
by no means exactly equal. There are two main parameters for the sta-
tistical distribution of E, and E,: the cumulative probability distribu-

tion and the spread difference between the two local means.
The cumulative probability distribution of the local means of both E,
and E;, appeared to be lognormal-distributed, as were the distributions
for I';; and I'y,. The spread S, expressed in decibels, for the difference
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between the two local means of E, and E, was found to be lognormal-
distributed, with a standard deviation of ¢ = 2 dB in suburban areas:

S=|E!| - |E}| dB

The 50 percent point is very close to 0 dB, which makes it simple to com-
bine the two signals for diversity reception, as discussed in Chap. 9.

In comparing the local means of E, and E; in a suburban area, there
are no gross differences between the average local mean levels of E,
and E;,. However, on the basis of measured data recorded within a 3-mi
radius of the base station located in the Keyport-Strathmore area of
New Jersey, it was noted that E, was slightly higher than E,, [9].

In comparing the local means of T';; and Ty, in urban areas, it was
found that the local mean of T'j; was always higher than that of I'y,. Fig-
ure 5.12 plots the decibel difference between I';; and I'y; based on mea-
sured data recorded in downtown Philadelphia in 1972 [10]. A 4 dB
difference between signals I'j; and Ty, was found at distances of approx-
imately 1 mi or more from the base-station antennas.

Published literature does not reveal very much information on polar-
ization cross-coupling effects. It is therefore interesting to note the
cross-coupling comparisons obtained from the same data measured in
downtown Philadelphia in 1972, as shown in Figs. 5.13 and 5.14 [10,
11]. The conclusion that can be drawn from the polarization cross-
coupling studies involving measured data is that the cross-coupling of
energy from a transmitted vertically polarized wave into a horizontally
polarized wave is appreciably less than the cross-coupling of energy
from a transmitted horizontally polarized wave into a vertically polar-
ized wave. The postulation for this phenomenon is that since most
structures, buildings, electric poles, and similar reflectors are parallel
to the vertically polarized wave, there is less chance of vertical-signal
depolarization after each such reflection. Therefore the cross-coupling
effects are noticeable in urban areas but not in suburban areas.

______ x
4 ="
m ,/
el 3_ 7
- /
M /
E 2 ,’ X = dato points
- /
[ ,,
N /
T | | J
0 0.5 1 15 2
Distance, mi

Figure 5.12 Plot of the difference between sig-
nals T';; and Ty, (dB).
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Figure 5.13 Plot of the difference be-
tween signals I'; and 'y, (dB).

T54/T5,, dB
!
©
!
~

-0 [/ X = data points

- ! | |
16 0.5 1 15

Distance, mi

Figure 5.14 Plot of the difference be-
tween signals I'y; and Ty, (dB).

Base-station polarization antenna

Sometimes, the whip antenna’s mounting on the mobile unit is not
always erected vertically. Also, the antenna of portable phones used by
people always tilt to an angle from the vertical position. Therefore, the
cross-dipole polarization antenna is proposed for receiving signals at
the base station. The transmitting signal still comes from the whip
antenna of a mobile (or portable) terminal. The polarization antenna
mounted at the base station can increase the signal gain and also pro-
vide the diversity gain at the base station. Thus, it tries to replace the
space diversity antenna and save more space and cost. The antenna
structure is shown in Fig. 5.15. The antenna structure is very favorable
to mount on an antenna master. However, the diversity gain compared
to the space diversity antenna is much weaker, as discussed in Chap. 9.
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\_,/— Radome

Figure 5.15 Sketch of cross-dipole polarization antenna.

Problem Exercises

1. Explain in physical rather than mathematical terms why the average
power received by a mobile directional antenna is roughly independent of the
beam pattern.

2. Explain why two identical base-station antennas receive different levels of
average power within the same given time interval. Are the average power
ratios of the two received signals always constant?

3. Figure P5.3 shows the free-space propagation pattern for two colocated
base-station antennas. Given the conditions that the mobile unit is traveling
within a 5° sector (45° to 50°) of the antenna pattern at a distance of 2 km and
that the two antennas are transmitting on different frequencies, how far would
the mobile unit have to travel in a circular direction to cause the peak signal
reception at the base station to change from one antenna to the other?

4. A mobile unit is equipped with a 4-dB high-gain antenna (that is, 4 dB
with reference to a dipole antenna); the field strength of the received signal is
only 2 dB over that of a dipole antenna. Under this assumption, what is the ele-
vation angle of wave arrival?

5. Prove that the power-combining function of an energy-density antenna is
less than the power-combining function of three E, field antennas.

6. Prove that the antenna configuration shown in Fig. P5.6 can be used as an
energy-density antenna [12].
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Antenna A
2 Antenna 1
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—O- L 2
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Figure P5.3 Free-space patterns for two colocated base-station

antennas.
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Chapter

Received-Signal Envelope Characteristics

6.1 Short-Term versus Long-Term Fading

When an instantaneously fading signal s(¢) is received at any time ¢ in
a mobile-radio environment, this signal can be expressed:

s(t) = r(t)eV® (6.1)

where y(¢) is the term for the phase of the signal s(¢) and r(¢) is the term
for the envelope of the signal. Furthermore, r(¢) can be separated into
two terms:

r(t) = m(E)ry(t) (6.2)

where m(t) represents long-term signal fading, as previously described
in Sec. 3.5, and ry(¢) represents short-term signal fading. If m(y) repre-
sents any physical spot y corresponding to time # during the test runs,
then m(y) is the local mean. In this situation, Eq. (6.2) can be
expressed:

r(y) =m(y)ro(y) (6.3)

The instantaneous fading signal s(¢) received in the field contains
both envelope information r(¢) and phase information y(¢). Although
the phase information y(¢) is not used when calculating path loss, it
directly affects signaling performance and voice quality, as is discussed
later in Chap. 7.

In Chaps. 3 through 5, the model for explaining propagation-path
loss and the methods for calculating the loss from the local means m(y)
are described. If no multipath fading is present, then the propagation-
path loss is the only major factor that must be considered. However, if

203

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



204 Chapter Six

r (1)

|
1
}4—2|_—>
i
{
|
|
|
1

|
|
|
I
!
1
|
|

Received-Signal Envelope Characteristics

severe multipath fading is present in the mobile-radio environment,
this means that r(y) in Eq. (6.3) cannot be treated as a constant and in
order to obtain r(y) it is first necessary to obtain m(y) by estimation of
m(x =y), as shown in Eq. (3.43). The term /() is derived from an aver-
aging process applied to the envelope r(y) of an instantaneous fading
signal s(y) at any spot y. Thus, m(y) will be factored out from r(y) in
order to obtain r¢(y). The envelope of a fading signal contains both
long-term-fading and short-term-fading components. The long-term-
fading components, which contribute only to propagation-path loss,
must be removed, and the short-term-fading components, which are
the result of the multipath phenomenon, must be retained.

As was previously shown by Eq. (3.43), the estimate of the local mean
m(x) is different from the true local mean m(x) and can be expressed [1]

1 x+L
) =m@) 5 | ) dy (6.4)

as illustrated in Fig. 6.1. The local means obtained from Eq. (6.4) are
called the “running means”; i.e., the data points within a length L on
both the left and right sides of point x are used to obtain an average for
that point.

If the length L is not long enough, m(x) itself retains partial short-
term-fading information and therefore /(x) is different from m(x).
When L is too long, the details of the local means are wiped out from
the averaging process of Eq. (6.4); again, m(x) is different from m(x). If
the length of L is chosen properly—more than 40A but less than 2004,
as discussed in Sec. 3.5—then

m(x) — m(x)
The integral portion of Eq. (6.4) then becomes:

1

x + L
oL LL ro(y) dy — 1 (6.5)

M {x) == m (x)

|
|
|
f
|
1
L

T X, y

Figure 6.1 Estimating the local means of a fading signal.
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The term r((y) is an instantaneous signal free of local means and can
be treated as though the m(x) curve in Fig. 6.1 were straightened, as
shown in Fig. 6.2.

In an arithmetical expression, ro(y) is obtained by dividing the
received instantaneous signal r(y) by the estimated local means rii(x) as:

r(y)

ey — (6.6)

ro(y) =

and the logarithmic expression of ry(y) is the difference between r(y)
and mi(x = y) in their respective decibel scales:

ro(y)ae) = r(y)ae) — 7(Y)ap) (6.7)

The method for determining how close ri(y) approaches the value of
m(y) is described in greater detail in Sec. 3.5.

For flat-ground areas, m(y) is a constant over the entire measured
area. However, in hilly areas, m(y) fluctuates with the terrain contour.
m, is the normalization factor in hilly areas and normalizes the instan-
taneous signal r(y). Hence ry(y) is a normalized signal and therefore is
not included in the local means. The short-term fading of ro(y) is also
called “velocity-weighted fading,” since it characterizes the mobile unit
as if it were traveling at a constant velocity. However, if the mobile is
traveling with changing velocity, then the envelope ry(¢) of the received
signal must be weighted by the changing velocity in order to obtain
ro(y). In this context, ry(t) denotes the envelope of the received signal
where the vehicle speed is constant.

6.2 Model Analysis of Short-Term Fading [2]

1o (y)

E. N. Gilbert was the first one to create the short-term fading model.
The behavior of an E field signal can easily be described by using a the-
oretical model [2, 3]. Assume that the E field consists of the component
E in the z direction only, as shown in Fig. 6.3. Then, E, can be expressed
from Eq. (5.20) as:

fo(¥)gn =7 (¥)gg =M (x=y)gg

Figure 6.2 Normalized fading signal.
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<
=

Figure 6.3 Short-term fading model.

E.=> a exp [-jpVt cos (¢; — )] (6.8)

where ¢; is the angle between the positive x axis and the direction u;
and 0 < ¢; < 27. o is the angle between the x axis and the velocity V, and
0 < o< 2m. Both ¢; and o are shown in Fig. 6.3. @; is a complex variable
that can be separated into real and imaginary parts:

a;,= Ri +jSi (6.9)

Hence, N incoming waves have N real values of R; and S..

For the theoretical model analysis, suppose that all 2N real values are
Gaussian independent variables with values of zero mean and a vari-
ance of 1. Under these conditions, the following expressions are true:

E[Rl] :E[Sl] = 0
and
EIR1=E[S1=1

Also assume that all N waves have uniform angular distribution. For
example, the kth wave u; has an arrival angle ¢,, and the probability
density function of ¢y is:

1
p(q)k):% 0<¢p<2m

Moreover, an infinite number of multiple reflected waves are assumed.
Inserting Eq. (6.9) into Eq. (6.8) and separating Eq. (6.8) into real
and imaginary parts yields the following expression:

E. =X +;Y; (6.10)
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The real part of E, is

Xlzz (Ricos&;+S;sin &) (6.11)

i=1

and the imaginary part of E, is
N
Yi=> (Sicos & —R;sin&) (6.12)
i=1

where
& =BVt cos (0; — o) (6.13)

Since all values N of R;, S;, and ¢; in Eqs. (6.11) and (6.12) are time-
independent, from the central limit theorem it follows that X; and Y;
are independent random variables which are normally distributed, as
long as the value of N is greater than 10. The mean value of X; is
obtained by taking a statistical average [see Eq. (2.11)] after time-
averaging [see Eq. (2.13)] cos §; and sin &;:

EIX] = ElR{cos &)+ Sdsin &)

= Z {E[R;{cos &) + E[S;)(sin E)} =0

This equation can be obtained either from
{cos Ey=(sin&;)=0
or from given values of the described model:
E[R,]1=EI[S]1=0
Similarly, the mean value of Y] is expressed:
E[Y]=0

The mean square value of X; is obtained in the same manner as that
described above:

E[X3] = i {E[R?)(cos” ;) + E[S?)(sin &)}

(%+%) =N (6.14)

i

i
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for E[R,S;] = E[R;S,] = 0. Similarly,
N

E[Y?] =) (E[SHcos’ &) + E[R(sin® &)}

N
Let N = 6% then

E[X?] =E[Y? = c? (6.15)
Also,

EX\Y\] = i ﬁ E[R;S{cos &; cos &) — E[S;R|{sin §; sin &)

- E[RiRj]<COS éi sin §J> + E[SLSJ] (Sin &i sin §J>}

=)

(6.16)

where E[R;S;] = E[S;R;] = 0 and {cos &; sin ;) = (sin &; cos §;) = 0. The
Gaussian functions X; and Y; from Eq. (6.16), then, are mutually in-
dependent.

6.3 Cumulative Probability
Distribution (CPD)

All statistical characteristics that are not functions of time are called
“first-order statistics.” For example, the average power, mean value,
standard deviation, probability density function (pdf), and cumulative
probability distribution (cpd) are all first-order statistics.

The cpd of r(¢) or its normalized signal ry(¢) shown in Eq. (6.3) is a
first-order statistic. In the following paragraphs the pdf of different sig-
nal envelopes ry(¢) will be obtained first. Then, by integrating those
pdf’s the cpd’s of different signal envelopes ry(¢) will be obtained, as
previously discussed in Sec. 2.5.

The CPD of r.(t) from an E field signal

Since X; and Y, of Eq. (6.10) are Gaussian, as shown in Sec. 6.2, then
the envelope of E,, r,(¢), is

re=X3+YdH" (6.17)

Equation (2.53) shows that the pdf of .(¢) is
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(r) =5 re (6.18)
rJ=—expl|l-——= .
p e 62 p 262

and that the cpd of r,(¢), the probability that r, is less than level 4, is

2 2

A
P(r,<A)= f % exp (—;—c;) dr,=1-exp (_2A—Gz> (6.19)
0

where the mean square of r, is
E[rf] = E[X3] + E[Y?] = 26° (6.20)

The function of Eq. (6.19) is plotted on Rayleigh paper as shown in Fig.
6.4. The mean value of r, is

oo o 2 2
Elr] = j rep(r,) dr, = j % exp <_ 2::2) dr, = \/g 6 (6.21)

Hence the variable r, defined in Eq. (6.3), can be expressed:

1 _ 206 1, ]2
" Elr] Voagzr V1 o

(6.22)

Analysis shows that r, is different from r, by a constant. The cpd of r,
can be found from Eq. (6.19):

P(ro<Ro) =1 - exp (-% R%) (6.23)
The variance of r, is:
o2=E[ry] - (Elr,])?= (1 - g)(202) (6.24)
The median of r, is
M,,
Pr,<M,)=[ " p(r) dr.=50% (6.25)

0

From Eq. (6.18), the following is obtained:

M, =0.832 V202 (6.26)
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Figure 6.4 Statistical properties of a Rayleigh-fading signal.

Also, the mean square of rZ can be expressed:

and the variance of r2 can be expressed:

cr:=Elri] - (Elril)?
=2(20%)? - (26%)? = 40*
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Another application of r, can be found in the following expression:

0,2

Elri]
The properties of the Rayleigh-fading signal r, are given in Table 6.1.

=1 (6.29)

The CPD of H-field component signals

The cpd of r,(t) from H, and H, field signals can be derived from Eqgs.
(5.21) and (5.22), respectively, and Fig. 6.3, as expressed in the follow-
ing equations:

d; sin ¢; exp [-jBV? cos (¢; — )] (6.30)

Il
I

and

Mz

H:

Yy

a; cos 0; exp [—jBVt cos (¢; — o)l (6.31)

]
-

i

The quantities ¢,, o, and @; have been previously described in Egs. (6.8)
and (6.9). If the description of the theoretical model in Sec. 6.2 is
applied to Eqgs. (6.30) and (6.31), the following relationships are valid:

H. =X,+jY, (6.32)
and Hy =X;+jY; (6.33)
where
N .
sin Q; .
= Z o (Ricos&;+S;sin &) (6.34)
i—1(—COS q)
TABLE 6.1 Rayleigh-Fading-Signal r. Properties
Percentage
Parameters, o; Symbols Values dB over 262 pr.<ay) Eq.
Average power Elrj 20? 0 63 (6.20)
Va
Mean value Elr T” 207 -1.05 53 (6.21)
Median value M, 0.832V 252 -1.59 50 (6.26)
V 4
Standard deviation of r, Gy, T V2 -6.68 (6.24)
Standard deviation of r? 0,2 2062 0 (6.28)
Expectation of r Elrf] 2(26%)? 1.5 74 (6.27)
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—Cos 0;

?} => { sin q)l} (S;cos &;— R, sin €)) (6.35)
3 i=1

The term &; is shown in Eq. (6.13). R; and S; are time-independent
Gaussian variables, and ¢; is uniformly distributed. According to the
central limit theorem, X;, X5, Y,, and Y5 are Gaussian values. Following
a procedure similar to that used in Egs. (6.17) to (6.21) will give the
mean and mean square values of these four Gaussian functions:

EX,] =E[X;] =E[Y,] =E[Y5] =0 (6.36)

and

EIX3| =EX3| =E[Y3] =EI[Y}l = (6.37)

Hence, the mean square values of envelopes H, and H,, and of r,, and
r4,, respectively, are

Elr}1=E[X3]l + E[Y}] = 6* (6.38)
and

Elr;1=EX31+E[Y3]l =0" (6.39)

The cpd of r,, or r,, has the same distribution as that expressed in
Eq. (6.19); however, Egs. (6.38) and (6.39) are both different from
Eq. (6.20). The cpd expressed in the following equation is plotted in
Fig. 6.4:

2
P (r"x sA> —1-exp (-%) (6.40)

rhy

G (y—¢i)
Y
d

Ujth wave

Figure 6.5 Received E field signal coordinates for a
directional antenna.
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The CPD of rt) from a directional antenna

If an omnidirectional (whip) antenna is replaced by a directional
antenna pointing in the direction y at the mobile receiver as shown in
Fig. 6.5, then the received E field signal E, is

Ed =Xd +ij (6.41)

where the mobile is traveling in the x direction and where

X,=> (Ricos&;+5S;sinE)G(y— ) (6.42)
Yy=> (S;cos & —R;sin £)G(y - ¢) (6.43)
€; =BVt cos o (6.44)

and G(y - ¢;) is the directional-antenna pattern [4]. N’ is the number of
wave arrivals received by the directional antenna.

From applying the descriptions of the model to Eqgs. (6.42) and (6.43),
it appears that X; and Y, are Gaussian functions regardless of the
directional antenna pattern G(y — ¢;). Also, from Sec. 5.2, the average
power of the envelope r; obtained from a directional antenna is almost
the same as that of 7, obtained from an omnidirectional antenna:

Elri =E[r} = 206> (6.45)

Hence the cpd of r; can be expressed:

A2
P(ry,<A)=1- - A4
(rq<A) exp( 262) (6.46)
Though the right-hand side of Eq. (6.46) is the same as that of Eq.
(6.19), this only means that the first-order statistics among r, and ry
are the same. It should be noted that the second-order statistics
among these two are not the same, as will be shown in the following
sections.

Finding the PDF of angular wave arrival

On the basis of the assumption that the distributions of angles 6 and ¢,
as shown in Fig. 5.1, are mutually independent, the pdf of angular
wave arrival can be expressed:

A8, 0) =p,(0)p,($)
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If the signal is received from a directional antenna, its beam pattern
can be expressed as G(y— ¢;) as shown in Fig. 6.5, where u; is the unit
vector representation of the ith wave, ¢, is the angle between vectors V
and u (u - V =cos 0;), and yis the normal direction of the antenna array
measured along the positive x axis. Under these given conditions, the
received E field of signal E, is

Ed =Xd +ij (647)

From Eqs. (6.42) and (6.43), the following expression is easily derived:

N n
@ =(Yh=o- | G*r-opo) do,
=N(G*(y - ¢) (6.48)

and the pdf of angular wave arrival p,(¢) can be expressed:

p =] 8- 0p,(0) do, (6.49)

where &( ) is the delta function.

In the case where the antenna beamwidth is very narrow, then 8(y— ¢;)
can be replaced in Eq. (6.49) by GXy — ¢). By comparing Eq. (6.49) with
Eq. (6.48), an approximation of p(¢) can be obtained:

2
pO) =25 (XD =2 (r

where ¢ replaces 7 to preserve consistency within the notation. In Eq.
(6.45), the term r; was representative of the signal envelope.

In the case where the antenna beamwidth is not narrow, then d(y— ¢;)
should be replaced by G¥(y — ¢,); likewise, where N can become a large
value. Under these conditions, p,(¢) can be expressed

p0) =Gy - ) (6.50)
and (GM(y - ¢)) can be calculated for N =4 and N = 6:

1
(GHy-0) = N rd —2rd)

(G = 0) = 5o U~ e + 126r3))

Lee’s method [4] can be used to find the general expression for (GN(y— ¢))
in terms of .
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6.4 Level-Crossing Rate (LCR) [3]

The ler of r((¢) or r(¢) is a second-order statistic. As shown in Eq. (2.73),
the level-crossing rate (lcr) at a given level A is

n(ro=A) = [ Foplro=A, o) diy 6.51)
0
where the slope of signal r(, 7, is a derivative of ry with respect to time,
as
po = 970
°T dt

Since Eq. (6.51) involves time, the lcr is a second-order statistic. The ler
for each of three field components received from an omnidirectional
antenna and the lcr of a signal received from a directional antenna are
derived in the following sections.

The LCR of r(t) from an E field signal

The E field signal expressed in Eq. (6.10) contains real and imaginary
parts:

E.=X:+jY;

where the envelope of E, is r,(¢), as expressed in Eq. (6.17). The joint
probability density function p(r,, 7,) is obtained first; then Eq. (6.51) is
applied to obtain the lcr or r,(¢).

To obtain p(r,, 7,), all N values of R and S in Eqgs. (6.11) and (6.12) are
assumed to be time-independent; then, the derivatives of Eqs. (6.11)
and (6.12) with respect to time are:

X, =BV > (-R;sin&; +S; cos &,) cos (¢; — o) (6.52)
Y, = sz (=S; sin &; — R; cos &;) cos (¢; — o) (6.53)

where &; is expressed:
§; =PVt cos(¢; — o) (6.54)

Since the time averages of sin &; and cos &; are

(sin §;) =(cos §)) =0
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the mean values and variances of X; and Y; are:

E[Xl] = BV i E[(RKS]II §l> + Si<COS §,>) Ccos ((1), -] =0

i=1

E[Y] = BVZ E[(-S(sin &;) — R{cos &) cos (¢; — )] = 0
. N
V2 = E[X3] = (BV)?NE[cos? (¢; — 0))] = (BW; (6.55)

and thus
E[Y2?] = E[X2Y =2 (6.56)

By following the same steps as were used to obtain Eq. (6.16), the fol-
lowing is derived:

XYy =X Yy =¥ X)) = (Y V) =X Y =X:X)=0 (657

From the central limit theorem, it follows that X}, Yl,Xl, and Y, are four
independent random variables that are distributed normally as the
value N approaches infinity.

The probability density function of four independent real random
variables X, Y, X, and Y; is p(X;, Y3, X1, Y)) [5], expressed:

1<X%+Y% X%+Y%>} 6.58)

o? V2

pXy, Y, X, YY) = @R exp [ 5

where 62 and v? are shown in Eq. (6.15) and Eq. (6.56), respectively.
From Eq. (6.10), the following is indicated:

Ez =X1 +jY1=reej“’e

The quantity r, is the envelope and v, is the phase, both of them slow
variable functions of time. Then
X,=r,cos y,
Y, =r.sin vy, (6.59)
X, =+, cos W, — o\, sin
Y, = 7, sin \, + ray, cos \, (6.60)

The jacobian of the transformation from (X;, Y, X 1 Yl) space to
(o, e, oy ) space is |J| = r? [see Eq. (2.49)]. Therefore, the change of
variables makes it possible to express the probability density in the form:
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p(re, \Ve, iﬂe:‘i’e) = rgp(le Ylyle Yl) = rgq(re, \Ve: iﬂe;\ile)

r’ 1/r2 r2y2+;?
= 7(2”:)202‘/2 exp |:— 5 (g + 7\/2 ):| (661)

where q(r., V., 7., ) is the density obtained by substituting the values
e Ve, €te., for Xj, Y3, etc., obtained from Eq. (6.59) and its time deriva-
tive Eq. (6.60). To obtain p(r,, 7-,), the probability density of the envelope
and its rate of change, v, and\,, must be integrated over their respec-
tive ranges (0 to 2n and — to ). Then, from Eq. (6.61), the following is
obtained:

) Te 1(r: 72
p(re,re)zmexp _E 62+? (6.62)

In obtaining the lcr, it should be noted that the expression on the
right of Eq. (6.62) is independent of ¢£. Hence, the expected number of
level crossings n(A) at a given signal amplitude r, = A can be obtained
from Eq. (6.51) by using p(4, ) in Eq. (6.62), as follows:

oo A A2
n(r,=A) = fo 7. p(A 7)) di :% o P (— 202) (6.63)

The variance of r, is
roy=(XH+{¥H=2N=2¢"
The normalized level R can be defined:
A A
VEr Voo

e

R:

(6.64)

Substituting the various values of 62 and v2 from Egs. (6.15) and (6.55)
into Eq. (6.63) and applying the relationships of Eq. (6.64) gives the
following:*

r. BV

n|{——=R|=—— R exp (-R? (6.65)
( V20? ) V2n P

The function of Eq. (6.65) is plotted in Fig. 6.6, where the abscissa is

in decibels (20 log R) and the ordinate is (V2n/BV)n(R).

The normalized ry(#) can be found from Eq. (6.22). Inserting Eq.
(6.22) into Eq. (6.65) gives the following:*

* These equations first appeared in the literature in 1967. See Ref. 3.
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100~ Theelectric -
field Hyla=0°)

10-3

The expected number of level crossings, sec™?
B/ 2w

:|§ 104 ] ] | ] L ]
-20 -15 -10 -5 o} S5 10
Signal level, dB, with respect to rms value
Figure 6.6 Plot of lcr curves for E,, H,, and H, mobile
radio signals [3].

\%
n(ro=R,) = 21372 Ry exp (— g R%) (6.66)

The LCR of r,, and r, from magnetic-field
components

H, and H,, expressed in Egs. (6.32) and (6.33), respectively, contain real
and imaginary parts. The derivatives with respect to time are:

X o[ sing; o |
Xs} - Bvi; {—cos ¢z} cos (¢; — &) (=R; sin §; +S; cos ) (6.67)

Yg _ N Sin ¢i _ Qo - p ‘
Y3} = BViZ1 {—cos ¢i} cos (¢; — o) (=S;sin &; — R; cos ;) (6.68)

The means, variances, and covariances of the four Gaussians X, Y, X,
and Y of each field component are:

EIX,)=E[Y,)=E[X)] =E[Y,]=0 k=23 (6.69)
2
c:=EX}=E[Y}] =%=% k=2,3 (6.70)

2 2
V3= E[X3 = E[Y3] = v? cos” o +43 sin”® o 6.71)

, 3 cos? o+ sin® o
4

2=EX2=E[Y#=v (6.72)

<
@
Il

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



Received-Signal Envelope Characteristics

Received-Signal Envelope Characteristics 219

and similarly, the following can be obtained:
E[X,Y,] = EIX,X,] = EIX,Y,] = EIX,Y,]
=E[Y,Y,] =E[X,Y,]=0 £k=2,3

The probability density of the envelopes of H, and H, and their rates
of change p(r;, 7,) are then obtained by using the same procedure that
was used in deriving p(r,, 7,) in Eq. (6.62). Moreover, p(r;, ;) has the
same form as p(r,, 7,) in Eq. (6.62), but with different values of 6, and
;. Hence, the lcr of r,, n(r, = A), where r, represents r;_ or r,, has the
same form as n(r, =A), shown in Eq. (6.63), but with different values of
o, and v,. Substituting Eqgs. (6.70) through (6.72) into Eq. (6.63) gives
the following:

2
n(r,, = \/— V1-Y%cos 200 —— VN exp( A ) (6.73)

and

A 2
n(ry, =A) = \5; V'1+ % cos 20, TN exp (— %) (6.74)
T

When r;, and r;,, are normalized by 20?2 = 2N, then:

n(\/rg_cz :R> - \5‘2/_“ V2~ cos 20.Rexp (2R>)  (6.75)

n(\;;—GZ =R) - \5;/_7; V2 + cos 20 R exp (-2R?) (6.76)

The functions of Eqs. (6.75) and (6.76) are plotted in Fig. 6.6 for o =
0; the angle o has already been illustrated in Fig. 6.3.

The LCR of r,(t) from a directional antenna [4]
The received E field signal E; from a directional antenna (see Fig. 6.5)

contains real and imaginary parts, as shown in Eq. (6.41). The time
derivatives of these parts are:

X, = BVE (-R; sin &; + S, cos &;) cos ¢; G(y— ;)

Y,=BV > (=S;sin&; ~ R, cos &) cos ¢; G(y - ¢) (6.77)
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where
;= PVt cos ¢ (6.78)

Assuming that the antenna pattern is G(y - ¢;) for an M-element direc-
tional array and that M is an even number, then:

sin (ME) Mz

Giy-o¢) = sint = ZmZ:l cos [(2m — 1)]
S TSHS T+ 6.79)
Gly-90)=0 elsewhere
where
&= % sin (Y- ¢;) (6.80)
and
G*(y- ) =4 [% + 2 (M ; m) cos (2m§i)} (6.81)

In this case, the following relationships hold true:

c3=E[X3 =E[Y3 (6.82)
vi = E[X3] = E[Y3] (6.83)
EX,l=EY)]=E[X,;Y,)=E [Xde] =0 (6.84)

However, the following terms may not equal zero:
vi=E[X,Y, =-E[Y X, #0 (6.85)
Hence, the joint probability density function p(Xy, Yy, X,, Y,) becomes:

1

.. 1
pXy, Yy, X4, Yy = W exp {_ W

X [VAX3+Y3) +03X3+Y3 -2 vh(X,Y, - YdXd)]} (6.86)
where

|| =0dvi-vi (6.87)
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By applying Eqgs. (6.59) and (6.60) to Eq. (6.86) and changing the vari-
ables, the following equations can be derived:

. . 1 1
p(rd) rd7Wd7Wd): (27'5)2|M|1/2 eXp _2“1'1/2
X Vr3+o%(id+riyd - 2v%2r§\|';d]} (6.88)

Then

p(re, i) ZJ f P(Ta, Fa, Wa, W) dWa iy

—o Y0

N & — exp (— LZ) exp (— 6751,2 iﬁ) (6.89)
Von|u| o3 204 2|

and the ler of ry; is

nra=A)= [ Fop(AiD) dia

0o

A V3 Vi A?
= = 22 exp (- 6.90
Vaons? V oi of P 202 (6.90)

For example, if a two-element antenna array is used, then Eqgs. (6.79)
and (6.81) become:

Gy—0)=2cos§; (6.91)
and
G*(y— ¢) =4[% + % cos 2§;] = 2 + 2 cos (28)) (6.92)

Since the angle of wave arrival ¢; is uniformly distributed, i.e.,

p0) =
it is easy to show that:
c3=E[X3 = E[Y3]=N E[G*y- ¢)] = N'[1 + Jo(Bd)] (6.93)
vi=E[X3 =E[Y3] = (BV?*N E[G*(y - ¢,) cos? ]
_ BV

5 N'[1 + Jo(Bd) + cos (27) Jo(Bd)] (6.94)

and
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vih=E [Xde] =K [Xde]
=(BV)N’ cos yJ1(Bd) (6.95)

Substituting Egs. (6.93), (6.94), and (6.95) into Eq. (6.90) gives the fol-
lowing:

BV \/ cos 2y Jx(Bd) 2 cos? yJABd)
nra=A) ="/ = 1t 08D T L+ Bl

x Ry exp (-R3) (6.96)
where

fo A

T Ve o3

In the case where the antenna spacing d = /2 and the antenna point-
ing direction v = 90°, then:

\%4

n(rys=A)=0.5636 \Eﬁ R, exp (-R?) (6.97)

The directional antenna therefore has a reduced fading rate when
compared with that of Eq. (6.65), but its relative fading rate is linearly
proportional to the fading rate for an omnidirectional whip antenna.

Example 6.1 The envelope of an E field signal, at a frequency of 850 MHz, is
received by a mobile unit traveling at 15 mi/h. Figure E6.1 illustrates 1200 posi-
tive level crossings within a 2-min interval, referenced to an arbitrary reference
level A. Assuming that the signal is Rayleigh-distributed, what is the average
power E[r?] in decibels above reference level A?

solution The level-crossing rate can be expressed:

1200 .
n= 960 10 crossings per second

Positive slope

@

= eu? ————
©

S

= A4 4 —HY—— e
w

=

5

v o — ~

120 sec

Figure E6.1 Reference lcr data for Example 6.1.
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Since it is known that V = 15 mi/h = 22 ft/s and that A = 1.158 ft, the normalized
value becomes:

4 .
nyg= = 47.6 crossings per second
"V =P

and the ratio can be expressed:

2 _o021
no

Figure 6.6 can then be used to find the decibel level of average power above ref-
erence level A, which is 15 dB, and which is written:

A
VE[R?] |as

Example 6.2 On the basis of the parameters given in Fig. E6.2, find the level
R,..« at which the maximum value of the probability density function occurs,
that is, p(r, = Rnax) = max. Also, find the 1c,, of Rayleigh standard deviation lev-
els above and below the average power in the E field envelope, in decibels.

~-15dB

solution The maximum value of the probability density function, p(R,..,), can be
obtained by differentiating Eq. (6.18) with respect to  and then setting the equa-
tion equal to zero, as follows:

AR R
ar P g | P\ T2 )| T

rlzﬂax 1
20" ="
Let
rmax
Rmax =
Voo
R,..=-3dB

The 1c,, standard deviation levels above and below the average power in the E
field can be found from Eq. (6.24), where the value of 6, is:

- 2
_ 1 0,2)120 rel1)
g
: EU‘ZI'II 11---'vhy‘
plre) I ‘é, -
®(1-g, ) JZcr
! 5 e o, =Y1-F124*
©
i 2 o —
Rmax O dB t

Figure E6.2 Reference data for Example 6.2.
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V4 —
o, = 42 T \/26% = 0.463 \/2052

V20? + 0, = 1.463 V20° = 3.3 dB with respect to V2¢*
V26?% - 6,,=0.5367 V202 = —5.4 dB with respect to V20?2

6.5 Calculating the Average Duration of Fades [3]

As previously derived in Eq. (2.75), the average duration of fades is
expressed:

- .. _Pr=<A)
tir=A)= 771(7‘ —A (6.98)

From the values of P(r <A) and n(r =A) described in Secs. 6.3 and 6.4,
respectively, Eq. (6.98) is obtained, to express the average duration of
fades for different field components. The average duration of fades for
an E field signal, r,, can be obtained by inserting Eqs. (6.19) and (6.63)
into Eq. (6.98) [3] to obtain*

P(r,<A) Vor 1

- 1 o
Hr.,=A)= nr.=A) " BV R [exp (R?) - 1] (6.99)

where

A
V202

The function of Eq. (6.99) is plotted in Fig. 6.7.
The average duration of fades for magnetic-field components, r;, can
be obtained by inserting Egs. (6.40) and (6.75) into Eq. (6.98), to obtain

_ P, <A)
=A== 4)

Ve 1 1 [ (2R» -1] (6.100)
= —F —[ex - .
BV v 2 —cos 20 B P

R:

Similarly,*

P(r,, <A)

n(ry,,=A)

Ve 1 1
" BV Vaicos2a B

Uy, =A) =

[exp 2R%» - 1] (6.101)

* These equations first appeared in the literature in 1967. See Ref. 3.
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Hx{a =0°)

The electric field

{ L | | R |

20

]
~15 -10 -5 o} 5 10
Signal level, dB, with respect to rms value

Figure 6.7 Average duration of fades for E,, H,, and H,
mobile-radio signals [3].

[e]

Signal strength, dB

Figure E6.3.1

IRERRBA

where

A
V20?2

R:

Equations (6.100) and (6.101) for o. = 0 are plotted in Fig. 6.7.

(6.102)

Example 6.3 To estimate the average duration of fades from the raw signal data
shown in Fig. £6.3.1, it is first necessary to find the average signal level, using
the method described in Example 6.1. For this example, the number of signal
level crossings is 55 in a 4-h period, referenced to the —5-dB level. The —5-dB level
was chosen because it is relatively easy to count the number of upward or down-
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ward crossings by observation and still obtain a sufficient number of crossings to
meet the requirements of statistical analysis.

Assuming that the signal data are Rayleigh-fading, then Egs. (6.65) and (6.99)
can be applied to obtain the following expressions:

n=AR exp (-R? = % =0.0038 s (E6.3.1)
p— [exp (R?) - 1] (E6.3.2)
AR
where
20logR=-5dB or R=10°% (E6.3.3)

Substituting Eq. (E6.3.3) into Eq. (E6.3.1) gives the following:
A =0.00922

and by substituting the value of A into Eq. (E6.3.2), the following is obtained:

[exp (R?) - 1] (E6.3.4)

_ 1
t = 0.00922R

The function of Eq. (E6.3.4) is plotted in Fig. E6.3.2 and ¢t = 71.7 s at R = -5 dB.
If the operating frequency is given as 30 MHz, then the vehicle speed can be

found as:
1%
=A
Van
V2
or V= BEA:3.68><10’2m/s

6.6 Envelope Correlation of the Mobile
Received Signal Based on Time Separation

The correlation function R(r,, r,) obtained at the mobile-receiver loca-
tion is different from that obtained at the base-station location and
therefore must be described separately.

The E field can be expressed:

E.=X®) +jY®) (6.103)
where
@) = VX2t) + Y2t) = VX +Y? (6.104)
and
ro) = VXXt +1) + Y2t +1) = VX3 + Y3 (6.105)
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Figure E6.3.2 Estimate of the average duration of fades.

Assuming that the signal envelope received by a mobile unit is a
Rayleigh-distributed random variable r and the signal phase y is uni-
formly distributed, then the joint probability distribution p(r, s, W1, Wo)
can be found, where the values of r and y are at times ¢ and ¢ + 1 [6]. The
envelope correlation function R(t) can be obtained from the following
equation:

R(T) = f rlrgp(rl, ro, Y1, \Vz) drl dr2 d\[fl d\ug (6106)

0o

Since Eq. (6.106) is very difficult to solve and involves two complete
elliptic integrals [7], a very close approximation can be derived from
Booker, Ratcliff, and Shinn [8], as follows. If two random signals r; and
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ry, as indicated in Eqgs. (6.104) and (6.105), are present, then the nor-
malized correlation function is

_ BIXX) + (BX.Y,)?

pA(T) (E1X3)? (6.107)
provided
EIXZ] =E[Y2] } 14
EIX,|=ElY,]=0f 77

For an E field signal, E[X,X;] can be derived from Eq. (6.11) with dif-
ferent subscripts [9]:
E[X:X;] = NE[cos {BV7 cos (¢, — a}]
= NJy(BVr) = Np(1) (6.108)

and E[X,Y;] can be derived from Egs. (6.11) and (6.12) with different
subscripts:

E[X,Y,] = NE[sin {BV7 cos (¢; —a)}]] =0 (6.109)

Also, where E[X?%] = N is obtained from Eq. (6.14), by substituting Egs.
(6.108) and (6.109) into Eq. (6.107), the correlation coefficient is

p(1) =J3(BV7) (6.110)

The functions for Eqs. (6.108) and (6.110) are plotted in Fig. 6.8. Since
the relation between R,(1) and p,(1) is

R(1v) - (Elr])?

PO =5 0 EIr)?

(6.111)

08 p = o (BVT)

06 2
p =dp (BVT)

r

04

0.2

Normalized autocovoriance

'

o

N
T

- |
045 55

1 | |
10 15 2.0
Figure 6.8 Linear and envelope correlations of a
mobile received signal.
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and from Eqs. (6.21) and (6.20)

V2N

R,(0)=E[r{l =2N

Vi
Evl="3

then the correlation function can be expressed:
R.(v) = (E[r]?* + {R.(0) - (E[r])*}p,(1) (6.112)

In order to calculate the unit total power, it is first necessary to apply
Eq. (6.112) to obtain the following:

Rr(T) _ £ _ E _ E _ E 9
R0~ 4 + <1 4)pr(r) =4t (1 4>J0(BVT) (6.113)

Example 6.4 The autocorrelation coefficient with a time delay 1 obtained from
the envelope of an E field signal is:

pr(0) =J3(BVT) (E6.4.1)

This can also be considered a cross-correlation of two signals r; and r, which have
been received by two antennas separately mounted on top of the mobile vehicle,
as shown in Fig. E6.4. Under these conditions, Eq. (6.4.1) becomes:

Prr(d) = J5(Bd) (E6.4.2)

Find the distance d; between the two colocated mobile antennas such that the
two received signals are uncorrelated, or such that

J¥Bd) =0 (E6.4.3)

solution When the two received signals from the dual mobile antennas are
uncorrelated, the distance d; between the two antennas is

Prin(d) = J¥Bd) = 0 (E6.4.4)

The value of Bd = 2.4 can be obtained from the Bessel function tables in pub-
lished reference books, and the value of d, can be calculated as follows:

2.4
d,= 241 =0.38\ (E6.4.5)
2n

Also, the value of d; = 0.38\ can be obtained by reference to Fig. 6.8.

e

. I

Figure E6.4 Mobile with dual
mounted antennas.
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6.7 Envelope Correlation of the Mobile
Received Signal Based on Time
and Space Separation [11]

Envelope correlation of mobile received signals based on time and
space separation is a useful parameter in analyzing mobile-radio prob-
lems. If a signal consisting of multipath vertically polarized waves is
received by an M-type space-diversity antenna array and an M-branch
combining mobile receiver, then the received signal at time ¢, the sum
of the individual signal amplitudes from the M individual antenna
branches, can be expressed:

&ty dy, ds, ds, . .., dy) =11t dy) + 1oty do) + - - - + iyt dy)

M
= > rat;d.) (6.114)
After time ¢,, the signal becomes:
M
82(t2; dl,a d2’7 d3,> s d](l) = Z T'm (tZa dr:m) (6-115)
m=1

The correlation of € with both time and space separation is:
Rt {d,, — d.}) = (e:8)

where {d,, — d,} represents a set of spacings between different
space separations d,, and d;, where both m and n are values from
1 to M.

The normalized correlation function can then be derived, as follows:

. N 2
0% 1dy, — do)) = 2@ {dmczdn” me (6.116)

where
me = (&1(0;dy, ds, . . ., du))
G% = <8%(0, dl, dz, ey dM)> — m%

In the case where all values of d,, are fixed and d,, = md and where d is
the spacing between adjacent elements, then d,, — d;, = (m — n)d, and
the normalized correlation is:

R(t|{(m - n)d}) - m?

pe (T {m — n)d}) = o2

(6.117)

For a linear M-element array [10], p, becomes:
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pe (t[{(m —n)d})

_ Mpy + (M — 1)(p1a+ par) + M — 2)(p13+ps) + - - - + P + P
Mp%i+ (M — D)(ply+ p3) + (M = 2)(phs + pS) + - - - + plur + Pin

(6.118)

where
Pmn = Pmn(T§ (m - n)d) and pgm = Pmn(O; (m —n)d)

and

Pun(T; (m — n)d) = JEABV (VT)? + (m — n)%d? — 2(m — n)Vad cos o] (6.119)

The value of E[X,,X,] can be inserted into Eq. (6.107), since it is known
that E[X,,Y,] = 0. The parameter V is the speed of the mobile unit, and o
is the direction of travel, as shown in Fig. 6.9(a). The normalized correla-
tion for Eq. (6.118) is shown in Fig. 6.9(b), for values of o= 0 and o = 90°.
Note that the correlation function drops faster for o= 90° than it does for
o=0[11].

6.8 Envelope Correlation of the Mobile
Received Signal Based on Frequency
and Time Separation

Time-delay spread and coherence bandwidth were discussed briefly in
Chap. 1, Secs. 1.5 and 1.6. Both of these terms can be predicted from
the envelope correlation of a mobile received signal, on the basis of fre-
quency separation. For this discussion, a model which is more general
than the model expressed in Eq. (6.8) can be used.

Assuming that the ith wave arrives at angle ¢; with a delay time T},
then the sum of N waves becomes

E,=> a;expjlot+BVtcos (9, — o) - oT}] G(¢)  (6.120)

Where G(¢;) is the horizontal pattern of the antenna, and the variable
¢ is uniformly distributed, p(¢;) = 1/2%. The delay time T can be approx-
imated by an exponential distribution [12-16]:

p(T) = % T 6.121)

where A is the time-delay spread.
The correlation of r = |E,|, based on a frequency separation of Aw
and a time separation of T =#; — #,, can be expressed:
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Figure 6.9 Normalized autocorrelation functions for a four-branch diversity
receiver: (a) for a mobile receiver moving at o = 0; (b) for a mobile receiver
moving at o = 90°.

R, (Aw, 1) = (r1(on, t)rs(w,, ts))

= f ) rirop(ry, o) dry drsy (6.122)

0

where

p(rl, ry) = j J’ p(rl, Ty, 01, 62) dO; d6,
0 0
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By following the same steps of derivation shown in Egs. (6.103)
through (6.110), the following hold true:

EXXJ)=N| | cos (BVt cos o, - AwT) G(0)p(0) p(T) do, dT

Jo(BV1)
=N —F—— = 6.123
V1+ (Aw)*A? ( )
EX,Y,]=0 (6.124)
ExA=N| [ Gop@ip(T) do,dT (6.125)

where A®w = ®; — 0, and p(T') is as shown in Eq. (6.121). Substituting
Egs. (6.123) through (6.125) into Eq. (6.107) shows that the envelope
correlation on frequency and time separation is:

J3PBVT)

m (6.126)

pAw, T) =

The function of Eq. (6.126) is plotted in Fig. 6.10 for different time
separations, where f,, = V/A is the maximum fading frequency. For 1 set
to 0 (no time separation), the coherence bandwidth B, associated with
a particular Aw, (Aw), = 2nB,, can be found from two different criteria

(17, 18]:

1
pAB; 0)=0.5 or pAB,, 0) = P 0.3678 (6.127)

£ (B, T)

[ L | | 1 1 1 l { i |
0204 06 0810 12 14 16 18 20 22 24 26 28 30
(Aw) O

Figure 6.10 Plot of envelope correlation coefficient vs. the product
of frequency separation Am = w, — ®; and time-delay spread A.
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The first criterion is chosen for use in this book. By substituting the
first criterion into Eq. (6.126), B, is obtained as follows:

(Aw). 1
BC = = -
21 2TA

(6.128)

For example, a time delay of 0.25 us requires a coherence bandwidth B,
of 0.636 MHz. Another definition of coherence bandwidth may be
derived from the phase correlation based on frequency separation, dis-
cussed in Chap. 7.

6.9 Envelope Correlation of the
Base-Station Received Signal Based
on Space Separation [19]

At the base station, the signal from the mobile unit is usually confined
to a small angular sector, as shown in Fig. 6.11. It can be assumed that
the ith incoming wave is incident at an angle o with a probability den-
sity expressed in the form:

T

_Q s
p(0) = - [cos™ (¢; — o) + U1 2

+ag@sg+a (6.129)
where o = {(;), n is an even integer, and U is a value smaller than unity
and can therefore be treated as a noiselike background signal associ-
ated with the major incoming signal. To simplify the model, let U =0 in
the following calculation. @ is a constant that can be found by substi-
tuting Eq. (6.129) into the following equation:

Mobile radio
transmitter

Base station

Figure 6.11 Model of base-station
received signal.
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[©7 popdo=1 (6.130)

For any value of n, the incoming wave beamwidth BW can be repre-
sented by cos” x. See Ref. 19. For n = 103, the 3-dB BW = 3°. If Eq. (6.129)
is known, then Egs. (6.108) and (6.109) can be solved:

E[X . X,] = NE[cos {BV7 cos (¢; — a)}] (6.131)
and
E[X,Y,] = NE[sin {BV7 cos (¢; — a)}] (6.132)

Then by substituting Eqgs. (6.131) and (6.132) into Eq. (6.107), and
knowing E[X?] = N, the correlation coefficient of two base-station signal
envelopes can be obtained. The cross-correlation of the envelope of two
signals r; and r, received from two antennas can be expressed as:

p(1) = (E[cos {BV7 cos (¢; — a)}])? + (E[sin {BV7 cos (¢; — o)}])* (6.133)
Where

2+ o

Eifol =] floop(e) do

/2 + o

=— £(0,) cos™ (o; — o) do; (6.134)

T —/2 + o

Eq. (6.133) can be calculated numerically [19], as shown in Fig. 6.12.
The correlation coefficient versus antenna spacing for different angles
o with the beamwidth of the incoming signal equal to 0.4° is shown in
Fig. 6.12(a). The correlation coefficient versus antenna spacing for dif-
ferent angles o with the beamwidth of the incoming signal equal to 3°
is shown in Fig. 6.12(b). The theoretical and experimental correlations
versus antenna spacing for the broadside propagation case are shown
in Fig. 6.10(c). At this particular experimental setup, the data match to
the BW = 0.5° curve (or n = 3 x 10%).

The radius of effective scatterers
surrounding the mobile unit

The radius r to the scatterers surrounding the mobile unit is defined
for the idealized model shown in Fig. 6.11 as

r_RxBW
T2
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Figure 6.12 Cross-correlation of signal envelopes from two base-station antennas:
(a) correlation coefficient vs. antenna spacing for different angles a with BW of
incoming signal equal to 0.4°; (b) correlation coefficient vs. antenna spacing for dif-
ferent angles o with BW of incoming signal equal to 3°; (¢) theoretical and experi-
mental correlations vs. antenna spacing for the broadside propagation case.
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where R is the propagation distance from the transmitter to the
receiver, and BW is the beamwidth of the incoming signal. For exam-
ple, if BW = 0.5° and R = 3 mi, then, r = 69 ft. The value of r gives a
rough idea of how large an area surrounding the mobile unit is effec-
tive for scattering.

6.10 Power-Spectrum Analysis [21]

The power spectrum S, (f) of the signal envelope for an E field signal
can be derived by taking the Fourier transform of Eq. (6.113), as shown
in Eq. (2.98):

S,.(f) = fi R()e? dt = % 8(F) + <1 - g) ¢.(f)  (6.135)

where ¥, (f) is obtained by taking the Fourier transform of the correla-
tion coefficient p, (1), and where d(f) is an impulse; then:

K(V1 - (fif,))
’fo

where f; = 2V/A, and K( ) is the complete elliptic integral. The function
for Eq. (6.136) is plotted in Fig. 6.13. Note that the power density drops
at f=f, (that is, at v = 1), which is twice the maximum Doppler fre-
quency (f = 2f,).

*f)= f T3PV dr = (6.136)

1 |

0.05

{
0.2 04 06 08 10
v (= f/fo )

Figure 6.13 Power spectrum of the signal envelope r..
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Problem Exercises

References

1.  On the basis of the relationship between r and x in Eq. (P6.1.1), express the
Rayleigh variable r; as derived from the uniform random variable x (0 <x < 1)
[20].

r=(-21nx)"2 (P6.1.1)

2. Given two independent random variables x; and x, with a correlation p,
find the two new correlated random variables y; and y..

3. What is the asymptotic form of Eq. (6.19) when level A is much smaller
than the rms value of the signal?

4. Ifthe received signal power is —80 dBm and the fade margin is 12 dB, what
percentage of the received signal is above threshold level?

5. Find the level-crossing rate for the 4-branch signal received by the 4-element
linear array shown in Fig. 6.9, as a function of the direction of the vehicle in
motion [11].

6. Prove Eq. (6.119), the p,,, for a linear multiple-element array.

7. On the basis of the following assumptions, what is the correlation coeffi-
cient p(1) and the separation t for the mobile received signal? Transmission fre-
quency is 850 MHz. Vehicular speed is 40 km/h. Mean signal power is —80 dBm.
Mean signal voltage is —81 dBm. Correlation function R(t) for T separation is
—82 dBm.

8. Given a correlation of p, explain why the physical separation of two co-
located base-station antennas is larger for in-line propagation than for broad-
side propagation.

9. The cpd for a 2-branch signal is a function of the correlation p between the
two branches. Assuming that p = 0.7, find the separation between the two
base-station antennas. Also, find the separation between the two mobile-unit
antennas.

10. What is the level-crossing rate at the rms value of a signal received by a
mobile antenna with a 13° beamwidth traveling at a speed of 30 km/h?

11.  On the basis of Eq. (6.50), find the expectation of G¥(y — 0), (G3(y — )}, in
terms of the signal envelope r,;, that will express p,(¢).

p:(0) =GNy - ) (P6.11.1)
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Chapter

Received-Signal Phase Characteristics

7.1 Random Variables Related
to Mobile-Radio Signals

A signal sy(t) received at the mobile unit can be expressed:
so(t) = m(t)s(2) (7.1)

The long-term-fading factor m(x) is extracted from sy(¢) and the resul-
tant can be expressed:

s(t) = ree/v® (7.2)

where ry(¢) and y(¢) are the envelope and phase terms, respectively. The
characteristics of ry(¢) have been discussed in Chap. 6. The phase and
time derivative of y(¢), () = dy(®)/dt, is the random FM that is
described in this chapter.

Assume that a/(¢) is the jth wave arrival, then s(¢) represents the sum
of all wave arrivals, as has been shown in Eq. (6.10):

N

s => ajt) =X, +jY, (7.3)

j=1
where X; and Y; are as defined in Eqs. (6.11) and (6.12), respectively.
Hence y;(¢) can be defined:

Y
yy(¢) = tan™ i (7.4)

The terms X; and Y, of the signal s(¢) are two independent Gaussian
variables with zero mean and a variance of 62. This means that:

EX\Y:1=0 (7.5)
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and
EX3]1=E[Y{l =o® (7.6)
But when two signals s; = s(¢) and s, = s(¢ + 1), expressed
1) =X, +jY,=reM (7.7)
and so(t) = Xo +jY, = ree/V2 (7.8)

are correlated, then E[X.X;] and E[X,Y;] are not necessarily zero. Con-
sequently, it is first necessary to find the covariance matrix for these
random variables, and then the characteristics of y(¢) and \(¢) can be
introduced.

Finding the covariance of random variables

Since the ergodic process is always applied to random variables in the
mobile-radio environment, then Eq. (2.80) can also be used here:

Elsis3] = R(1) = lTl_I)E % f; s@®)s*(t —v) dt (7.9)

From Eq. (7.9), the following expressions are obtained:

RC(T) = E[XIXQ] = E[Yle]
1
~lim o j XXt - dt (7.10)
R,(t) = E[X Y] =-E[Y.X}]
1
~lim 5 LX(t)Y(t—r) dt (7.11)

Equations (7.10) and (7.11) have been used in Chap. 6 for calculating
the covariances of random variables. Also E[s;s%] can be expressed as in
Eq. (2.99):

Elsisfl =R = | S(fe’ df (7.12)

where S(f) df is the average power that lies in the frequency range f;
f + df. S(f) is often given in order to specify the spectrum of a given
noise. Since the signals s; and s, shown in Egs. (7.7) and (7.8) contain
four random variables—Xj, Y;, X;, and Y,—then the following expres-
sions of covariances can be derived from Eq. (7.12):

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



Received-Signal Phase Characteristics

Received-Signal Phase Characteristics 243

R.(v) =E[X:X;] = E[Y Y]

=2 [ S(f) cos 2nfrdf (7.13)

R (1) = E[X|Y,] = -E[Y:X)]
=2 [ S(f) sin 2nfrdf (7.14)

Following Rice’s notations [1],
R!(1) = E[X,X,] = E[Y,Y,] = -E[X ,X;] = -E[Y,Y5] (7.15)
R.(1) = E[X,Y,] = E[Y X,] =—-E[X,Y,] = -E[X,Y] (7.16)
R/(1) = -E[X,X,] = -E[Y,Y5] (7.17)
R (v) = E[Y,X,] = -E[X,Y3] (7.18)

When t =0, the moments can be found from these correlation functions:
fm

bo=ny [ S(pFdf (7.19)
—fm

Thus,
by = E[X?] =E[Y?] =R.(0) = ¢
E[X.Y] =R.(0)=0
EIXX]=E[Y,Y]=R(0)=0 (7.20)
b, = E[X;Y}] = -E[X,Y}] = R.,(0)
by =E[X?] = E[Y?] =-R/(0)
EIXY]=-R;(0)=0
~ (-1)"*R™(0) n even (7.21)
(-1)"*32R™W(0)  n odd (7.22)

n

Power spectra of a signal s(t)

E[s;s3] can also be obtained from S(f) in Eq. (7.12). Sometimes it is
much easier to calculate E[s;s3] by using S(f) than by time-averaging
from Eq. (7.9) as described in Chap. 6. Therefore, the expression of S(f)
must be determined.
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Assume that all waves are traveling in the horizontal plane and that
the antenna is pointing in a horizontal direction with an azimuthal
antenna beam angle of y. The power contributed to the the received sig-
nal by waves arriving in the horizontal plane within the angle d¢ is the
power arriving in that angular interval that would normally be
received by an isotropic antenna of the same polarization:

S«(9) do = Ap(0)G*(o — ) do (7.23)

where A is a constant that will be defined later on, p(¢) is the angular
distribution of wave arrival, and G(¢ — vy) is the antenna pattern. The
power spectral density S,(f) is [2]

_ S ()%
S{(f) = SS(¢)‘ df (7.24)
and from Eq. (1.17), the Doppler frequency (denoted by f) is
\%4
f= o cos O =/ cos ¢ (7.25)

where ¢ is the angle of wave arrival with respect to the direction of
vehicle travel and f;, is the maximum Doppler shift frequency. Then, by
taking the derivative of Eq. (7.25), the following is obtained:

do = —[fm [1- (fiﬂl df (7.26)

Substituting Eq. (7.26) into Eq. (7.24) and combining the two angles *¢
gives the Doppler shift £, and the power spectral density S,(f) of s(¢) is

Sy(9) + Su(=9)

S(f) = (7.27)
fn V1= (fifn)?
where
o= cos™ fi 0<o<m (7.28)

The power spectral density Sx(f) of the real part of s(¢) can be easily
obtained:

Sx(0) + Sx(-0)
Sy(f) = XL T E2X0 77 (7.29)
X(f fm v 1_(ﬂfm)2
where
Sx(¢) do = p(®)G*d —v) do (7.30)
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and, to satisfy Eq. (7.23),
A=1 (7.31)

The power spectral density expressed in Eq. (7.29) is that of the real
part X of signal s(¢). The power spectral density Sy(f) of the imaginary
part Y of signal s(¢) then becomes

SY(f) =Sx(f) (7.32)

On the basis of the preceding calculations, the average power S(f) can
be rewritten:

S(f)=8y(f) =Sx(f)

_ P@)G*0 - ) +p(-9)G* ¢ — )
FuNT= (7
o -7
- % [p(0) + p(-0) (7.33)

In most instances where the antenna patterns G(¢ — y) are symmetri-
cal around v, the following relationship holds true:

G o-7=G(-p-) (7.34)

The average power relationships expressed in Eq. (7.33) are used
repeatedly in subsequent discussions.

The following examples are based on the assumption that all angles
of incident waves are uniformly distributed:

1
p(0) =p(=9) = on (7.35)

1. Vertical monopole, GX¢ — v) = %:

3
S(f=——
P
S(f) = 8Sxf) = Sy(f) ="%S(f) (7.36)

2. Vertical loop in a plane perpendicular to vehicle motion, y = 90° in
Fig. 6.5:

G*(0-v) =%cos®(0-7) (7.37)
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Then

— 3 \/Ff2 _ £2
S(f) = onf? fo—1 (7.38)

3. Vertical loop in plane of vertical motion, Y= 0, as shown in Fig. 6.5:

GXo—y)=%cos®(d—7) (7.39)
Then
32
S(f)=—"T"—— (7.40)
P VT

Equations (7.36), (7.38), and (7.40) are plotted in Fig. 7.1 [2].
The covariance E[s;s%] can be obtained by Eq. (7.12), and the aver-
age power is

Els,;s™] = R(0) = 2 f S(p) df (7.41)

G (p-r)=2 (r=0)
3
| “Ym
- |
ra 0 Wt
$=180° $:90° $=0°
(a)
s(t) 3
L ”
£S5 H v I 62 (=) F s (r=07)
T fm [0} fm f
$=180° $:90° $=0°
(b)
E, " Tsm Y
i 3 °
Hy C?@’V . 6% (p-y)=Fcos? ¢ (r=0)
- 0 ot

$:180° $:00° ¢=0°
(©

Figure 7.1 Power spectral density functions for different field components.
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Example 7.1 Mobile reception of vertically polarized FM transmissions is
affected by the power spectral density, the angular distribution of wave arrival,
and various random FM variables that affect correlation-coefficient responses.
Other factors, such as carrier frequency and vehicular speed, must be taken into
consideration, since they too can have an adverse affect on reception. Doppler
effects and click noise are typical symptoms of poor FM reception in the mobile-
radio environment.

Assuming that the vertically polarized antenna beam is directed along the path
of a vehicle in motion (y= 0) where

G for—gsq)sg and 1t—2S<|)STc+2
GX¢) = 2 2 2 2 ®71D

0 otherwise

and assuming that the angular distribution of wave arrival is uniformly distrib-
uted:

1
p(®) = on (E7.1.2)

then what is the range of the multipath frequency?

Figure E7.1.1 illustrates the direction of the vehicle in motion with respect to the
angular arrival of the vertically polarized wave. Figure E7.1.2 illustrates the pa-
rameters for determining the range of the multipath frequency, where f; <f,; < fs.

Wave 2 B £ ant Wave 3
~ eom of antenna . —
V—e>
Wave 1 o/2
- \/ -®/2
-——
/‘ Wave 4
Vehicle

Figure E7.1.1 Model for analysis, Example 7.1.

-fm —fmcos > fmcos % fm

Figure E7.1.2 Parameters for determining mul-
tipath frequency range.
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solution From Eq. (7.25), the Doppler frequency fis:
\%4
fzxcosq):fmcosq) 0<o<m (E7.1.3)
Therefore, based on the parameters of Fig. E7.1.1, the range of the multipath

Doppler frequency can be determined as follows:

1. When an incoming wave arrives from an angle of 0 (see wave 1 in Fig.

E7.1.1),
\%4 \%4
f=fn=77cos0=-- (E7.1.4)
2. When an incoming wave arrives from ®/2,
(0]
f=fncos 5 (E7.1.5)

3. When an incoming wave arrives from 180° — ®/2,

(O] (0]
f=1mcos (n - 5) =—f,, cos 5 (E7.1.6)

4. When an incoming wave arrives from 180°,
f=fncosT=—f, (E7.1.7)

5. Hence, the range of the Doppler frequency is

i < fa <~ cos %
(E7.1.8)

(0]
+f,, €OS 5 <fi<fm

Covariance matrix

A covariance matrix is always associated with a joint probability den-
sity function. If the given random process is real, the joint probability
density function of N random variables x, in general can be expressed:

1 N N
exp [—m MZ:I Zl | A (o = )6 — mm)}

Py, ..., xn) = (2m)N2 | A | 72 (7.42)

where the set of x,, is defined
{xn} = {Xh Yl: XZ: Y27 L) ’Xm Yn}
and where

m, = Elx,] (7.43)
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The elements of the covariance matrix [A] are:
7»11 7L12 7\'lN
[A] = b (7.44)
7th 7\N2 7‘NN

where

Aom = El(x, — m)x,, — m,,)]
=Ex,x,] - m,Elx,] - m,Elx,] + m,m,,

= E[xnxm] —m,my

| A]nm is the cofactor of the element A, in the determinant |A| of the
covariance matrix. In this case, N = 4 and the mean value of x,, is E[X;] =
ETY;] =0, and the covariance matrix can be expressed:

CEXX] EXY) EXX] EX.Y)
.| B By EYX) ELY)
EXX] EXY)] EXX,) EXY.)
| EV,X\] EIV,Y) EY,X) ELY,Y))
T o 0  RBY R.B
| oo o> -R.B1 R(B 1
“|rRBY -R.BD o 0 (7.45)
| R.(B,t) R.B, 1) 0 o3

where R, (B, 1) is the correlation of X; and X, separated by a frequency
B and a time 7, and where R(B, 1) is the correlation of X; and Y; sepa-
rated by a frequency B and a time 1, and where i #J.

For the case where there is no frequency separation, B = 0, R0, 1) =
R.(1), and R.,(0, 7) = R.(7).

When the matrix elements of Eq. (7.45) have been obtained, then the
cofactors of the covariance matrix can be found and inserted into Eq.
(7.42); thus, the joint probability density function for a given set of ran-
dom variables is acquired.

7.2 Phase-Correlation Characteristics
Phase-correlation characteristics of y({)

There are several characteristics that can be used to describe y(z).
The terms X and Y in Eq. (7.4) are the real and imaginary compo-
nents of the mobile-radio signal s(¢). These two components are Gauss-
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ian relationships, as shown in Eqgs. (7.5) and (7.6). Then, the distribu-
tion of the random process y(¢) can be found from Eq. (2.40):

1
— 0<y<2n

ply) =) 21 (7.46)
0 otherwise

Hence, y is uniformly distributed, as shown in Fig. 7.2.
When there are two phase angles, y; and vy, of the signals s; and s,,
then the distribution of y; and s, assuming the two signals are corre-

lated, is:
(Y, yo) = f J p(r1, 1o, W1, o) dry dry (7.47)
0 0]
where p(ry, re, W1, V) is similar to, but not the same as, the form shown
in Eq. (6.88).
Assuming that

EXi] =E[Yi] =E[Xi] =E[Y}] =c® (7.48)

then p(ry, re, Y1, Yo) can be derived from p(Xi, Y, Xs, Y,), which was
developed in Eq. (7.42) and can be written as follows:

1
4TC2|A | 1/2

1 oM X2+Yi+X2+Y2)
X exp— W —2RC(T)(X1X2 + YIYZ) (749)

—2R.(0)(X,Y; - Y:X5)

p(Xla YlaXQ’ Y2) =

The jacobian transformation based on Eq. (2.49) is

a(Xb Y1> X2> YZ)

Jl| =
71 o(ry, Y1, 2, W)

=TIire (750)

pply)

o ]
a4

[¢] 2

Figure 7.2 Uniform distribution of the
random process p(y).
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It therefore follows that
p(r, Y1, e, Wo) = |J | p(Xy, Y1, X5, Y5)
i 1 o(ri +r3)
W exp \— W —2RC(T)7'17”2 C(?S (\Uz - \|11)
—2R (Driry sin (yp — yy) (7.51)
rl,r2>0and0S\V1,\|!2S2ﬂ:

0 otherwise

Substituting Eq. (7.51) into Eq. (7.47) gives the following [3]:

|A | 12 |:(1 _ Q)I/Z + (TC _ COS_l Q):|
0< <2
Py, wo) = | 4" (1-Q™ Yo V2 =2T 7 59)
0 otherwise
where
R, R, .
Q= 0(;) cos (Y — yy) + Ggr) sin (W, — ) (7.53)

If there is no correlation between s; and s,, then R.(t) and R.(t) are
zero. Thus, @ = 0, from Eq. (7.53), and | A |"?=¢*, from Eq. (7.45). When
these two values are inserted into Eq. (7.52), p(v1, v,) becomes:

1
POy, o) = -5 = p(y)p(ye) (7.54)
which is what is normally expected.

Phase correlation between frequency
and time separation

In expressing the phase correlation between frequency separations A
and time separations T, the phase correlation can be expressed:

RW(A(D, T) = f Y1y p(yy, W) dy; dys (7.55)
0 0

where p(y1, ,) is as shown in Eq. (7.52) and the covariance matrix ele-
ments are obtained from Eq. (7.44), but with @ expressed differently
from Eq. (7.53), as follows:

(Aw, 1)

RCS ) .
cos (Yo — Y1 — ) + — g sin (ye—y1—-¢) (7.56)

Q- RC(A(;), T)
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where
¢ =tan™ (-Aw A) (7.57)
SO, T 1/2
RC(AO), ’C) = ('52 [m] (758)
and R . (Aw,T)=0

can be obtained from Egs. (6.123) through (6.125). The integral of Eq.
(7.55) cannot be carried out exactly, but an approximation can be
shown [4]:

R, (Ao, 1) =" [1 + T(p., &) + 2I'4p,, &) + i Q(pc)} (7.59)

where p, = p.(Am, 1) is the normalized correlation p, = R.(A®, 1)/6%, which
equals \/[;, in Eq. (6.126), expressed as:

1
I'(p., §) = o sin™ (p, cos 0) (7.60)
and
6o 1
Qp) =—5 > (> — Q=1 (7.61)

The function Q(p,) is plotted in Fig. 7.3. Equation (7.59) can be solved
by using the information contained in Fig. 7.3.

1 1 | | 1 1 | 1

o]

o1 0.2 0.3 c4 0.5 0.6 0.7 08 0.9

P =

Figure 7.3 Plot of function Q(p,).
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If it is assumed that p(y) = 1/2xn, then the mean average values of y,
and v, are:

Wo=(wd=n and  (¥h=(wd="T (7.62)

and therefore the correlation coefficient can be expressed

R, — Ely1lE[ys]
Elyil - E*[yi]

py(A®, T) = = % [R,(A®, 1) — %] (7.63)

The function of Eq. (7.63) is plotted in Fig. 7.4.
The coherence bandwidth B, = (Aw)./2r at values of =0 and p,, = 0.5
can be found from the data given in Fig. 7.4, where:

py(B., 0)=0.5 (7.64)
and

1
B,=—— 7.65
4mA ( )

The coherence bandwidth, according to the phase correlation, is one-
half of the envelope correlation value previously shown in Eq. (6.128).

o

O T O I I I
02 04 06 08 10 12 14 16 18 20 22 24 26 28 30

(Aw)A

Figure 7.4 Plot of phase correlation coefficient vs. the product of
frequency separation and time-delay spread.
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7.3 Characteristics of Random FM

Probability distribution of random FM

The term p(7; 7, v, y) has been defined in Eq. (6.61), and therefore the
probability density function (pdf) of a random FM signal \, p(\), can
be derived from p(; 7, W, ) in combination with the following integrals:

mw=£ﬁhﬂﬁﬁfpmhmwnw

2

-3/2
=% <1+%\p2> (7.66)

From Eq. (6.15) and Eq. (6.55), 6 and v? for an E field signal are ex-
pressed:

o’=E[X?]=N (7.67)
2
and Vv2=E[X? =E[Y? = %N
Then,
1 92 L -3/2

The correlation coefficient p(\y) of Eq. (7.68) is plotted in Fig. 7.5(a).
The distribution of random FM can be expressed:

Py <¥)=[ pndy

1 . 2 | \-12
:5{1+%T(1+%‘P> ] (7.69)

By substituting the results of Eq. (7.67) for o and v of an E field signal
into Eq. (7.69), the following is obtained:

! Vo . 2 .\
P(wS‘P)ZE{1+B—V‘P(1+(BV)2‘P) } (7.70)

The response curve for the correlation coefficient for P(\y < ¥) is plotted
in Fig. 7.5(b).

Power spectrum of random FM

The power spectrum of random FM can be obtained from the autocor-
relation function described by Rice [1] and expressed:
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Figure 7.5 (a) Characteristics of
p(y), Eq. (7.68); (b) characteristics
of P(y < ¥), Eq. (7.70).

Ry(v)=EN@y(E -1l

1 Ré(T) 2 Ré’(‘t) RC(T) 2
__5{[&(1)] B [ R®) H In {1 - [RC(O)] } (7.71)

Assume that the angular wave arrival is uniformly distributed, that is,
that p(¢,) = 1/2rn. Then the expression of R.(1) in Eq. (7.71) can be found
from Eq. (6.108) for the case of the E, field. The first and second deriv-
atives, R/(1) and R/(t), can be obtained as follows:

R() EIXX,)

R - By VY (7.72)
R(v) 1 dR(w _ . Ji(BVD)

RO R® dr P gV (7.73)
R() 1 d’RD) _ oo JBVD

R® R@ dv PV { BVAJo(BVY) -1] (7.7

The power spectrum can be expressed as the Fourier transform of R (1)
as follows:

Sy =] i Ry(De?™ d1=2 j "Ry cos ot dr (7.75)

Equation (7.75) can be integrated either approximately or numerically.
Figure 7.6 shows the curve obtained by integrating the autocorrelation
function over three regions in the time domain [2].
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\Ea (7-79)
50 \
3.0~
< 20+
Pre fR=2V
o o R™X
g .
@ 0.5 One-side spectrum
Random FM ﬂ
0.3+
02k :
! 1 1 1
o 1—4 -3 -2 -1 © 1
f
Log (m)

Figure 7.6 Power spectrum of random FM.

For mobile speeds of up to 60 mi/h at UHF channel frequencies, and
with an audio band of from 300 Hz to 3000 Hz, an asymptotic form can
be used as follows [2]:

2 _vi/o*

%,
S“-,(f)zv () -

On the basis of the model shown in Fig. 6.3 and described in Sec. 6.2,
the following E field signal relationships are true:

(7.76)

o’=E[Xj|=E[Y| =E[X3] =E[Y3]=N (7.77)

2
V2 =E[X? =E[Y? = E[X2] = E[Y?Y] =(BTV)N (7.78)

v =E[X,Yy] = - E[X,Y,] = 0
and therefore

BV
2f

Sy(f) = (7.79)

The corresponding baseband output noise due to random FM in an
audio band (W;, W,) is:

BVF W,

B =[Sy df=" In o (7.80)
w1 1

Hence, the average power of the random FM is a function of vehicular
speed V and the audio bandwidth (W, W,).
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In Fig. 7.6, the power spectrum of the random FM drops very drasti-
cally as soon as reaching the frequency

_2v

fmk

Therefore, we can use this criterion to calculate the impact of the ran-
dom FM versus the mobile speed. The criterion of considering the
impact of random FM is

Impact of random FM > f = % (7.81)

The signal will be distorted by the random FM if Eq. (7.81) is met.
When V =0, the random FM disappears. In the data transmission, we
have to transmit the data rate higher than fz. Thus, fz is the lower
limit. For the voice transmission, as long as the random FM does not
exceed 300 Hz, the low-pass filter will filter it out.

Example 7.2 Assuming that the carrier frequency is 850 MHz and the audio
band is 300 to 3000 Hz, what is the average power ratio between two random FM
signals, one received while the mobile unit is traveling at 30 mi/h, and the other

at 15 mi/h?
solution The baseband receiver output noise due to random FM is found from
Eq. (7.80):
(VY. W,
Ny = ) In W, (E7.2.1)

Let V; =30 mi/h and V, = 15 mi/h, where N4y, is due to V; and N4, is due to V.
Then the following expression is valid:

2 2
Ny, Vi _ (&) —4~6dB (E7.2.2)

Ny V2 \15

Therefore, an average power ratio of 6 dB per octave between the two random FM
signals is found when the velocity of the mobile receiver is changing.

Level-crossing rate (LCR) of random FM

In order to obtain the lcr of random FM, it is first necessary to find

p i E oy, = |J|pX X, XYY, V) (7.82)

where 7 and \ are first derivatives and # and \j are second derivatives
with respect to time. From Eq. (7.81) the following expression is
derived:

P = di [ ps g v d
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The ler of the random FM can then be found [1]:

N(\ifz‘i‘)=£d\|;J:dr wal?p(n v, ¥, ) dys

_ Vbulby - bylby + 497
2m(1 + (bo/by) ¥?)

(7.83)

where by, by, and b, are as shown in Eqgs. (7.20) through (7.22).

For the case where the noise is constant, with a value of n across the
frequency band from f— /2 to /' + /2, then the terms by, b,, and b, can
be found by applying Eq. (7.19), as follows:

bo=pn
w*p%b
*B*D

b4: B5 0

By substituting the above values into Eq. (7.83), the following expres-
sion is obtained:

B (1 + 522)1/2

Ny =¥)= 1+ 22 15 (7.84)
where
AR | (7.85)
bg BTC

The function of Eq. (7.84) is plotted in Fig. 7.7, where a peak value is
shown at z=0.8 or at ¥ = 1.45p.

Example 7.3 Assuming a noise bandwidth of 20 kHz, what is the maximum
level-crossing rate for the random FM signal, and what is the reference level at
which the number of crossings are counted?

solution Based on the data plotted in Fig. 7.7, the maximum lcr is:

% =0.322 at W=1.45p (E7.3.1)

or

NW¥)=644x10°s? at W¥=29x10* (E7.3.2)
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Figure 7.7 Level-crossing rate of random FM.

7.4 Click-Noise Characteristics

Click noise

As the mobile unit moves through a mobile-radio field, the received sig-
nal fluctuates in both amplitude r and phase y. In a conventional FM
discriminator, the fluctuations in phase y due to multipath fading gen-
erate noise in the signal. Such noise is called “random FM noise.” The
random FM noise is essentially concentrated at frequencies less than 2
to 3 times the maximum Doppler frequency. Outside this range the
power spectrum falls off at a rate of 1/£ Davis [5] has found that ran-
dom FM noise due to fading can be considered a secondary effect in the
reception of mobile-radio signals.

Another kind of noise, called “click noise,” may be found at the output
of the FM discriminator.

To understand the click-noise phenomenon described by Rice [6], refer
to Fig. 7.8, which shows the signal phasor construction of B = Re/Vx,
Phasor @ = re’¥ represents the fading signal, and phasor 7 = ne/¥» cor-
responds to the additive noise. Since the fading is very slow compared
with the noise, the resultant vector R appears to rotate rapidly about
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Figure 7.8 Signal phasor plot of click-noise charac-
teristics.

point @, and it occasionally sweeps around the origin when r < n, thus
causing Yz to increase or decrease by 2n. Figure 7.9 shows the mecha-
nism by which such excursions produce impulses in .

The resultant impulses have different amplitudes, depending on how
close P comes to the origin, but all impulses have areas approximately
equal to =2n rad. When the waveform shown in Fig. 7.9(b) is applied to
a low-pass filter, corresponding but wider impulses are excited in the
output and are heard as clicks. Such clicks are produced only when yz
changes by =2n. When r > n, the point P, in Fig. 7.8, leaves the region
@, cuts across the segment OQ close to the line OX, and then returns to
the region @. As yx rapidly changes by approximately *n during the
sweep past line OX, the resulting pulse z has little low-frequency con-
tent and therefore produces only a small excursion, which is different
from the condition of r < n. In essence, click noise is closely associated
with the threshold behavior of the FM discriminator when it is
responding to multipath fading.

Pp(t)

(b)

Figure 7.9 Waveforms for phasor function, showing
click noise.
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Above the threshold, it can be assumed that the fading signal is
much larger than the additive noise, so that most of the time n <<r. The
vector R is rotating rapidly around the point @ most of the time. Occa-
sionally, the vector R (or point P) may encircle the origin and generate
clicks; however, the potential for generating clicks becomes less as the
amplitude of r increases. The vector R, rotating rapidly about the point
@ but never encircling the origin, provides a term Vs, such that the total
' can be written:

Ve =V, +2n(Z, - Z.) (7.86)

where the term 2n(Z, — Z_) represents an additional factor necessary to
account for the positive and negative clicks in the time interval T that
are present at, above, and below threshold. The terms Z, and Z_ are the
sums of positive and negative impulses, respectively, that occur at ran-
dom times and are assumed to be independent of one another. They are
regarded as Poisson processes associated with average click rates. The
average positive click rate can be expressed:

Z,
N,= T (7.87)

and the average negative click rate can be expressed as:

N_= T (7.88)

Furthermore, the click rates are also assumed to be independent of V..
When the conditions for the generation of a click occur, i.e., when

n>r

(7.89)

and T<VY, <T+Ay

the average click rate can be expressed [7]:

N, =N_
1 ! h - - H . .
= T L dt L p(r)dr [ dn L V. p(n, v, =7, \r,) dV, (7.90)
where

p(n’ Y \i]n,) = fw p(n’, fl’ WY, \pn) dﬂ (791)

Note that Eq. (7.90) is similar to Eq. (2.72), the expression for the level-
crossing rate. To solve Eq. (7.91), it is first necessary to obtain a value
for p(n, 1, ,, ).
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Procedure for obtaining p(n, n, yv,, )

Average click rate

The noise phasor as shown in Fig. 7.8 can be expressed:
A=nen=X,+jY, (7.92)

Since X, and Y, are Gaussian noise terms, the joint probability density
function of X, and Y, and their derivatives p(X,, Y,, X,, Y,) can be
found by transforming the variables p(n, n, y,, ,) as follows:

p(n, 1, W, ) = || p(X,, Yy X, Vi) (7.93)

The term p(n, i, y,, ) of Eq. (7.93) can be found from Eq. (6.61) with
o2 and v2 specified for the noise terms instead of the fading signal and
can be written:

o,=E[X;]=E[Y}] (7.94)
and
v?=E[X? =E[Y?] (7.95)

Therefore, p(n, y,, ) can be obtained by inserting Eq. (7.93) into Eq.
(7.91):

n exp (—n%2c?) €xXp (-yi/2v7)

2 2

7.96
2nc; 2nv; ( )

o, Y, ) =
In actual practice, the Rayleigh-fading distribution is truncated at
some point, because when the output receiver noise exceeds some prede-
termined value, the circuit will be either cut off or switched to a better
path. Assuming that a minimum level of r, is set, based on the receiver
noise, when the signal envelope r(¢) is held above the minimum level r,
no switching will occur. The probability density function of r therefore
follows a truncated Rayleigh curve density as shown in Fig. 7.10:

() = (1= e™32)8(r — rg) + é e (r — o) (7.97)

where d(r — ry) is an impulse function and u(r — ry) is a unit-step func-
tion. The term 62 is the variance of r.
Substituting Eq. (7.96) and Eq. (7.97) into Eq. (7.90) gives the fol-

lowing:
8n(c%o?) V2 \o o,

+ E <ﬁ>(£>e(1/2)(r0/0)2(c/cn)2} (7.98)

n\o/\o,

=

1l

=

1l
Q|5

I o
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Rayleigh

plr)

9] Y F—

Figure 7.10 Plot of a truncated Rayleigh
curve at ry.

where erfc ( ) is the complementary error function. Equation (7.98)
involves 6%c2%, which represents the carrier-to-noise ratio (cnr), defined:

2
cnr = % (7.99)

The relationship of Eq. (7.98) is plotted in Fig. 7.11 for specific values
of ry/o.

7.5 Simulation Models

Many radio-propagation models have been proposed that can be used
to predict the amplitude and phase of radio signals propagated within
a mobile-radio environment [8.20]. These models can be classified into
two general categories. The first category deals only with multipath-
fading phenomena, whereas the second category deals with both
multipath- and selective-fading phenomena. The following paragraphs
describe some of the features associated with these two general cate-
gories of simulation models.

Rayleigh multipath fading simulator

(A) Hardware simulator. Based on analyses of the statistical nature of a
mobile fading signal and its effects on envelope and phase, a fading
simulator can be configured either from hardware or a combination of
hardware and software. Figure 7.12 shows a simple hardware configu-
ration for a Rayleigh multipath fading simulator that consists of two
independent Gaussian noise generators (GNG), two variable low-pass
filters (VLPF), and two balanced mixers (BM). The cutoff frequency of
the low-pass filter is selected on the basis of the frequency f, and the
assumed average speed of the mobile vehicle V. The output of the sim-
ulator represents the envelope and phase of a Rayleigh-fading signal.
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Figure 7.11 Plot of average positive click rate N,.

The mathematical expression is as follows. The two noise sources
after passing their corresponding VLPF (variable low-pass filter) are
expressed in Eqs. (1.46) and (1.47) of Chap. 1 as:

M2

n(t)= > A, cos (2nk Aft +6;) (7.100)
k=-M/2
M/2
n(t)= > A, sin (2nk Aft +6;) (7.101)
k=-M/2

when the bandwidth B is determined by the fading frequency f, as
B=f,=M - Af (7.102)
and the fading frequency f; in the simulator is determined by

Vv
fo= x (7.103)
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Figure 7.12 Hardware configuration of a Rayleigh multipath-
fading simulator.

The output signal y(¢) after the adder is
y(t) = n, cos Wt + n, sin Wyt (7.104)

The amplitude A,(¢) and phase ,(¢) are expressed in Eq. (1.48) as

At) = [nX(t) + n(1)] V2 (7.105)
wi(#) = tan™ 28 (7.106)

Aft) is the Rayleigh amplitude, the characteristics of which are
expressed in Secs. 6.3—6.5, and y(¢) is the random phase expressed in
Sec. 7.2. y(t) is the random FM expressed in Sec. 7.3, which can be
obtained by taking the derivative of Eq. (7.106).

(B) Software simulator. In a software-configured simulator [10], the
model described in Sec. 6.2 is based upon, and Eqgs. (6.10) through
(6.13) are used to simulate, a Rayleigh-fading signal. In both Eg. (6.11)
and Eq. (6.12), there are N Gaussian random variables for R; and S..
Each of them has zero mean and variance one. Since a uniform angu-
lar distribution is assumed for N incoming waves, we let ¢, = 2n i/N. To
simplify the simulator model, the direction o of the moving vehicle can
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be set to oo = 0° without loss generosity, then the parameter &; of the ith
incoming wave is

& =BVt cos ¢, (7.107)

We have found that summing six or more incoming waves will perform
a Rayleigh fading signal. We use nine evenly angular distributed
waves, each of them is separated by 40° from the next wave arrival.

omi
o="g- i=19 (7.108)

Let the parameter ¢ in Eq. (7.107) be
t=Fk- At (7.109)

and At is the sample interval that can be set as small as 10 sampling
points in every wavelength.
A

V-At=— 11
¢ 10 (7.110)

Now Eq. (6.11) and Eq. (6.12) become

N=9

2 2
X, = Z [Ri cos (k 1—3 cos (bi) + S, sin (k 1—g cos ¢iﬂ (7.111)

i=1

N=9

2 2
Yi=> [Si oS (k l_g cos (]),—) — R, sin (k 1—7(; cos ¢,ﬂ (7.112)

i=1
The kth sample point of a Rayleigh envelope is:
re={X7 + Yi}” (7.113)

Equation (7.113) is the simulated Rayleigh fading signal plotted in
Fig. 7.13 as the increment number % started from one. For our demon-
stration, a frequency of 850 MHz, the wavelength of which is 0.353 m,
is given, and the sampling interval is A/10 = 0.0353 cm. Each second
will have m samples depending on the velocity of the mobile unit. The
following table lists the mobile speeds that correspond to the number
of samples per second.

# of samples/sec

V (km/h) V(Ms) (m)
25 19.6 196

50 39.3 393

75 59 590
100 78.7 787
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Figure 7.13 A simulated fading signal generated as if the mobile unit
is moving with a speed V.

For any different mobile speed, the Rayleigh fading curve shown in Fig.
7.13 remains unchanged. Only the number of samples on the x-axis is
rescaled according to the different mobile speed conditions indicated
above.

The application of the software fading simulator (fader) [19] is
described as follows. Since the random FM generally does not have an
impact on the received signal, only the Rayleigh fading is considered.
The modulated signal at the baseband is first digitized at its data rate
R, and then sent through the software fading simulator. For those data
bits N; above the threshold level of the simulator (fader), no errors
occur. Those data bits N, below the threshold will cause the errors
depending on the states M of the modulation (M = 2). The error prob-
ability for each bit is

M-1
M

Assume that the total number of bits is V; if so, the BER (bit error rate)
can be obtained by

M-1
BER = e N2< M ) (7.114)
= N )

The speed of the vehicle should not have an impact on the BER (see
Sec. 16.14). We may verify this statement by using this simulator. The
simulator also can evaluate the WER (word error rate) or FER (frame
error rate) by grouping a sequence of bits called a frame or word. If
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FEC (forward error correction) can correct 2 errors in a frame, then the
frame has no error unless 3 or more errors occur. The simple signal
process can generate the FER through this software fader very easily.
Other similar software configuration simulations are shown by
Smith [20] and Arredondo [21]. The main advantage in a software-
configured simulator is the ability to quickly change the operational
parameters by merely making changes in the software program.

Multipath- and selective-fading simulator

s{t)

A simulator of multipath and selective fading can also be configured
either from hardware or a combination of hardware and software. The
hardware version uses an arrangement of components similar to those
shown in Fig. 7.12; the components are duplicated several times, and a
delay line is added to each assembly [22]. The number of assemblies
and delay lines is determined by the kind of environment that is being
studied. The several delayed output signals from the Rayleigh-fading
simulators are summed together to form a multipath- and selective-
fading signal.

The software version [13, 17] is based on a model developed by Turin
[17], in which the mobile-radio channel is represented as a linear filter
with a complex-valued impulse response expressed:

W)= ad(t - t)e (7.101)

where 8(¢ — t;) is the delta function at time ¢, and vy, and a;, are the
phase and amplitude, respectively, of the kth wave arrival. The terms
ax, Vi, and ¢, are all random variables. During transmission of a radio
signal s(¢), the channel response convolves s(¢) with A(¢). Figure 7.14
shows the mathematical simulation generated by the software for this

n(t)
Lineor filter

a1y,

hit}| aovo l Ovs ]0 v ds¥s so(t)
1 4Y¥Y4 T >

Pt

to t 1o ts ts g

t

Figure 7.14 Mathematical model for multipath- and selective-
fading simulation.
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model [14]. The simulator enables evaluation of mobile-radio system
performance without the need for actual road testing, since it simu-
lates the propagation medium for mobile-radio transmissions.

Problem Exercises

References

1. A mobile unit is traveling at a speed of 40 km/h while receiving a mobile-
radio transmission at a frequency of 850 MHz. Assuming that the time-delay
spread for the medium is 0.5 us, what is the correlation coefficient for a fre-
quency change from 850 MHz to 850.1 MHz in a time interval of 0.1 s?

2. [Ifthe time-delay spread is measured and found to be 3 us and the required
phase correlation coefficient is 0.5, what is the coherent bandwidth for a time
delay of T=0?

3. Which parameter has the greater effect on a random FM signal, velocity, or
audio band? If the upper limit of the audio band is increased from 10 to 20
times over the lower limit, how much of a reduction in vehicle speed is required
to maintain the same random FM level?

4. Inreceiving a mobile-radio transmission at 850 MHz, a Doppler frequency
of 20 to 60 Hz is observed. What is the beamwidth of the mobile antenna, and
how fast is the mobile unit traveling?

5. Prove that the power spectrum of click noise when the frequency is small
compared with the reciprocal of pulse duration is 87V, + N_).

6. Give the proof for Eq. (7.52).

7. Let R.(1) = NJy(BV7). On the basis of Egs. (7.20) through (7.22), derive the
values for terms by, b,, and b,, and insert these values into Eq. (7.83). What is
the resultant level-crossing rate (lcr)?
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Chapter

Modulation Technology

8.1 System Application

Chapters 6 and 7 presented studies of the characteristics of fading
based on envelope and phase. In this chapter, modulation schemes that
can be used to counter the effects of multipath fading and time-delay
spread in mobile-radio communication are discussed. In amplitude-
modulated (AM) signaling, the information is contained in the envelope.
During severe multipath fading, most of the amplitude information
may be wiped out. One possible solution is to use a type of angle modu-
lation. In FM signaling the noise or interference amplitude increases
linearly with frequency; therefore the power spectrum of the noise will
vary proportionately with the square of the frequency. This parabolic
response on the power spectrum reflects the fact that input noise com-
ponents that are close to the carrier frequency are suppressed.

Digital modulation techniques are also discussed in this chapter, and
the difference in error rates between nonfading and fading cases is
shown. Spread-spectrum modulation techniques are also discussed,
since these modulation techniques have military as well as civilian
applications. Finally, a new concept of using a modified SSB system is
briefly introduced.

8.2 FM for Mobile Radio

Frequency modulation (FM) can improve the baseband signal-to-noise
ratio without necessitating an increase in transmitting power. Also,
FM can capture the signal from the interference even when the signal-
to-interference ratio is small. Assume that a signal transmitted from a
base station is

s,(t) = Ae/ (@t +1®) (8.1)

271
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where A is a constant and p(¢) is defined:
w) = [ o) 8.2)
0

and v(¢’) is the actual message. Then the received signal at the mobile-
unit antenna (see Fig. 8.1), as shown in Eq. (6.8), can be expressed:

S’(t) — < z die_jBVt cos (q)i—ﬂ)) St(t) (83)

The term s’(¢) can also be expressed:
s'(t) = [r(t)e’V:?) Ae/HDeiod (8.4)

The relationships for the parameters shown in Egs. (8.3) and (8.4) were
previously expressed in Eq. (1.20). On the assumption that Fig. 8.2is a
block diagram of an FM receiver typically used in a mobile-radio unit,
then the signal at the input of the IF filter is

s'(t) = [Q@)Ae™® + n, + jn e/ (8.5)

Base station B —— !
I S'(1) = 5,(1) Tae 1BVIcos (ima)
= ~
=g Direct f
irection o
From¢ongle - ~~ otion o
i
Figure 8.1 Received signal at the mobile antenna.
Fading signal s'(1) =r(pye ¥ s4(t) Band limited gaussian noise
(1) = ne 1Fng 14!
Bandpass | s'(t) +n(t)
RF filter f,
White
gaussian
noise
Rif)e ! 1+ ¥ Ldeal cel@dt vl [ ¥, | Low-pass Output
limiter discriminator filter | Ser N

Figure 8.2 Block diagram of an FM receiver.
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where

Q) =r(t)e/¥? (8.6)

For a nonfading case, let @(¢) = 1 in Eq. (8.5). Upon reception by an FM
system, the baseband signal-to-noise ratio of this signal can be im-
proved without increasing the transmitted power, but rather by in-
creasing the frequency deviation of the modulation and consequently
increasing the IF bandwidth. The nonfading case can be analyzed for
two situations: (1) signal present and (2) no signal present.

Signal present. The special case of Eq. (8.5), Q(¢) = 1, is illustrated in
Fig. 8.3 and can be expressed:
(Ae™M® + n, + jn,) e/t = Re/WO+Valgioct (8.7

where the derivative of i, [1, is the message and the derivative of y,, \y,,,
is the noise at the output of the discriminator. Then, logarithmic differ-
entiation of Eq. (8.7) with respect to time gives:

JUAeM + 1, + jrig
AeM +n, + jn,

R . .

R JR+ ) (8.8)
The four Gaussian variables n., n,, 7., and 7, are independent when
S(f) is symmetrical about f,, as previously discussed in Chap. 7, Sec.

7.1. Then, as described by Rice [1],

ERR™ +j(t+ )]

p(n,, ng, i, 1) dn, dn, dn, d,

gl ey

. A?
:JM |:]_ - eXp (—z—bo>:| (8.9)

Figure 8.3 Vector relationships between signal and noise.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)

Copyright © 2004 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



274

Chapter Eight

Modulation Technology

where
bo=E[n?] = Eln?] (8.10)

As a result of balancing the two sides of Eq. (8.9), the following is
obtained:

E[RR=0 (8.11)
and
Elp+vy,] =p1 -e™) (8.12)
where 7is the cnr, as shown in Eq. (8.9) and expressed:

A2

= 2—60 (8.13)

Y

and [1, shown in Eq. (8.12), is the input signal after the discriminator. If
the output of the discriminator is denoted by v,(¢), then Eq. (8.12)
becomes:

Uo(8) = @)1 —e™) (8.14)

Equations (8.14) and (8.12) both indicate that the presence of noise
reduces the output signal by multiplying it by a factor of 1 — e™. The
output baseband signal power then becomes:

S, =Ewi®)] = (1 - e "E[R*@)]
=(1-e?S; (8.15)
where S; is the input signal power to the discriminator, which must be

specified before S, of Eq. (8.15) can be evaluated.
From Carson’s rules, the transmission bandwidth is:

B:2(W+fd):2W(1+Bi) (8.16)

where W is the maximum modulating frequency, analogous to the mod-
ulation index B; of worst-case tone modulation, and f; is the maximum
deviation, expressed:

B -2wW
2

fu=

The input power S; can be expressed:

S, = a(2nfy)? (8.17)
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where o, is less than 1. If S; in Eq. (8.15) is 10 dB less than (2nf;)?% then
o = 0.1. The input power S, can then be expressed:

4n® ., 0w )
S, = 10 fi= 10 (B -2W) (8.18)

By substituting Eq. (8.18) into Eq. (8.15), S,/W? versus vy for different
values of B/2W can be plotted, as shown in Fig. 8.4.

Obtaining the baseband noise spectrum. The derivative of v, (2), Vr,.(2),

represents the noise current, where y,,(¢) = yz(¢) is shown in Fig. 8.3 for
W) = 0. The one-sided power spectrum is

Su(f)=4 [ R, (1) cos 2nfrdr (8.19)
0
where R, (1) is the autocorrelation, expressed:

Ry, (¥) = EWyu() Yt + 1) (8.20)

and where ,(¢) can be obtained from ,(¢), since

nS
=tan! (8.21)
W A+n,
or
n, \?
2
sec =1+ (8.22)
W A+n,
30
B .
10
201
o 4
© 10k
ofn 2
z
(/)L o
[+
2
g -10
]
S
2 20
hel
=4
5 -30
R
4
|

| ] | | |
-20 10 © 10 20 30
IF CNR y, dB
Figure 8.4 Plot of baseband signal power

S,/W? vs. IF carrier-to-noise ratio y for
different B/2W.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



276

Chapter Eight

Modulation Technology

As a result of differentiating Eq. (8.21) and substituting the terms of
Eq. (8.22) into Eq. (8.21), s, becomes:

(A + nc)fls — nsﬁ’c _ (A + nc)ﬁfs - nsﬁc
sec? Y, (A +n.)?  (A+n)+n? (8.23)

Y, =

and the correlation of ,,(¢), E[\r,,(¢\,.(¢ + T)], turns out to be an eightfold
integral [2], written:

R, (1= f : dn., f : dn,,

fm dﬁ’szp(ncp Ny, flcv ﬁ’sp LR ﬁsz)\ifm\ilnz (824)

where V,, and V,, are as defined in Eq. (8.23). Unfortunately Eq.
(8.24) increases the complexity, but an approximation can be ascer-
tained.

The noise output of the FM discriminator can be approximated [2] by
the overall baseband noise spectrum, assuming a Gaussian-shaped IF
filter with a bandwidth B of

Hyp(f) = e™/~1)%/B? (8.25)

With this type of filter, Rice [1] divided the one-sided baseband noise
spectrum Sp(f) into three components:

Sp(f) =S1(f) + Sao(f) + Ss(f) (8.26)

Obtaining S;(f). It is assumed that S;(f) has the shape of the output
noise spectrum when the carrier is very large. The same factor, used in
Eq. (8.15) to derive the output baseband signal power may be applied
to obtain the output noise spectrum:

Si(f) =1 -e)?*S,.(f) (8.27)

The input noise spectrum S,,(f) in Eq. (8.27) can be obtained when y>>
1, as follows (see Fig. 8.3). First, y, is expressed as:

n(®)  ndd)

— -1
Y, = tan Ain® A (8.28)

when 1 =0 as shown in Fig. 8.3. Differentiating Eq. (8.28) yields:

ﬁs(t)

" A
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The one-sided spectrum of n (¢) is
S, () =nH(f. - ) + Hw(f. + )] (8.29)

where Hip(f, — f) is the shape of the IF filter and n is as shown in Eq.
(1.40). The power spectrum of the derivative of a stationary stochastic
process, which is (2rf)? times the spectrum of the process itself [2], is
derived from Eq. (8.29) and is expressed:

2th)2

Sy.(f) = (7 N Hw(f. - ) + Hi(f. + )] (8.30)

Hence, when y>> 1, the baseband noise spectrum is approximately par-
abolic in shape and proportional to f2, as shown in Eq. (8.30).
Substituting Eq. (8.25) into Eq. (8.30) and then Eq. (8.30) into Eq.

(8.27) yields:
2nf(1 —e]?
Si(f)=2 [”ﬂTe} me- 1
— [27‘5]0(-13; ef'y)]Q e,(an/BZ) (831)
where the cnr is expressed as:
A? A?
=25, 2nB

Obtaining S,(f) and Si(f). It is assumed that S,(f) has the same spec-
trum shape as the output noise spectrum when the carrier is absent;
S5(f) is a correction term that predominates in the threshold region of
v. Rice [2] gives the following equation for Sy(f):

Sy(f)=V2nBe > n¥e B (8.32)
n=1

and an even more complex expression for Ss(f). Therefore, Sy(f) and
S5(f) require special numerical evaluation. As an alternate, the follow-
ing approximation can be used: In the frequency range from 0 to f,,
where f, < B, the sum of the spectral components Sy(f) + Ss(f) may be
accurately approximated by an empirical relationship developed by
Davis [3]:

So(f) + Ss(f) = 8nBe[2(y + 2.35)] /2 (8.33)
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Equation (8.33) approximates Rice’s exact analysis. Substituting Eqs.
(8.31) and (8.33) into Eq. (8.26) gives the following:

[2rf(1 — e™)]? . 8nBe™
By Va(y+2.35)
Equation (8.34) is plotted in Fig. 8.5. The approximate solution

agrees quite well with Rice’s exact analysis for f < % Vn/2B. The total
noise output of the rectangular baseband filter is then:

Sz(f) = (8.34)

N = Sa(pdf

_a(l- e)? N 8nBWe™ (8.35)
y Va(y +2.35) '

where

a

2 w 2 w oo . 2 2\n
_@n) f prgarume gp_ 20 f - CRfIBY

B B = n!
4n2W? 6n [ W\?

Equation (8.35) is plotted in Fig. 8.6.

-

w——-—Fxact (Rice)
Approximate [Eq (8~34)]

approximatfe range

1 I

i | 1
0O 15 20 25 30

12 f

1z

Figure 8.5 One-sided baseband noise spectrum Sg(f). (From
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Figure 8.7 Plot of signal-to-noise ratio as
a function of carrier-to-noise ratio.

The signal-to-noise ratio (snr) at the baseband output is defined:

_S, _Sa-e

snr N, N,

and is plotted in Fig. 8.7. In Fig. 8.7, note that for an FM system the
threshold effect is very prominent in a nonfading case.
For y>>1,S,/N; can be obtained as follows:

_oMdze ) S _gup2 P (8.37)

where S; and a are obtained from Egs. (8.17) and (8.36), respectively,
and inserted into Eq. (8.37) to obtain the final result. 3; is the modula-
tion index.

Rayleigh-fading case

In a Rayleigh-fading case, if the multipath rate is much slower when
compared with the baseband bandwidth [3, 4], or if the multipath dura-
tion is much larger than the reciprocal signal bandwidth, then the fad-
ing envelope of the FM signal is considered to be flat, and therefore the
power density is the same over the entire signal spectrum. The signal-
to-noise ratio of the FM discriminator output can then be found by the
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quasi-static approximation, from which both the signal and noise can
be determined by the carrier-to-noise ratio y. It was previously shown
in the nonfading case.

Rapid phase changes accompany the deep fades, producing a random
FM component at the output of the FM receiver. Furthermore, the
baseband output signal is suppressed as the cnr decreases. This rapid
random suppression of the signal appears as an additional noise com-
ponent in the baseband output.

The received fading FM signal is given by the equation

s(t) =R(¢) exp [j(®.t + 1) + v, + y,)]

where R(¢) is the fading amplitude, v, is the random phase change due
to fading, v, is the Gaussian noise, and [1(¢), the derivative of u(¢), is the
desired modulating signal. [i1(¢) can be assumed to be a zero-mean
Gaussian process, ideally band-limited to W Hz, with an rms frequency
duration of \/E«/ZR, where S; is the power of the modulating signal,
expressed:

E[2@®)] = E%®)] = S; (8.38)

The envelope R(t) is Rayleigh-distributed, with average power ex-
pressed:

E[R*()] = P,, (8.39)
The carrier-to-noise ratio (cnr) is denoted by y(¢), as follows:

R3(t)
20?2

(@) = (8.40)

where 67 is the mean square value of the combined Gaussian noise .
and vy, after IF filtering. R(¢) varies slowly with time and has an expo-
nential density function with parameter vy,, which is the average cnr
based on the following relationships:

1 o
po) = 7 P (— —) (8.41)
Pav
YO - 20,52 (8.42)

The total phase relationship expressed by the term yz(¢) at the input of
the IF filter can be shown as:

Yr(@®) = u@) + v.(8) + v, () (8.43)
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Figure 8.8 Vector relationships among
phases at the IF filter input.

as illustrated in Fig. 8.8. The time derivative of yz(¢), yz(¢), becomes:
Yr(t) = 1(6) + 1, (8) + () + 2n(Z, — Z.) (8.44)

The term 2n(Z, — Z_) in Eq. (8.44) is derived from Eq. (7.86).
In an ideal FM detector, the bandwidth B is wide enough that it does
not distort the signal. Then B has to be:

B=2 (W A —f) (8.45)

which is derived from Eq. (8.18). The output of an ideal FM detector is
\/,(¢), which can be obtained from the input (). The terms [1(¢) and
() in Eq. (8.44), after the signal passes through the IF detector, will
be suppressed by the factor 1 — e, as shown in Egs. (8.14) and (8.15).
The terms Vs, and 2n(Z, — Z_) remain unchanged.
Let g(¢) = 1 — e7®, which can also be written as g(¢) = E[g] + g(¢) —
EJg]. Then, after IF detection, \j,(¢) can be expressed [5]:
Yo(t) =g @@ + (0] + () + 2n(Z, - Z.)
=E[gliu®) + {g@) - Elg®D @) + ()
+gW,(t) +2(Z, - Z) (8.46)

Let
g=8@)=1-e" (8.47)
The expectation for E[g] is

—eMe y= Yo
Yo 1+

Elgl = f " ap(y) dy = f -d (8.48)

The terms v, and v, are the random phase characteristics caused by
multipath fading and Gaussian noise, respectively, as shown in Fig.
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8.8. The terms Z, and Z_ are the sums of positive and negative im-
pulses, respectively, with average occurrence rates N, and N_, as
expressed in Egs. (7.87) and (7.88). The first term in Eq. (8.46) is the
desired signal and the other four are noise terms: (1) the noise due to
suppression of the signal (V,), (2) the noise due to random FM caused
by fading (N.g,), (3) the usual Gaussian noise present due to the addi-
tive noise at the input (IV,,), and (4) the click noise (N,).

Taking the Fourier transform of the spectrum function of \,(¢) and
integrating from 0 to W gives the output power:

w
ENA = [ Sy(f)df (8.49)
where Sy, (f) is the one-sided power spectrum as
Sy =4[ Ry, cos 2nfrde (8.50)

Where ENj2(#)] consists of many components, we obtain the five rela-
tionships in Egs. (8.51) through (8.55):

S, = (Elg)?*S; (8.51)
where S, is the signal output power.
Nsn ZE[(g _E[g])Z]SL (852)

where N, is the output power of the noise caused by signal suppres-
sion.

Niw= | "s,(f df (8.53)

where N, is the random FM noise power and Sy, (f) is the power spec-
trum found in Eq. (7.75), which is independent of the cnr v.

N, = L m fo gSe(Hp(y) df dy
= f i f Wg[Sl(f )+ So(f) + Ss(Hlp(y) df dy (8.54)

where N, o 1S the cnr noise output power and the general expression for
Sp is shown in Eq. (8.26). A general approximation for Sy is shown in
Eq. (8.34).
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For the case of y >> 1, Si(f) of Eq. (8.27) plays a major role in Eq.
(8.54); then

o W o (W g2
Nu=|[ [ gSippwdrdy=| [ g—y(ZnﬂZ[Hm(—fHHIF(f)] df

Neo = 47N, + N )(2W) (8.55)

where N., is the click-noise power and N, and N_ are as shown in Eq.
(7.98).

The detected snr at the output of the discriminator can be com-
puted:

S,
Na + Ny + Ny + Ny

(8.56)

snr =

Equation (8.56) is a general expression.

The click noise N, can be ignored, since this effect is significant only
in the vicinity of the FM threshold as opposed to well below or well
above the threshold. Also, it produces relatively small changes in the
noise output.

In mobile communications, random FM is caused by the interference
between waves of different Doppler frequency arriving at a mobile
antenna from various directions. Assuming a uniform angle of arrival,
the random FM output noise, as shown in Eq. (7.80), is:

BVE W,
2 In W,

ENy?] = (8.57)

The random FM output noise shown in Eq. (8.57) is independent of the
cnr, v. The signal power S, at the output of the discriminator is sup-
pressed by the factor 1 — e™*. When y >> 1, as shown in Eq. (8.15), then
the expression for S, can be obtained from Eq. (8.18):

_s.= "B _owy
S,=8;= 5B -2W) (8.58)

Then the limiting output snr can be expressed:

So _ (B - 2W)2
EN2Z  20(V/A)? In (Wo/W))

(8.59)

SNYyfm only —

where W = W, — W;. In the audio band, the values W; = 300 Hz and
W, =3 kHz are assumed.
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Since the snr.s, varies on account of the vehicle speed, it may be
treated separately from the snr that is not associated with random FM
and expressed:

S,
SNY rfm = m (860)
B - 2W)?
and ST yfi only = ( ) = SNTyfym (8.61)

20(V/A)? In 10

The term Ngn in Eq. (8.60) can be obtained by averaging Eq. (8.35)
over

< [ _a . A+
N, = f PN dy=-In (s

+8BW /ﬁ 2356+ U, erfe (V/2.35(y, + Dy, (8.62)

where the value a is defined in Eq. (8.36), erfc (x) =1 — erf (x), and erf
(x) is as follows:

2 x
fa)== [ e .
erf (x) - J; e dy (8.63)

The term N, in Eq. (8.60) can be obtained by carrying out Eq. (8.52),
where g in Eq. (8.52) is defined in Eq. (8.47):

1 B 1
2v,+1  (y,+1)7

N..= r p(Y(g - El[g)hS;dy=S; ( ) (8.64)

The two signal-to-noise terms, snr,, ;s and snr,qy oy, are plotted in Fig.
8.9. Note that when the output snr is below the value of the snr,4,, then
output snr increases linearly with the cnr. When the output snr
reaches the value of the snr,4,, increasing cnr has no effect on the out-
put snr.

The sharp threshold shown in Fig. 8.7, which was due to the capture,
is no longer apparent in Fig. 8.9. With increasing transmitter power as
v increases, the output signal-to-noise ratio in decibels increases
approximately linearly with the described value of y,. When y>> 1, the
threshold crossings of the noise elements are less frequent, there is less
signal suppression, and thus the quadrature noise is suppressed.

N, in the noise term does not change as y increases. Hence, when
v>>1, the snr,gy oy, due to the effects of random FM, is the limiting snr.
For example, with a carrier frequency of 900 MHz and a vehicle veloc-

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)

Copyright © 2004 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



Modulation Technology

Modulation Technology 285

@
O
T

fo = 900 MHz
V =60 mph -2

o
o
I

O
O
{SNR }rmf only

n
o

)

Output average signal-to-average noise ratio (SNR)no rfm, 4B
H
o

1 1 {
] 10 20 30 40

Mean carrier-to-noise ratio y,, dB

Figure 8.9 Plot of output signal-to-noise ratio vs. average carrier-to-noise ratio. (From
Ref. 3.)

ity of 60 mi/h, the maximum Doppler frequency shift is f,, = 80 Hz. The
limiting snr.gy, ony for f,, = 80 Hz and W = 3 kHz is illustrated in Fig. 8.9
for various values of bandwidth ratio B/2W.

Example 8.1 In mobile communication, random FM is caused by the interfer-
ence between waves of different Doppler frequency arriving at a mobile antenna
from various directions. The limiting output snr, shown in Eq. (8.61), is due to
random FM only. Under these conditions, the snr cannot be improved by increas-
ing the cnr. Assuming that the maximum modulation frequency is 3 kHz, the
vehicular speed is 45 mi/h, and the carrier frequency is 850 MHz, what is the
ratio B/2W for snr,q, = 30 dB?

solution The ratio B/2W for snr,s, > 30 dB can be found by the equation

(B — 2W)?
snrgg = 10 log 20V In 10 (E8.1.1)
where
V 2
20 (7> In 10 = (386.8)% (E8.1.2)
Then B can be derived from Eq. (E8.1.1) as follows:
_ 2
%73“0 - 10° (E8.1.3)
20 <7) In 10
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or

B=6W=18kHz (E8.1.4)

8.3 Digital Modulation

Nonfading case

When digital modulation techniques are used, speech signals must be
coded into a format suitable for digital transmission. This can be ac-
complished by using PCM, DPCM, and delta modulation [6, 7]. A digi-
tally controlled companding scheme [8, 9] can be used to obtain a good
telephone link with a bit rate of 32 kb/s, which appears to meet CCITT
specifications. For bit rates as low as 20 kb/s, other types of modulation
schemes have been reported that are effective in providing intelligible
speech signals. Where companded delta modulation is used, a rate of 32
kb/s yields a baseband snr of at least 30 dB over a dynamic range of 45
dB. Figure 8.10 illustrates the snr for various bit rates and input signal
levels [8]. Recently, using linear predictive coding (LPC) requires only
2.4 kb/s. The description of LPC is shown in Sec. 14.5.

Sampled speech data at a bit rate f; can be transmitted over a radio
channel by either AM, PM, or FM. From the viewpoints of power econ-
omy and system simplicity, only two-level systems are considered. Also,
the filter shaping is performed at the transmitter, whereas the receiv-
ing filter is used only for channel selection purposes.

There are five selection schemes that are worthy of discussion: (1) co-
herent binary AM (PSK), (2) FM with discrimination, (3) coherent FSK,

Unsatisfied telephone quality
zong {by CCITT)

(1) 24 kb/s
(2) 32 kb/s
(3) 40 kb/s

Input signal level, dB

i 1 |
10 20 30 40 50 60
Output SNR, dB

Figure 8.10 Output signal-to-
noise ratio for varying bit rates
and input signal levels for delta
modulation.
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(4) noncoherent FSK, and (5) differential PSK. These are discussed in
the following paragraphs.

Coherent binary AM (PSK). In coherent binary AM, also called “phase-
shift keying” (PSK) detection, the transmitted waveform is expressed:

x(t)= > a,h(t—kT) cos (2nf.t) (8.65)

k= —oo

where f, is the carrier frequency, f; is the sampling frequency, T = 1/f, is
the sampling interval, the a,’s are information digits, and A(¢) is a base-
band waveform band-limited to bandwidth B. The model for coherent
binary AM signaling is shown in Fig. 8.11. The received waveform is
expressed:

y(@) =Re [( Z a.h(t - kT) + ﬁ)ef‘“ct} (8.66)

k= —oo

where 7i = n. + jn,. The power of 71 is controlled by the filter bandwidth,
where:

Enll = Elnil = o; (8.67)

When q; = =1, the signaling is either binary AM or two-phase PM. The
received waveforms can be detected coherently by multiplying Eq.
(8.66) by cos o.t and passing the waveform through a low-pass filter to
obtain the baseband output:

z2t)= > aph(t-kT) +n.t) (8.68)

k=—oo

At the sampling instant, ¢ = 2T, and

2(kT) = a; + n(kT) (8.69)
x{1) x(t)
—
y 2z
X HT(f) RF X Hn(f) o
Nonfading
medium
Cos (2 fct) Cos(2wfct)
Additive

noise

Model for coherent binary AM signaling.
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Since the likelihood exists that n, can be either positive or negative, the
decision threshold is set at zero. At z(kT') > 0, let a, = A. Then, error
probability is:

P,=P{A +n.<0}=Pl{n,<-A}
A
20,

= fﬁApm,(x) dx = % [1 + erf (— )} = % erfc (W) (8.70)

where the snr at the sampling instant is

A2
- 262

y (8.71)

Coherent binary AM (or coherent PSK) is rated for best performance
over the other systems [10, 11]. The probability of error for a coherent
binary AM system, Eq. (8.70), is plotted in Fig. 8.12. However, coherent
detection requires carrier phase recovery, and in the mobile-radio envi-
ronment, where rapid phase fluctuations are common, this is not a sim-
ple task.

FM with discrimination. It is interesting to compare the error rate for a
digital signal using FM with discriminator detection with that of a dig-
ital signal using coherent FSK detection.

It should be noted that FM with discriminator detection, where the
peak frequency deviation f; = 0.35f; and the IF bandwidth equals f;, has

3

(1) Coherent detection
binary AM (PSK)

{2) Coherent FSK
(3) FM with discriminator

/]

& detection fq= 0.35 fg
\ Brr = fs
4 {4) DPSK
(5) Noncoherent FSK

{

W
\

(11 IR W
10 15

y, dB

Figure 8.12 Comparisons of error probability between coherent
binary AM, coherent FSK, FM with discriminator detection,
DPSK, and noncoherent FSK.
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almost the same bit-error rate as is found in coherent FSK detection.
This can be seen by comparing the curves [10, 12] shown in Fig. 8.12.

Coherent FSK. The error rate for coherent FSK detection has an ana-
lytic solution, which can be applied, as follows. One filter, at frequency
;, has an output containing signal and noise, expressed:

y1(#) =Re {[ i arh(t—kT) + ﬁl] ef‘”lt} (8.72)

k= —co

The other filter, at frequency ®., has an output containing only noise,
which can be expressed:

¥s(t) = Re [fize’™] (8.73)

The coherent detection process, using reference signals cos w,¢# and
sin mqt, respectively, gives the corresponding detector outputs shown in
the following equations, where the sampling instant ¢ = 2T

vi(kT) = ay, + n . (kT) (8.74)
vo(kT) = n, (RT) (8.75)

Assuming that a, is positive, a;, = A. Then the probability of an error
occurs when v, < v,. This relationship can be expressed:

= prob (v; < vy) = prob (a; + n., < ng,) (8.76)

The noise components n,, and n., at their respective filter outputs are
independent zero-mean Gaussian variables with variance equal to ¢2.
Therefore their difference, n = n,, — n.,, is also a zero-mean Gaussian
variable, with a variance of 262. Then, from Eq. (8.70), the following
expression is obtained:

P,= f po(x) dx=— erfc (7 A ) = % erfc <\/§> (8.77)

where the snr is expressed:

A2
" 202

The coherent FSK noise characteristics of Eq. (8.77) are plotted in
Fig. 8.12.

Noncoherent FSK. The noncoherent FSK selection scheme uses enve-
lope detection rather than phase detection. A pair of bandpass filters

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



290

Chapter Eight

Modulation Technology

tuned to different frequencies corresponding to a “mark” and a “space,”
respectively, are used to distinguish between the two signal envelopes
r; and ry. The probability distribution function of the envelope for ry,
containing signal A, is a Rician function [2], expressed:

I+ A2 A
“27> ) (’;2 > 0<ri<eo (878

r
p(ry) = 52 &XP (—

where I,() is a zero-order modified Bessel function. The distribution of
r1 is usually called Rician after S. O. Rice [2] and will be shown in Fig.
15.12. Then, at the same instant of time, the other filter passes only
noise, and the pdf of envelope r,, for the other filter output, is

ri

262

pry) = % exp (— ) 0<ry<oo (8.79)

Thus, the probability of error can be expressed:

P, = prob (r1<r2):r p(ry) r p(ry) dry dry

r1=0 ro=rq
1 A%\ 1 Y
=5 exp (— §> =5 exp (— 5) (8.80)

The function of Eq. (8.80) is plotted in Fig. 8.12.

Coherent detection in a DPSK system. A DPSK system can be used
effectively when there is enough stability in the timing of the oscilla-
tor—and within the mobile-radio medium—to ensure that there will be
negligible changes in phase from one information bit to the next. Fig-
ure 8.13 illustrates a coherent phase detector that can be used within
a DPSK system, where the input pulse and the appropriately delayed
previous input pulse are both fed to the phase detector.

Phase detector
—

_____ -
| l
€0 Bandpass €1 v Vs
1 filter X LPF 71—
| |
L 4

Deiay
T

Figure 8.13 DPSK model employing phase-coherent
detection with time delay.
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TABLE 8.1 Message-Code Processing in a DPSK System

Message
operation Message coding
Input message 1 0 1 1 0 1 0 0
= = = = = = = =
Encoded message 1 -1 —> 0 — 0 — 0 —> 1 —> 1 — 0 — 1
Transmitted
phase e, 0 0 T n b 0 0 b1 0
. N L N N N N N L N L N
Phase-comparison
output + - + + - + - -
Output message 0 1 1 0 1 0 0

Table 8.1 illustrates the operations that typically occur in the type of
DPSK system shown in Fig. 8.13 for an input message assumed to be
10110100. The encoded message becomes 110001101. Assuming that
the first two marks (mark = 1V) are transmitted, both signals, e; and
ey, at the receiver have the same phase. However, when the third digit,
a space (space = 0V), is transmitted, the phases of the two signals e,
and e, are opposing. The two inputs to the phase detector shown in Fig.
8.13 can be expressed in the following form:

e1(t) = [u(t) + n., ()] cos ot + n,,(t) sin Wyt
= Re [z, exp (jot)]
and ex(t) = [u(t) + n ()] cos Wt + n,(¢) sin Wyt
=Re [z, exp (jwot)]
where n.,, n.,, n,, and n,, are all zero-mean, mutually uncorrelated

noise with a variance 6%2 and u(¢) is the signal. The following rela-
tionships also apply:

z1=u(t) + n.,@t) - jng,(8) (8.81a)
29 = u(t) + ney(8) — jng,(?) (8.810)
and therefore
w1=¥ and w2:Z1;Zz

Then the pdf of |w;| can be shown as a Rician distribution, as ex-
pressed in Eq. (8.78), and the pdf of |w,| is a Rayleigh distribution, as
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expressed in Eq. (8.79). The probability of error is given when the two
signals z; and z, are detected as:

P, =prob (Re [z12%] <0)

=prob (|w:| < |ws|)

The result of the above equation is similar to that obtained for Eq. (8.80):

2
P, = % exp <— %) = é exp (-7) (8.82)
The function of Eq. (8.82) is plotted in Fig. 8.12.

Of the five types of selection schemes described in the preceding
paragraphs, the coherent binary AM (PSK) system provides the best
overall performance. The noncoherent FSK system is the least desir-
able from the performance viewpoint; however, it has the advantages of
simplicity in that it does not require phase correlation as a basis for
coherent detection.

Fading case (mobile-radio environment)

If the time-delay spread of the mobile environment is small in compar-
ison with the inverse of the signaling bandwidth, the received signal,
then, will be corrupted only by fading.

Recent developments in speech digitization [6] have prompted an
examination of digital coding as a possibility for mobile radiotelephone,
which conventionally employs analog techniques for speech transmis-
sion. If a mobile-radio “control signal” is digital, and if the speech is han-
dled digitally as well, it is simple to interleave the voice and control bits.
Digital methods also offer the possibilities of inexpensive coder-decoder
implementation, straightforward speech encryption (by bit scrambling),
and efficient signal regeneration. The greatest incentive for the use of
digital speech is to find a properly designed digital code that will pro-
vide a good resistance to multipath fading in the mobile-radio envi-
ronment.

The following discussion applies only to digital voice signals; digital
control signals are not discussed here, but will be described in Chap. 11.

The error rate of each detection system is increased by multipath
fading. The snr yin Egs. (8.70) and (8.77) is a varying quantity on ac-
count of the effect of the fading. Also vy is proportional to the square of
the Rayleigh-fading envelope, r?, which can be obtained by letting y=
r?/(262) and by using Eq. (2.53).

1
pv(Y) = 7 RAs

o
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where
Yo =E]

The average error rate may be obtained as follows:
(P.y=| p/pP.dy (8.83)
0
For coherent binary AM detection, the average error rate is:

- 1
= [ qerg et Viar= (1- =]
o Yo A

For coherent FSK or FM with discrimination, the average error rate is:

(P.)= j: % e % erfc (@) dy

1 1 )
=— 1——_
2( V1 + 2/,

For noncoherent FSK, the average error rate is:

=1 1 v 1
P)= eV — -L =
() Jo ye 26Xp< 2>dy 247,
For DPSK, the average error rate is:
=1 1
P = - _Y/YO - —_ =

The comparisons among the five digital modulation systems over both
fading and nonfading channels are plotted in Fig. 8.14. In comparing
Fig. 8.14 with Fig. 8.12, it can be seen that the error rate for each type
of system increases substantially in a mobile-radio environment.

Example 8.2 For a given average error rate, the coherent binary AM detection
process is approximately 3 dB better than the coherent FSK detection process. In
coherent binary AM detection, the decision threshold is set at zero. The signal
z=A +n,is in error when:

A+n.,<0 or A<-n, (E8.2.1)
and
E[n? =c (E8.2.2)

In coherent FSK detection, the decision is made only when the output signal
component is below the output noise component, that is when
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Figure 8.14 Comparisons among five digital modula-
tion systems over fading channels.

A+n, <ng or A<ng-ng (E8.2.3)

and

El(n,, - no,)? = 202 (E8.2.4)

By comparing the results of Eq. (E8.2.2) with those of Eq. (E8.2.4), it is apparent
that the coherent binary AM detection process is always at least a 3-dB improve-
ment over the coherent FSK detection process.

8.4 Constant Envelope Modulation

In the mobile radio, since the multipath fading distorts the amplitude of
the carrier, the signal is sent by modulating the phase or frequency of
the carrier, which has no impact on the amplitude. We call those modu-
lations constant envelope modulations; that is, no signal is modulated
on the amplitude. The distortion of carrier amplitude by other factors
such as fading or nonlinear amplification will not affect the signal.
Therefore, it is possible to use a nonlinear amplifier. Although, the non-
linear amplifier can distort the amplitude but not the phase, as we have
mentioned in the inverse-sine modulation method in Sec. 12.5. But the
intermodulation introduced by the AM-PM conversion in a nonlinear
amplifier can be taken care of by a few particular modulations.

Constant envelope modulation can be a linear or a nonlinear modula-
tion in digital mobile systems. In general, constant envelope modulation
is used for the nonlinear modulation (FM) in analog mobile systems.
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. nonlinear
Constant envelope modulation —[ .
linear

for mobile radio

. . constant envelope —
Linear modulation —[ P
nonconstant envelope

QPSK (quadrature phase shift keying)

QPSK is used for increasing the modulation efficiency from the BPSK.
In BPSK (binary PSK) as mentioned previously, one symbol phase 0 or
180° at the modulation stage represents one bit. The modulation is one
bit per second per Hz. In QPSK, one symbol (one of four phases) at the
modulation stage represents two bits. The modulation efficiency is dou-
ble. The possible combination of two bits is mapped according to the
gray code the adjacent symbols (phase states) offer by one bit 00, 01,
11, 10. Therefore, the advantage is that a single symbol error corre-
sponds to single bit error.

For QPSK, four phases are used, 0°, £90°, 180°. In QPSK, half of the
bit stream goes to the I multiplier, which has phases 0 or 180°, and the
other half goes to the @ multiplier, which has +90° or —90°. This QPSK
can be treated as two BPSKs. The modulator circuit and the signal
space diagram are shown in Fig. 8.15(a).

The even bit stream d; (d,, ds, d4 . . .) and odd bit stream d (dy, ds,
ds . ..) the QPRK signal is:

s(t) = % d;(t) cos (ot + o) + % do(?) sin (0o + 09)  (8.84)

where ¢, = 45°. It is necessary to modulate both the I and @ channels
during each bit interval to retain the constant envelope of s(¢). Equa-
tion (8.84) also can be expressed as

s(t) = cos [wot + ¢ (2)] (8.85)

where 0(¢) = 0°, £90°, and 180°. The carrier phase changes every sym-
bol interval T, = 2T}, where T} is the bit interval.

In eliminating the leak of signal energy into the adjacent channels,
the pulse shaping is done at the base band to provide the proper RF
filtering at the transmitter output. When a QPSK signal is under fil-
tering to reduce the spectral side lobes, the constant envelope charac-
teristics are lost. Occasionally, the 180° phase shift can cause the
envelope to go to zero instantly. Since the linear amplifier should be
used to preserve the signal fidelity, the less efficient amplification
from the linear amplifier is observed.
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Figure 8.15 Modulator circuits and signal-space diagrams of
(a) conventional QPSK, () offset QPSK, and (c) n/4 shift. (After
Hirade et al., Ref. 2, p. 14.)

OQPSK (offset QPSK)

Like QPSK, the unfiltered OQPSK signal has a constant envelope. The
timing of the pulse streams d;(¢) and d(¢) is shifted and offset by T/2.
Therefore, Eq. (8.84) can be used for the expression of OQPSK as

s(t) = %d,(t) cos (Wof + o) + % dg <t + %) sin (wet + ¢o) (8.86)

where the two streams offset by 7,/2 can be expressed as

T, T, T,
dit)=dy dy dy dy dy dy4
d(Q) = d1 d1 d3 d3 d5 d5 . (887)

T, T, T,

Therefore, two streams do not change status at the same time and
eliminate the 180° phase change. The envelope will not go to zero as it
does with QPSK. In this case, the nonlinear amplification can be used
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to provide more efficient amplification. The power spectrum of OQPSK
is shown in Fig. 8.15(5).

The power spectral of the OQPSK modulation can be obtained by
taking Fourier transform of s(¢) from Eq. (8.86) as

S =" ste=rde

0

_oT [M} (8.88)

T (f_fO)Ts

where T, = 2T,. Equation (8.88) is plotted in Fig. 8.16.

0 T
QPSK and
offset QPSK

RV
\ \MXA

A Fa¥

~50.0 \ A
| \ (\/

-70.0

-80.0
0 1.0 2.0 3.0 4.0 5.0 6.0

0.5-' -0.75 (f-f.)Ty,, normalized frequency offset from carrier

8P Ty (1 —cos 4r (f — fo)Ty]
m2[1 - 16T5(f - f)2]2

Samsk(f) =

[ sin 2 (f - fo)Tb] 2
Soapsk(f) = 2P T, T om(f-fg)Ty

Figure 8.16 Normalized power spectral densities of unfiltered QPSK,
OQPSK, and MSK systems. Because the modulated spectrum is sym-
metrical around the carrier frequency, only the upper sideband is shown.
See Egs. (8.88) and (8.105).
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There is another modulation scheme called n/4-DQPSK which belongs
to the class of QPSK. The modulation architecture of n/4-QPSK and
n/4-DQPSK systems is essentially the same as shown in Fig. 8.15(c).

In a differential encoding in DQPSK, symbols are represented as the
relative changes in phase rather than an absolute phase.

The two carriers in quadrature with each other generate the m/4-
DQPSK waveform.

s(t)=s;+ Sq
= d[(t — TS/2) COS (Cl)ot + q)o) + dQ(t - Ts/2) sin ((Dot + ¢0) (889)

where d;(t — T,/2) and dy(¢ — T,/2) can take one of five values: 0, +1, -1,
1/V/2, or —1/\/2. Also, d; and dg can be expressed as

N-1

dit-Ty2)= > L pt-kT,—-T,J/2) (8.90)
k=0

do(t —T./2)=> Qup(t — kT, - T,/2) (8.91)

where p(x) is the pulse shape. I}, and @, are expressed as
I, =cos 0,=cos (0,_;+ ) =1,_1 cos ¢, — Q;_1 sin ¢, (8.92)
Qk =sin Bk =sin (Bk_l + ¢k) = Ik—l sin (bk + Qk—l COs (I)k (893)

¢, is the phase shift based on the input symbols s; and sq to form a
pair. Gray code is used in mapping a two-bit symbol. The adjacent sym-
bols differ in a single bit. Therefore, most two-bit symbol errors contain
only a single bit error. The combination is as shown below:

S 5Q dr

1 1 /4
0 1 3n/4
0 0 -3n/4
1 0 -m/4

The reason for choosing n/4-DQPSK is based on our choice of having
a power-efficient modulation or a spectral-efficient modulation. For a
power-efficient modulation, the dynamic power range of the nonlin-
early amplifier (NLA) is applied to increase power efficiency. For exam-
ple, an RF amplifier for operating in a linear range has to take 6 dB
output back off (OBO). This means that a 4-watt amplifier can only
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operate at 1 watt maximum power. Therefore, a gain of 6 dB by operat-
ing at a nonlinearly amplified range for an NLA shows the power effi-
ciency. In a power-efficient modulation, spectral regrowth is a problem
that reduces the spectrum efficiency. For a modulation with spectral
efficiency, we have to use a linear amplifier to reduce the spectral
regrowth. However, different modulation schemes have different spec-
tral regrowth natures.

QPSK, due to the instantaneous 180° phase shift, leads to a signif-
icant spectral regrowth and thus has a low spectral efficiency. In a
n/4-DQPSK system, its instantaneous phase transitions are limited to
+135°, the spectral regrowth is reduced. Therefore, it is a better mod-
ulation scheme than QPSK. In OQPSK its instantaneous phase tran-
sitions are limited to =90°. The spectral regrowth is the lowest of all
three.

Comparing n/4-DQPSK with OQPSK, the signal of 1/4-DQPSK can be
easily differentially demodulated, and the scheme has an ease of hard-
ware implementation. The demodulation of OQPSK is much harder.
Therefore, n/4-DQPSK with a linear amplifier is used to achieve the
spectral efficiency for the cellular and PCS systems. One scheme called
FQPSK can be used to increase the power efficiency yet stop the spec-
tral growth [13].

The subcarrier QPSK is proposed [14] to carry a weak signal on top of
the regular QPSK signal. This weak signal need only be transmitted at
a very short distance. The regular QPSK signal is generally transmit-
ted at a long distance. The QPSK signal will be modified as follows:

1 1
st) = V2 d(t) cos (0ot + o) + V2 do(?) sin (ot + o)

+ % di(t) cos (ot + do + Adg) + % di(t) sin (@t + 0o + Ady)  (8.94)

where d(t) and d(¢) are the different bits of I and  information. The
amplitude a is very small; a << 1. The phase difference A, from ¢, is also
very small. This subcarrier QPSK signal can be detected at a short dis-
tance without being corrupted by the mobile radio multipath medium. It
does naturally generate a certain noise level for the QPSK signal. The
noise level can be calculated and tolerated in the QPSK system.

The application of the subcarrier system is very valuable. Many times,
the mobile transmitter can send two signals: one to the base station (a
regular QPSK signal) and one to a nearby repeater or receiver such as a
location finder.
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GMSK

Data

Odd bits

Even bits

High frequency

Low frequency

MSK

GMSK stands for Gaussian filtered minimum shift keying. It is a type
of constant envelope FSK where the frequency modulation is a care-
fully handled phase modulation. The constant amplitude of the GMSK
signal makes it suitable for use with high-efficiency amplifiers [15].
The wave forms started from a data stream to the final MSK wave form
are shown in Fig. 8.17. In Fig. 8.17, there are two frequency versions—
high frequency and low frequency—to provide two frequencies for
sending the data information. The relationship between the data bits
and frequencies is shown below [16]:

Digital Input MSK Output
Bit Value Frequency Sense
Odd Bit Even Bit High or Low +or -
1 1 High +
-1 1 Low -
1 -1 Low +
-1 -1 High -

When sense is positive, the carrier frequency remains unchanged.
When sense is negative, the carrier frequency is upside down.

The resulting MSK waveform shown in Fig. 8.17 has a relatively
smooth phase transition from one frequency to the other. Such a smooth
transition can reduce the spectral regrowth. In QPSK family modu-
lations, the phase transitions are discontinuous. Therefore, the power
spectrum density of OQPSK has shown that the spectral regrowth is
wider than that of GMSK (see Fig. 8.16). The minimum shift keying

1 1 2 1 3 1. 4 1516 147 1.8 1.9 11075
— : L s | ou——r——| ' I
I 1 1
1 a1 | 1 1 1

-

VAN ANYANNANVAN

A2 VAR VA A

—AA A

1 12 1 3 j 4.1 5 36 1 7 1819 |10}

Figure 8.17 Generating minimum-shift keying.
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means the minimum tone-space shift keying. We have to use the crite-
rion that two waveforms be orthogonal:

T
[ cos @nfit +) - cos 2nfor) dt =0 (8.95)
0]
where 1/T is the separation in hertz between two frequencies f; and f5.
Equation (8.95) can be solved by applying the condition f; + f; >> 1, and

sin 2n(f, + )T cos 2n(fi+ )T
onfitfy ~ omfiify O (8.96)

The result of Eq. (8.95) becomes

cos ¢ - sin 2(f; — )T +sin ¢ - [cos 2n(fi — )T - 1] =0  (8.97)
For a noncoherent FSK, ¢ # 0, Eq. (8.97) becomes

1

fl_f2:T (8.98)

For a coherent FSK or MSK, ¢ = 0. Equation (8.97) becomes

1
fl_fQZﬁ (8.99)

Equation (8.99) is the minimum spacing requirement shown in Fig.
8.18. Since all the continuous-phase FSK schemes have a low modula-
tion index, they intrinsically have constant envelope properties, unless
severe band pass filtering is introduced to the modulator output. In
MSK, the frequency shift precisely increases or decreases the phase by
90° every T seconds. Thus, the signal waveform is

sin(f— )T sin(f~£)T
(f-£)T  (f-H)T

Tone 2 ) \ Tone 1
/\O 3 ; 7 . f
"‘_; 1/2T - hiid
Hz 1
f2 f1 For non coherent FSK 7

For coherent FSK 1
2T

Figure 8.18 MFSK—minimum tone spacing for FSK.
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s(f) = sin (mot +on J s: di + ”2—“) 0<t<T (8.100)
0

where
- L fordatabit1
§1= 4 or data bi
s = (8.101)
1 .
Sg = a7 for data bit 0

Equation (8.100) also can be expressed in a different form as

. nm 74
S(t) = S1n ((Dot + 9 + ﬁ) (8.102)
or
nt\ . nn . Tt nw
S(t) = COS (iﬁ) Sin ((Dot + 7) + Sin (iﬁ) COoS ((J)Qt + 7) (8.103)

When we compare Eq. (8.103) with Eq. (8.86), we find that the two
equations are very similar. In fact, the phase-modulation waveforms of
the I- and @-channel modulations of OQPSK are modulated by sine
and cosine waveforms; thus, the output will be identical to that of
MSK. The GMSK is the Gaussian low-pass filter added to MSK, as
shown in Fig. 8.19. The power spectrum density function of GMSK can
be obtained by taking the signal s(¢) through a filter, the frequency

response of which is
2Iln 2
H(f) = exp {_%) nT} (8.104)

RF | COS wt
Cos I

A TP -

INTEGRATOR

GAUSSIAN
LOWPASS Q
FILTER —# SIN >%
RF | -SINwt

GMSK modulator.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)

Copyright © 2004 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



Modulation Technology

Modulation Technology 303

The power spectrum density S(f) of s(¢) can be obtained by taking the
Fourier transform of Eq. (8.102), which is the same process as shown in
Eq. (8.88). We can get the power spectrum density function S¢(f) of
GMSK by applying Eq. (1.41). The result is

Se(f)=|H()|?- S(f)
3 8Tb[ — cos 4n(f — f)T}]
w1 - 16T3(f - f)%1?

The power spectrum density functions of GMSK with different filter
bandwidth is shown in Fig. 8.20. The B,T is the normalized bandwidth
of a Gaussian filter. The narrower the Gaussian filter, the less the spec-
tral regrowth, but the bit error performance is degraded, as shown in
Fig. 8.20. As compared with the power spectrum densities between
OQPSK and GMSK, GMSK has less spectral regrowth (see Fig. 8.20),
but OQPSK has better BER performance (see Fig. 8.21).

(8.105)

8.5 Nonconstant Envelope Modulation

In the nonconstant envelope modulation, the information can be modu-
lated on the amplitude of carrier frequency such as AM (amplitude mod-

0

— 20 |

/\ B,T = > (MSK)

\
: \ 1
O __40 F 07
§
= 05
[8)
@
Q.
@ .. 60
]
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°
qa

— 80

— 100 -

— 120 ) ; 1 L

0 05 10 1.5 20 25

Normalized frequency difference, 8/8,

Figure 8.20 Power spectrum density functions of GMSK. (After
Hirade et al., Ref. 28, p. 15.)
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Figure 8.21 Measured BER performance. (After Hirade et al.,
Ref 28, p. 17.)

ulation) and SSB (single sideband), the common modulation schemes
belonging to this family. The power spectrum efficiency of this kind of
modulation is always higher than other kinds such as constant envelope
modulation. However, in the mobile radio environment, the multipath
fading distorts the signal envelope. Therefore, the information can be
very hard to receive undistorted without any special treatment. For this
reason, the nonconstant envelope modulation is not very popular in
mobile radio or mobile wireless systems. The following section describes
one of the nonconstant envelope modulations called QAM [17, 24, 25, 26].

QAM (quadrature amplitude modulation)

QAM signaling can be viewed as a combination of amplitude shift key-
ing (ASK) and phase shift keying (PSK). It can also be viewed as an
amplitude shift keying in two dimensions. In an M-ary QAM signal, the
signal in each state [ is
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si(t) = R, [v;(t)e’*™]
=Aa; cos (2nf.t) + Ab; sin (27f.t) 0<t<T (8.106)
where A is a constant, V2A representing the amplitude of the lowest
state, and (a;, b;) is a pair of identifying states in the constellation of
the ith state. The 16-QAM constellation diagram is shown in Fig. 8.22.

The probability of error for QAM can be determined from the proba-
bility of error for PAM. For the probability of error of a vV M-ary PAM is

expressed as
1 [ 8 Su
PVM—2<1— VM)Q( U1 No) (8.107)

where S,,/N, is the average SNR per symbol of an M-QAM, and

VM

AZZ a?
1

Sw=2\"1 (8.108)

The probability of a symbol error for an M-ary QAM is
Py=1-(1-Pyy)? (8.109)
When P,3; is a small value:

Py =2Pyi; — Pl = 2Py (8.110)

(a4 by) (agby)| (agbq) (aqby)

. (a1 by)

_ 5, dip=(ay2 +b)12
X 1 b
0 = tan a—f
. . (31 ba)
. (31 b4)

Figure 8.22 The 16-QAM constellation diagram.
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Figure 8.23 Probability of a symbol error for QAM and PSK in the 107! to 10°¢
range. (From Proakis, 1989.) For M = 4, the performance of QPSK is the same

as that of 4-QAM.

Figure 8.23 shows the bit error rate for an M-QAM on nonfading and
Rayleigh fading channels. Although M-QAM is a power-efficient modu-
lation, the bit error probability increases as M increases. Besides, the
envelope of M-QAM is not a constant. It means that the partial infor-
mation is carried on the envelope and can be distorted while the enve-
lope is distorted by the Gaussian noise or Rayleigh fading.

8.6 OFDM Modem

Orthogonal frequency division multiplexing (OFDM) is a modulation
technique where source symbols are transmitted in parallel by apply-
ing to a large number of orthogonal subcarriers. The OFDM signal s(#)
can be expressed
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s(t) =R, {v(t)e/2™} (8.111)

The complex envelope v(¢) of an OFDM signal s(¢) can be expressed [20]

0= =4 S x,,0.t - kT) (8.112)

where A is the carrier amplitude and % is the kth block of N serial
source symbols.
The N orthogonal waveforms {¢,(¢)} in Eq. (8.112) are chosen as

N-1
0 B
JTI:(n 9 )t

T

0,(&) = h,(¢) exp (8.113)

and h,(¢) can be a rectangular amplitude shaping pulse, A, (&) = Ur(¢).
The source symbol block x, at time ¢ = kT can be expressed as

Xp= {xk,o, X1 Xk,25 Xk35 00 Xr,N - 1}

A block of N serial source symbols has a symbol duration T, where
T, can be less than the rms time delay spread A of the medium (T, < A).
The block of N serial source can be converted to a block of N parallel
modulated symbols, each in a duration of T'= NT. Let the block length
N be chosen so that NT, >> A. Since the symbol rate (1/T') on each sub-
carrier is much less than the serial source rate

11

T T,
the effects of delay spread are greatly reduced, and we can even try to
eliminate the equalizer. The source symbol block x; in time domain is

applied to N subcarrier and converted to X, in frequency domain as
shown in Fig. 8.24. The N transmitted signals are of equal energy and

Xo —=1 X5, Toar [*° | %on-2 !xo,/v-x
R P
IDFT or IFFT
R vl
Xo,0 Xo,1 soe  Xon 2| Xon1—> XO

Figure 8.24 Block diagram of OFDM transmitter using IDFT or IFFT.
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equal duration, and the signal subcarriers are separated by 1/T hertz,
making the signals orthogonal among themselves. The medium disper-
sion will still cause consecutive modulation symbol blocks to overlap,
and creates a so-called residual intersymbol interference (ISI). It can
be reduced by introducing the guard intervals between the blocks. The
source symbol duration with guard interval is

T:=

G (8.114)

1 _
N

where G should be greater than the time delay spread A.
The attractive advantage of using OFDM is that the modulation can
be expressed in a discrete frequency domain after going through the

inverse fast Fourier transform (IFFT). Let the source symbol block at
the first block, 2 = 0, the complex envelope

j2nnt

v,(t) =A z xonexp{ NT.

} 0<t<T (8.115)

The complex envelope v,(¢) is sampled at ¢ = kT and forms a sequence
through IFFT operation.

N

N-1 2
X, =vkT)=A > x,, exp {J ’mk} (8.116)

Then, X,, passes a D/A converter and is subcarrier-modulated.
OFDM is a means of providing power-efficient modulation for an OFDM
signal expressed in Eq. (8.111), the power spectrum density (PSD) of its

complex envelope is
1 N-1
22 -75)

1
GEZEE[lxk,nlz]

(8.117)

where

and
H(f)=F'h@®)]

The PSD of OFDM with N = 4 and N = 32 is shown in Fig. 8.25. For
large N, the PSD becomes more flat at
16 1.6N

T

f=

S
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Figure 8.25 Psd of OFDM with N =4 and N = 32.

Therefore, as the block length N is large, the PSD of OFDM approaches
that of single-carrier modulation. This is power-efficient modulation.

8.7 Spread-Spectrum Systems

A spread-spectrum system is used to spread a signal over a frequency
band that is much wider than the minimum bandwidth required to
transmit the information being sent. Typically, a multimegahertz band-
width is used to transmit a voiceband signal of a few kilohertz. A
spread-spectrum system can be used to improve spectrum efficiency in
mobile-radio communications.

In the newly allocated 850-MHz mobile-telephone frequency spec-
trum, a band of 40 MHz (825 to 845 and 870 to 890 MHz) is assigned to
mobile communications, as was mentioned in the introduction to this
book. One-half of the frequency band is used for transmitting and the
other half for receiving, with a one-way transmission bandwidth con-
sisting of a 20-MHz continuous band. Communications channels can be
evenly assigned a particular frequency for conventional use in a cellu-
lar planned system, or a coded waveform covering the total 20-MHz
band can be assigned to a particular user. Codes that can be used
include the following different kinds of modulation:

1. Direct-sequence-modulated system—Modulation of a carrier by
a digital-code sequence whose bit rate is much higher than the infor-
mation signal bandwidth.
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2. Frequency-hopping system—Carrier-frequency shifting in dis-
crete increments, in a pattern governed by a code sequence which
determines the order of frequency usage.

3. Time-hopping system—The timing of transmission—e.g., low-duty-
cycle or short-duration—is governed by a code sequence.

4. Time/frequency-hopping system [18]—The code sequence deter-
mines both the transmitted frequency and the transmission bit rate.

5. “Chirp” or pulse-FM modulation system—A carrier is swept
over a wide band during a given pulse interval.

Among these five types of modulation, the time/frequency-hopping sys-
tem is a primary choice for mobile-radio use. In this type of system,
each mobile unit is assigned a unique set of time- and frequency-coded
waveforms that are used for both transmission and reception. These
coded waveforms have large time-bandwidth products, so that interfer-
ing signals are easily suppressed. This type of system is relatively com-
plicated; however with present-day advanced technology, such systems
are already under development. A comprehensive discussion of the
codes for this type of system available for mobile-communication use
is contained in Cooper and Nettleton [18]; it is known either as a
continuous-phase discrete-frequency-modulated (CPDFM) signaling
system, or as a frequency-hopped differential phase-shift keying (FH-
DPSK) system.

8.8 Frequency-Hopped Differential Phase-
Shift Keying (FH-DPSK) Systems

The frequency-hopped differential phase-shift keying (FH-DPSK) sys-
tem is a spread-spectrum method of communication that can provide
mobile-radiotelephone services to a large number of urban customers.
Each FH-DPSK signal is a sinusoidal, constant-envelope, continuous-
phase signal divided into discrete time intervals—each of duration #,—
called “chips.” Over a waveform interval of duration T = Lt,, a specific
sequence of L different tones or chips is assigned and no frequency
assignment is repeated (L is the number of different frequencies). The
signal is periodic with period T The frequency assignment takes the
following form:

fi=f.+atfi

where f* is the frequency shift from the carrier f; assigned to the ith time
chip of the kth waveform of the set, a* is the integer from the kth code of
acode set,i =1,..., L, and f; is the fundamental frequency channel
before hopping. Hence, there are L distinct signal waveforms, each with
L time chips and each with a bandwidth of approximately L/¢;.
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Figure 8.26 Representative signaling in the time-frequency
plane.

A representative signal in the time-frequency plane is shown in Fig.
8.26. The “continuous-phase” property ensures that the waveform chip
will form a continuous joint at the edges with other chips and therefore
will contain an integer of cycles.

The figure of merit representing system and/or spectral efficiency
can be expressed [19]:

R,
n=M B (8.118)

where M is the number of users simultaneously served by the system,
B is the one-way transmission bandwidth occupied by the system, and
R, is the information-transmission rate, defined:

_logs L log, L
R, = T - —Ltl (8.119)

Each mobile unit receives its own L-tone sequence, as well as M — 1
interfering sequences. Assuming all transmitters are uncorrelated and
M >> 1, then the received interference is equivalent to white Gaussian
noise over the system bandwidth B. The frequency-managing proper-
ties of the code are as follows:

1. If the codes are synchronized and if the frequency slots are nonover-
lapping, the signals are all mutually orthogonal. A set of L orthogo-
nal words is defined:
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L
> wywy; =Ly,
j=1

where w,; is the jth bit of the £th word and §,; is the Kronecker
delta function. However, synchronization is difficult to acquire in a
mobile-communication medium.

2. If synchronization is not employed, the code used must be such that
no two codes have more than one frequency coincidence for any time
shift. This type of code can be verified by shifting any given row in
the code set cyclically to either the right or the left. This property is
useful in a mobile-communication application, since no other type
of synchronization is needed and therefore any number of users
can transmit independently with minimal mutual interference. The
major limitation of this type of code is that all signals must be re-
ceived with equal power. In actual practice, this is difficult to achieve
and usually requires additional design effort.

Signal and noise representation

The signal waveform of each set of L chips may use frequency-hopped
“carriers” for a biphase code message; thus, the kth code in the ith chip
period is

s*(t) = A sin (0;t + 6;)
=A sin [ZTE(fC + affl)t + Bl] (l - l)tl <t< ltl

where af is the ith integer from the kth code, ; = 2rn(f, + aff1), A is the
signal amplitude, and 6; = 0 or & is constant in the ith chip period and
represents the transmitted message.

Figure 8.27 illustrates a receiver model with differential phase-
reference functional capabilities.

Within any given area, there are typically M mobile units roaming
about and M - 1 interference sequences to contend with. M — 1 inter-
ference sequences can be treated as narrowband conventional noise;
the noise in the ith chip period can be expressed [20]:

n;(¢) =1.,(t) cos (w;t) + I ;(¢) sin (o;¢) (8.120)

where I.; and I,; are the in-phase and quadrature components of the
noise.

For a time interval #;, the ith chip (at frequency w;) develops its max-
imum power at the output of the appropriate matched filter. The out-
put, the sum of the signal plus interference, may be written (see Fig.
8.27) as:

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)

Copyright © 2004 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



From 1F
amplifier

BPF

Delay T

Modulation Technology

Modulation Technology 313

Tapped delay line

T

Linear combiner and Eim:;?'
maximum-likelihcod decision circuit g
}—» out

Figure 8.27 Receiver model with differential phase reference.

v;i(t) =A sin [o;¢ + 6;®)] + I,;(¢) sin (w;t) + I.;(¢) cos (w;t) (8.121)
where 6,(¢) is the phase of the ith chip (0 or n). The interference en-
velopes, I;,(¢) and I.,(¢), are independent Gaussian random variables
with zero mean and a variance of ¢2.

of =I5 =I%) (8.122)
The output of the low-pass filter for the ith detector (see Fig. 8.27) is
d;(t) = 2¢v;®v,(t - T)) = A’w,,; + N;(t) (8.123)

where the interference components N;(¢) are expressed:

Ni#) = = AL,(t) + ALt - T)
+ Is,i(t)Is,i(t - T) + Ic,i(t)Ic,i(t - T) (8124)

and where the plus and minus signs in Eq. (8.124) are chosen as follows:

o¢-T) 6(2) Sign
0 0 + +
T 0 -+
0 T + -
n T - -
and (N;(ONL(@)=0 forj#k
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8.9 Error Rate and System Efficiency
of an FH-DPSK System

A typical DPSK system uses a receiver with differential-phase error
circuitry to overcome the effects of multipath signal losses while main-
taining phase coherence when hopping from one frequency to another.
Figure 8.27 illustrates this type of receiver, where each time chip con-
tains differential phase-modulated information with respect to the cor-
responding time chip. For a frequency of 800 MHz and a vehicle speed
as high as 100 mi/h (160 km/h), a waveform duration of 200 s (a hop-
ping rate of 5 kHz) may be assumed. During this time interval, the
vehicle traverses only 0.35 in (0.89 c¢m), or 0.03 A. It is therefore rea-
sonable to assume that a given waveform can provide a reliable phase
reference.

Single-active-base-station intracell

interference

To further analyze the effects of tone-sequence interference on recep-
tion, consider a mobile-radio system consisting of only one, centrally
located, active station serving M mobile users within a given service
area. Each mobile unit receives its own tone sequence and M — 1 inter-
fering tone sequences. The received interference can be expressed:

A2 M-1
612=<Is2,i>=<lc?,i>=? Bt
1

(8.125)

where 1/¢,, the reciprocal of the chip pulse width, is the noise band-
width for each bandpass filter, the system bandwidth is B, and A is the
amplitude of the tone sequence of the desired mobile unit’s address.
The kth output of the combiner (shown in Fig. 8.27) in response to the
{th word being transmitted is represented by C,; and defined:

L
Cyy=LA%,, + Z wy, ;i N; (8.126)
J=1

where w;, ; is the jth bit of the kth word, §;, is the Kronecker delta func-
tion, and N, is as expressed in Eq. (8.124) by changing i to j. A word-
detection error occurs only when the “wrong” combiner output C,;
exceeds the “right” combiner output C;;, which means that

Cy—Cyy=LA*+2 > w,;N;<0 (8.127)

(W2}
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where > ;) indicates the summation over the L/2 values of j, and where
w;; and w, ; disagree. Equation (8.127) is written in the form of a signal
plus noise, with a total signal-to-interference ratio of

2A4
Y= A (8.128)
4 > UND
(%]
Substituting Eq. (8.124) into Eq. (8.128) yields the following expres-
sion:
__Lyf
v= 2+ 1 (8.129)

vrexpresses the signal-to-interference ratio at the output of each band-
pass filter and can be written:

A2
Yf: 2612

_ Btl _ B loggL
"M-1 M-1 LR,

(8.130)

where 6; is as shown in Eq. (8.125) and ¢; is as shown in Eq. (8.119).

Example 8.3 Given the condition that there are 40 mobile users within an area
served by an FH-DPSK system and the coding consists of 32 orthogonal words,
each with its own unique tone, then with a system bandwidth of B =20 MHz and
a signaling rate of R, = 32 kb/s, find the total signal-to-interference ratio.

solution The signal-to-interference ratio (s.i.r.) at the output of each bandpass
filter is:
B log,L 20x10°  log, 32
=M-1 LR, = 39 32x32x10°

=25=4dB (E8.3.1)
Then the total s.i.r. is:

LY 333 1548 (E8.3.2)
TSy 41 0007 3.

Example 8.4 What is the s.i.r. range of y; within which a word-detection error
can occur when a wrong combiner output exceeds the right combiner output?

solution A word-detection error can occur when the conditions of Eq. (8.127) are
present, expressed as follows:

L 9 L
(LA?? < (2 > w, ,N,-) =4> N? (E8.4.1)

{j} (%]

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



316

Chapter Eight

Modulation Technology

When Eq. (E8.4.1) is inserted into Eq. (8.128), the value of y should be less
than 1.

The following expression is obtained from Eq. (8.129) with y< 1:

Ly}
2'Yf +1

<0 (E8.4.2)
In solving Eq. (E8.4.2), the following is obtained:
1
V<t VL2 +1/L (E8.4.3)

Where L = 32, y,< 0.21 (or —6.77 dB). Therefore, when y,is less than —6.77 dB for
L = 32, a word-detection error can occur.

Since C;; and C,,,; are Gaussian terms, then the difference C;; — C;, is

also Gaussian. The probability of a word-detection error (C;; — C,; < 0) is

P=QVyt %2 r e dx
T vy

There are L — 1 independent ways that an error can occur in detecting

a

given word. Consequently, the system bit-error probability is:
1 L-1
Py=5 [1-1-PF == QY (8.131)

For L = 32, as suggested by Cooper and Nettleton [18], the nonfading

bi

Bit-error probabitity Py

t-error probability is as shown in Fig. 8.28.
1071

1072 Fade

1073 No-fade

1074

107 =3 5 5 5

Signal-to-noise ratio y¢,dB

Figure 8.28 Bit-error probability as a function of
signal-to-noise ratio at the matched filters for L = 32

R

ayleigh model).
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For good-quality speech, where P, = 107, the signal-to-noise ratio at
the output of each bandpass filter is y; = 1 dB. This shows that the
signal-to-noise ratio can be lowered by increasing the bandwidth.

Multiple-base-station intercell interference

In a high-capacity mobile-radio system employing multiple base sta-
tions, only adjacent cells typically cause interference (intercell inter-
ference). Nonadjacent cells in the system, because of high attenuation
by the radio medium (power falls off faster than the range of 1/r3 to
1/r*), do not generally cause interference. The worst interference occurs
when a mobile unit approaches the corner boundaries of a cell, where
the interfering frequencies from adjacent base stations are almost
equidistant from the mobile unit. Each base station serves M mobile
units, and the signal strength conforms to the propagation rules.

Figure 8.29 shows a typical cellular layout for a mobile-radio system
[19]. The mobile unit at the location of the cell corner in Fig. 8.29 is in the
area of worst-case interference. The total contribution of signal energy
from a cell Y; transmitted at its base station X to a mobile unit is

Pt 2n (R rﬁJrl
Pr= 132
YiT nR? J; L (DZ+ 12— 2D, cos 0)P2 dr dbo (8.132)

where § = 3 or 4, depending on the radio medium.

Cellular mobile radio system

= - Mobile
x - Base station

Figure 8.29 Cellular layout for a mobile-radio
system, worst-case interference.
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According to the rules of propagation, P, is the total power, R, is the
cell radius, and D; is the distance to the ith base station. The term dr
d0 represents the integration factor for cell Y,.

Dividing by P, and summing the total contributions from all N — 1
interfering cells yields the signal-to-interference ratio at cell X base
station. If each cell contains M >> 1 users, the ratio of signal power for
one mobile to total interference at each matched filter output can be
expressed:

N P,
Yr=—"n~-1

T (8.133)
M > Py

where N is the total number of cells in the service area. Adding the
interference contributions from the dozen base stations nearest a given
cell corner allows the signal-to-interference ratio for a mobile unit
located in a cell corner to be derived from Eq. (8.133):

Y,=0.26y,  worst case (8.134)

The s.i.r. for a randomly located mobile unit within the cell can be cal-
culated as follows [18]:

Y,=0.5y,  average case (8.135)

where y;, given by Eq. (8.130), is the s.i.r. obtained with M mobile units
in an isolated cell. ¥; is the s.i.r. from N = 12 cells, where each cell
contains M mobile units. Then, in a manner similar to that used in
Eq. (8.131), the following is obtained:

Py = % RV

where there are L — 1 independent ways to make an error while detect-
ing a given word. The relation between y and ¥, is the same as the rela-
tion between y and y; as shown in Eq. (8.129).

Multipath-fading environments

In a multipath-fading environment, it can be assumed that individual
signals fade; however, the sum of all interfering signals does not fade,
because of the averaging process. Therefore, the output of the ith
matched filter [see Eq. (8.121)] becomes:

vi(t) =r;(HA sin [o;t + 0,()] + ;(¢) sin o;t +1.,(¢) cos o;¢ (8.136)
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where r;(¢) is a Rayleigh-distributed random variable with p(r) =
2rje"f2 .

The effective signal-to-noise ratio [analogous to the quantity mea-
sured by Eq. (8.129)] can be expressed as follows [19]:

A S |
V=2 Wiz (8.137)
where Z=Yr}t) j=1,...,L (fading) (8.138)
{1}
=172 (nonfading)

The expression for {j} is the summation over the L values of j from 1
to L.

Z is a random variable that has a chi-square distribution, with L
degrees of freedom and a mean value of L/2; it is defined:

1
Z=5x (8.139)

where the probability density function for y? is:

N-2 2
X exp (— X-) (8.140)
L (L> 2
2rer

p(x® =

For a given L and v, Y’ can be obtained from Eq. (8.137). Let ¥’ express
the function of the slowly varying random variable x2. The average P,
of Eq. (8.131) can then be expressed:

— bt L _ 1 oo
P b=f0 PP dy’ = —5— fo POOQRNVY (P dy®  (8.141)

Equation (8.141) is applicable to an isolated cell. When intercell inter-
ference is present, y; from Eq. (8.137) should be replaced by y;, which is
shown in Eq. (8.134).

It should be noted that Eq. (8.141) can only be integrated numeri-
cally, as shown in Fig. 8.28 for the fading case.

8.10 Spectrum Efficiency and Number
of Channels Per Cell

In this section, the spectrum-efficiency merits of two different systems
will be compared; the first is the FM frequency-reuse system, and the
second is the frequency-hopping DPSK System. The figure of merit 1 is
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shown in Eq. (8.118) and is the basis for these spectrum-efficiency com-
parisons.

The FM frequency-reuse system used by the Advanced Mobile Phone
Service (AMPS) reuses assigned frequencies within a 12.5-MHz, one-
way transmission spectrum bandwidth W at approximately 850 MHz
[21, 22]. The available bandwidth can be defined:

W = 2% Af = QAf (8.142)

where @ is the total number of available channels, each having a chan-

nel width of Af. In actual practice, the total number of available chan-

nels, @, is subdivided into C frequency subsets that are each assigned

to specified cells; e.g., subset C; could be assigned to a particular cell

and also be reused by another cell that is far enough away to preclude

mutual interference at that subset of operating channel frequencies.
The spectral efficiency of the AMPS system is:

n= CAf

(8.143)

In an isolated-cell situation, the optimal value of C is unity, because
there is no interference from neighboring cells.

Example 8.5 In an isolated-cell situation, where R, = 32 kb/s and Af = 30 kHz,
then 1 = 1.06. In an intercell situation where omnidirectional antennas are used
[21], C = 12 cells, and the spectral efficiency is 1 = 0.088. Therefore, the average
number of usable channels per cell, My, would be:

_¢B {444 isolated-cell case

Mfm—AfT—

37 intercell case

where & is the multitrunk loading factor (usually 0.666), B = 20 MHz, and Af =
30 kHz.

In the frequency-hopping system of Cooper and Nettleton [22] the number of
channels per cell, My, depends on the spectral efficiency 1, which depends on the
bit rate R, per user, as was shown in Eq. (8.118). R, is expressed in Eq. (8.130) in
terms of the s.i.r., y;. For the condition where M >> 1, the spectral efficiency 1 is
expressed [19]:

MR, M Blog,L  log,L
B B M-DLy Ly

n= (8.144)
Example 8.6 For an isolated cell in a fading environment, the value of s.i.r. y,=
2.4 dB can be found from Fig. 8.28, where L = 32 and P, = 1073, The value of s.i..
¥s for the intercell case in a fading environment can be found from Eq. (8.135) as
¥s= 0.5v;. Under these conditions, the spectral efficiency 1 is:

log, 32 1 .
. 39 X 173 = 0.09 isolated-cell case
O'zﬂ =0.045 intercell case
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TABLE 8.2 Spectrum Efficiency of FH-DPSK Mobile-Radio System Using
Omnidirectional Base-Station Antennas

Cellular-network multipath

Isolated-cell multipath fading fading
Number of channels Number of channels
Systems n per cell n per cell
AMPS 1.06 444 0.088 37
FH-DPSK 0.09 56 0.045 28
L=32,P,=103

321

The number of channels per cell can be expressed:

Mfd

B |56 isolated-cell case
=N R, (28 intercell case

Table 8.2 compares the spectral efficiency and number of channels per cell for the
AMPS and FH-DPSK systems. From Table 8.2, the number of channels per cell is
significantly larger for AMPS than it is for the FH-DPSK system. Changes in sys-
tem parameters and basic assumptions could cause a corresponding change in
the results; however, the important thing is to understand the process for mak-
ing this type of analysis.

Spread Spectrum Modulation—

Direct Sequence (DS) [27]

The spread spectrum can provide the redundancy of the message bits
while in transmission. The two direct sequence techniques can be illus-
trated in Fig. 8.30. The first one is shown in Fig. 8.30(a). The data x(¢)
transmitted at a rate R, are modulated, first by carrier f; and then by
a spreading code G(¢) to form a DS signal s,(¢) with a chip rate R,, which
takes a DS bandwidth B,,. Then the DS signal s,(¢t — T'), after a propa-
gation time delay 7, is received and goes through a correlator that con-
sists of two functions: multiplier and averager. The correlator uses the
same prestored spreading code G(¢) to despread the DS signal. Then
the despread signal x(¢ — T') is covered. The second DS technique is to
spread first, then modulate, as shown in Fig. 8.30(b). These two DS

Technique

A= Chip rate Rp=Chiprate  Txant. Ryant.

Tyant Y sit) Lﬁvanf-Ts.(r—T) soflt ==, Y7

s(t)

Data x(t

Data x{t) o/ F Datax(t)  pata x(t) — — ®
with rate 7 L R with rate R R
Correlator Bc=R fy I fo fo |
Spreading code G(t) Spreading code G(t) Spreading code G(t) Spreading code G(t)
Spreading process Despreading process Spreading process Despreading process
(a) Spreading after carrier modulation (b) Spreading before carrier modulation

Figure 8.30 Basic spread—spectrum technique. Tx Ant.—transmitting antenna; Rv Ant.—receiving antenna.
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techniques provide the same DS signal s,(¢). The following analysis
uses the technique from Fig. 8.30(a).

Let x(¢) be a data stream modulated by a binary phase shift keying
(BPSK) so that

s:(t) = x(¢) cos (2nfot) (8.145)

where x(¢) = £1 and its data rate = R,. At the transmitting end, the
spread sequence G(¢) modulation also uses BPSK:

Gt)==*1 (8.146)
with a chip rate R,.. The spread signal is
s,(t) = x(t) G(t) cos (2rfot) (8.147)

At the receiving end, s,(t — T') is received after T seconds of propagation
delay. The despreading process takes place. The signal s,(¢ — T') coming
out from the correlator is

s, —-T)=Ext-T) -Gt -T), G -T) cos [2nfy(t - T)]}
=x(t-T) E{Gt-T) Gt -T) - cos [2nfyt - T)] (8.148)

where T is the estimated propagation delay generated in the receiver.
Since G#) = *1and when T'=T

E{Gt-T) Gt-T)=1 atT=T (8.149)
Then s,(¢ — T') shown in Eq. (8.148) becomes
S,(t—T)=x(t—T) cos [2nfy(t — T)] (8.150)

y ()

Signal  x(t t Interference
- Si(f
No !
B : B
' \

t
()
|
: N
x,{1) = x(0) G(t)
t

Signal Nonspreading or Spreading
]
ST(f) V ZZ777777777777777722 N, + | 27Tz |

B,

ENVIRONMENT

e

Xl =%(tF) - GE-T) y{t) - G(t-T) Yy G- 61T
Interference
+ |

Spread spectrum. The interference source could have a different G,(¢) to do
the spreading and end the same result.
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The data stream x(¢ — T') is recovered after demodulated by the carrier
frequency fo.

Reduction of interference by a DS signal

The reduction of interference by a DS signal is shown in Fig. 8.31.
After spreading s(¢) with a desired G(¢), the output S,(¢ — T') is trans-
mitted out while the interference in the air is either a narrowband sig-
nal S;(¢ — T') or a DS signal S;(¢t — T') G;(t — T') with a difference G;(¢).
The two interference signals received can be expressed as

s;¢-T)=E{y¢t-T)-Gt-T)-G;(t—-T) cos 2nfo(t - T)]} (8.151)
or
s;t—T)=E{yt -T)- Gt —T) cos [2nfyt — T} (8.152)

In Eq. (8.151), the s;(t — T') is very weak because E[G (¢ — T) Gyt —T))
= 0.

In Eq. (8.152), the s;(¢ — T') is weak because y(t — T') - G(t — T) is an
energy-spread signal, just as is x(¢) - G(¢ — T') in the air before despread-
ing. Therefore, a DS signal can recover its desired signal x(¢) and
weaken the interferent signals.

Correlators and rake receivers

The correlator receiver provides despreading processes in spread spec-
trum modulation. Assuming the message x(¢) with a data rate R, is
spread by a pseudonoise code G(¢) to become a chip rate R, before trans-
mitting and despreading by the same G(¢) after receiving. The message
x(t) is recovered. In this case, the chip rate for this individual correlator
should be considered. In a strong Rician environment, the correlator
receiver with a large number of chips per data symbol should be used.

The rake receiver combines the outputs of N-correlators. The rake
receiver, while equivalent to an equal-gain diversity combination, can-
not be guaranteed to perform better than a single correlator under any
circumstance. Usually in Rayleigh fading, or if the channel contains a
strong specular component, a low-chip-rate rake receiver provides bet-
ter results than a correlator receiver [30].

8.12 Modified Single-Sideband

(SSB) System

One of the prime objectives of modern technology is to find more effective
ways to use the existing mobile-radio frequency bands with enhanced
efficiency. An efficient technique which is a radical departure from the
spread-spectrum concept was proposed by Lusignan [23], who proposed
a single-sideband, amplitude-modulated transmission that uses fre-
quency companding to reduce the bandwidth and amplitude compand-
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ing to enhance the signal-to-noise performance. This system is referred
to as a single-sideband-frequency/amplitude (SSB-F/A) system.

The SSB-F/A system employs a radio-frequency bandwidth of 1.7
kHz with a suggested channel separation of 2.0 to 2.5 kHz. This chan-
nel separation is only one-tenth of the 25-kHz FM separation currently
in use. The amplitude compandor compresses the dynamic range of the
speech signal prior to transmission and expands the signal back to its
original range upon reception. This technique (SSB-A) reduces power
yet the snr remains the same. The frequency compandor compresses
the frequencies of a voice waveform prior to transmission and expands
them upon reception. This technique reduces the bandwidth while
retaining the same signal-to-noise ratio. The amplitude compandor
function is described in Chap. 13. The differences in channel separation
for various modulation schemes are as follows:

Modulation scheme Channel separation
Conventional FM 15 kHz
Amplitude-compandored SSB(SSB-A) 3.0-3.5 kHz
Frequency/amplitude-compandored SSB(SSB-F/A) 2.0-2.5 kHz

Figure 8.32 shows the bandwidth-versus-power relationship for the
different modulation schemes. Three sets of data are shown, corre-
sponding to values of 40, 30, and 20 dB of signal-to-noise ratio, respec-
tively. It should be noted that when the required signal-to-noise ratio
increases, the required transmitting power also increases, regardless
of the modulation scheme used.

The functions plotted in Fig. 8.32 show that the SSB-F/A scheme
requires less transmission power than either the SSB-A or the conven-
tional FM modulation scheme to achieve the same signal-to-noise bene-
fits. Lusignan’s road-test studies [23] proved that the SSB-F/A scheme
provides better cochannel interference isolation and better adjacent-

24— X 40 dB S/N
* o 30 dB S/N
20+
X a 20 dB S/N
~N x
L 16+ x
- OCO Xxx FM
% 12— OOOFM Xxx
z FM %0 o
= A Ooo x
8 8— N 000
[¢e]
4 ssB-A 0SSB-A
Iy - X S3SB-A
2l-ogsp-Fsa SSBF/AOC SSB-F/A%
| !

1 I I 1 ] 1

2 5 10 20 50 100 200 500
Transmission power, watts

Figure 8.32 Bandwidth-vs.-power comparisons for sys-

tems using different modulation schemes. (From Ref:
18.)
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channel-interference rejection than was possible in using conventional
FM. The major problem with the SSB-F/A modulation scheme is the
requirement for frequency stability. Hence, specially designed circuits,
are required to compensate for short-term jitter and long-term fre-
quency drifting. In the mobile-radio environment, Doppler frequencies
as high as 100 Hz are typical for mobile speeds of 110 km/h, for operation
in the 800- to 900-MHz band. Therefore specially designed circuits are
also required to compensate for the Doppler frequency shift due to the
motion of the vehicle. The SSB-F/A modulation scheme may be suitable
for air-to-ground communications but not mobile communications. Also,
the use of SSB-F/A has shown that there is no improvement in spectrum
efficiency over the use of FM modulation in the cellular (frequency
reuse) systems [29].

Problem Exercises
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1. Derive Eq. (8.9).

2. In Fig. 8.9, if the vehicular speed is changed to 100 km/h and W =6 kHz at
an operating frequency of 450 MHz, what are the limiting lines due to the ran-
dom FM signal?

3. The baseband-signal power bandwidth, B = 8W, has been satisfied when
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4. Give the proof for Eq. (8.95).
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1 11 1
-1 -11 1
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Note A set of N orthogonal words can be developed by the first N Walsh func-
tions.
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Chapter

Diversity Schemes

9.1 Functional Design of Mobile-Radio
Systems—Diversity Schemes

A diversity scheme is a method that is used to develop information
from several signals transmitted over independently fading paths. The
objective is to combine the multiple signals and reduce the effect of
excessively deep fades. The combining of signals will be described in
the next chapter. Diversity schemes can minimize the effects of fading,
since deep fades seldom occur simultaneously during the same time
intervals on two or more paths. Two uncorrelated fading signals
received via independently fading paths are shown in Fig. 9.1.

Since the chance of having two deep fades from two uncorrelated sig-
nals at any instant is rare, the effect of the fades can be reduced by
combining them. There are two general types of diversity schemes. One
is called the “macroscopic diversity scheme” and the other is the
“microscopic diversity scheme.” The macroscopic diversity scheme is
used for combining two or more long-term lognormal signals, which are
obtained via independently fading paths received from two or more dif-
ferent antennas at different base-station sites. The microscopic diver-
sity scheme is used for combining two or more short-term Rayleigh
signals, which are obtained via independently fading paths received
from two or more different antennas but only at one receiving cosite.

9.2 Macroscopic Diversity Scheme—
Applied on Different-Sited Antennas

As was discussed previously in Chaps. 3 through 5, the long-term log-
normal fading which the mobile-radio signal undergoes in a shadow
region causes the average power to drop over a long period of time. The
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The chance that two fades occur
at the same instant is rare

Received signal, dB

Time

Figure 9.1 Uncorrelated fading signals.

undulation of the terrain contour determines the duration of envelope
variations during long-term fading. The roughness of the surface along
the propagation path determines the range of variation of the long-
term fading. The macroscopic diversity scheme defeats shadowing and
other terrain effects by using transmitted and received base-station
signals at two different geographical sites, as shown in Fig. 9.2.

The same transmitted signal received simultaneously at two different
base-station sites can be used to determine which site is better for com-
munication with the mobile unit. In Fig. 9.2, the improved mobile-radio
communication with site A occurs while the mobile unit is traveling
along section A of the road; and with site B it occurs while the mobile
unit is traveling along section B of the road. Assume that the average
power terms of the two received signals at the two respective sites are

PrA = mA(x) (91)

PrB = mB(x) (92)

Figure 9.2 Using base stations at two different sites.
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here myu(x) and mp(x) are lognormal-distributed local means, as
described in Chap. 6. In the macroscopic diversity scheme, the site
which serves the strongest path is selected. If

my(x) > mp(x) use site A (9.3)

This is the only combining technique that is used in dealing with two
signals in a macroscopic diversity scheme.

The macroscopic diversity scheme can be used for any arbitrary num-
ber of sites, as needed. Macroscopic diversity is also called “multiple-
base-station diversity.”

9.3 Microscopic Diversity Schemes—
Applied on Cosited Antennas

The microscopic diversity scheme is used when two or more uncorre-
lated short-term Rayleigh signals are received, with the same long-
term fading experienced on those signals. Identical long-term fading
means that all of the signal paths have to follow the same terrain con-
tour. Therefore, different short-term fading signals are received from
different antennas at the same antenna site. The term “cosite” can be
applied to both the mobile unit and the base station. There are basi-
cally six methods of achieving diversity reception. The differences
between the diversity schemes applied at the base station and those
applied at the mobile unit are described in Sec. 9.4.

9.4 Space Diversity

At the mobile unit

In Chap. 1, it was shown that the signal received at the mobile unit is
obtained by summing up the incoming waves from all directions. From
the expression shown in Eq. (1.16), signals are received at different
instants as the mobile unit moves with a speed V. Since the distance
x = V&, the instantaneous location x; corresponds to time ¢, and x, cor-
responds to time #,. It can also be shown that the instantaneous signal
strengths received at x; and x, are different.

If the receiver has multiple antennas, spaced sufficiently far apart
that their received signals fade independently, then they can be used
for diversity reception. The necessary space separation required to
obtain two uncorrelated signals must be determined.

In Sec. 6.6 of Chap. 6, the correlation of received signals at the mobile-
unit location was described. The correlation coefficient p,(d) for a dis-
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tance separation d can be obtained from p,(t) for a time separation 1
and a constant speed V, which was shown in Eq. (6.110):

pAd) = J3(BV1) = J5(Bd) (9.4)

For a uniform angular distribution of wave arrival, the first null of
J%Bd) is at d = 0.4\, as shown in Fig. 9.3. After the first null, the corre-
lation coefficient starts to increase again; however, measurements
show that the distance associated with the first null of p,(d) is about
0.8\ in suburban areas [1, 2]. This may be due to a lack of uniform
angular distribution of wave arrival. The separation of d becomes less
for the first null of p,(d) measured in an urban area.

Usually a separation of 0.5\ can be used to obtain two almost uncor-
related signals at the mobile unit. The fact is that as long as the corre-
lation coefficient is less than 0.2, the two signals are considered to be
uncorrelated. This is explained in more detail in Chap. 10.

The correlation between two signals received at a base station has been
described in Sec. 6.9 of Chap. 6. Figure 6.12 shows the correlation ver-
sus antenna spacing for different directions and different beamwidths
of incoming signals. The antenna spacing between the mobile and base-
station antennas becomes larger if the beamwidth of incoming signals
is small. Hence, the antenna spacing shown in Fig. 6.12(a) is larger than
the antenna spacing in Fig. 6.12(b). The experimental data also support
this contention [3]. Besides, when the base-station antenna height is
increased, the correlation is decreased, provided that the base-station
antenna spacing remains unchanged. Since there are many parameters
involved, a new design parameter is defined as follows [4]:

_ antenna height 9.5)
antenna spacing

1.0

@ 2

e Pr=Jg (Bd)

o8

% — — — Measured data

8 o8 (suburban area)

3

° 0.4

N

goat

2 L
OO 05 1.0 1.5 2.0

d/x

Figure 9.3 Autocorrelation coefficient vs. spac-
ing for uniform angular distribution.
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which simplifies the design criterion. This parameter is useful in
selecting an antenna spacing to achieve a desired signal decorrelation
between the two antennas. For a broadside case, the correlation p is
plotted versus m in Fig. 9.4. The correlation versus 1 is shown in Fig.
9.5 for various angles of signal arrival with respect to the normal inci-
dent waves from the two antennas. Note that the data in both Fig. 9.4
and Fig. 9.5 were obtained at a frequency of 850 MHz [3].

The empirical curve shown in Fig. 9.4 can be expressed from a for-
mula as follows:

0 =0.2+0.7 logy % (9.6)

n= 2. 10[<p—0.2)/0.7] (9.68.)

As an example, given k& = 100 ft and p = 0.7 for the broadside case, the
antenna separations can be found by obtaining n = 11 from Fig. 9.4. Then,

n=—=—--—=11 (9.5a)

d=9ft (or 8\ at 850 MHz)

The antenna separation at the base-station antenna is therefore 9 ft
for this case.

Though the curves shown in Figs. 9.4 and 9.5 are obtained at a dis-
tance of 3 mi, these same curves can be used for distances greater than
3 mi, since the radius of effective local scatterers at the location of the

Empirical curve
(data below this line
with high probability)

(At 850 MHz)
1 ] ] 1 L

J
2 5 10 20 50 100

. h
()

Figure 9.4 Correlation vs. antenna height and spacing
(broadside case) in a suburban area.
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Figure 9.5 Correlation vs. n for two antennas in different orientation.

mobile unit is roughly fixed. When those effective local scatterers sur-
rounding the mobile unit as it travels are farther than 3 mi away, the
required antenna spacing at the base station tends to increase.
Another factor that must be considered is the presence of scatterers
along the propagation path. These scatterers will cause the signal
received by the two base-station antennas to become less correlated as
the propagation-path length increases, and the required antenna spac-
ing tends to reduce. These two factors counteract each other; hence, the
curves of Figs. 9.4 and 9.5 can be used for a link path of approximately
3 mi or greater.

Figures 9.4 and 9.5 can also be used for frequencies other than 850
MHz, simply by converting the antenna separation d from 850 MHz to
the new corresponding frequency d’:

i (22)- (2

where f is the frequency in megahertz. This formula is valid for f >
100 MHz.

Space diversity is not recommended at lower frequencies, since the
physical separation between the two antennas becomes large and there-
fore is impractical. For example, given the parameters of A = 100 ft,
1 = 10 (which corresponds to p = 0.7 for a.= 0 in Fig. 9.4), and a frequency
of f=100 MHz, the separation d’ is 85 ft. A separation of 96 ft between
the two base-station antennas is obviously impractical.
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Example 9.1 Figure E9.1 shows the parameters for a base station employing
space-diversity reception and two mobile units transmitting from directions of
o =0 and o = 90°, respectively. For transmission frequency f. = 850 MHz, a corre-
lation coefficient of 0.8 between the two received signals, and an antenna sepa-
ration d of 10 ft, what should the height of the antenna be?

solution To find the optimal base-station antenna height for transmission direc-
tion o = 0, the parameter 1 = 15 is obtained from Fig. 9.5, where

antenna height A &
" antenna spacing d 10

and therefore
h=nxd=15x10ft=150ft

Similarly, to find the optimal base-station antenna height for transmission direc-
tion o = 90°, the parameter n = 2 is obtained from Fig. 9.5; then:

h=mxd=2x10ft=20ft

This example has shown an important fact. Lowering two antenna heights
decreases the correlation but weakens the strengths of two received signals. The
former improves the performance of diversity and the latter reduces the average
snr. Therefore, a trade-off study has to be made by designers.

Example 9.2 On the basis of the parameters o.= 0 to o= 90°, what procedure can
be used to ensure that all three base-station antennas in a multiple-antenna
array will have equal and minimum heights with a signal correlation of approx-
imately 0.8 between any two of the three antennas?

solution It is only necessary to consider the parameter o = 90° to find the equal
and minimum height of a three-antenna multiple array. A triangular configura-
tion should be used, as shown in Fig. E9.2. A mobile unit can be located at any
given angle o (0 < o0 £ 360°) and at any given distance r, and usually r is much
greater than d (r >> d), as shown in Fig. E9.2. The actual location of the mobile
antenna with respect to the base station can be chosen from one of the following
three sectors:

Sector A—-60° < o < +60°, where antennas 1 and 2 provide the required cor-
relation.

Antennas

E ffective >*
focal *
scatterers

l—d -
Base station

Radius
Figure E9.1 Model for Example 9.1.
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Vehicle

[
\ 6059
B

Base-station
antennas

Figure E9.2 Parameters for Exam-
ple 9.2.

Sector B—+60° < oo < 180°, where antennas 2 and 3 provide the required cor-
relation.
Sector C—180° < o < 300°, where antennas 1 and 3 provide the required cor-
relation.

Hence, o = 60° and p, = 0.8 should be used to find the parameter n = 9 from Fig.
9.5, and the minimum antenna height is then:

h=nxd=9xd
Where d is given as 10 ft as in Example 9.1, then A can be calculated as follows:

h=9x10ft=90ft

9.5 Field-Component Diversity

In Sec. 5.5 of Chap. 5, the characteristics of field components were
described. The components E,, H,, and H, are shown in Egs. (5.20),
(5.21), and (5.22), respectively. They are uncorrelated at any given
instant while being received at either the mobile unit or the base sta-
tion. However, the power relationship among these three components
at the time of reception is [5, 6, 7]:

|EZ| = |HI| + |[H}|  V¥m® (9.7)

Because of the pattern differences between the loop and dipole anten-
nas, the three components are uncorrelated and can be used to form
three kinds of diversity. One method is to combine them incoherently.
The second method is to combine them coherently. The incoherently
combined signal is:

Vi=E,+H,+H,
The coherently combined signal is:

Vu=|E.| + |H,| + |H,|
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The third method is the energy-diversity expression that was initially
suggested by J. R. Pierce, and subsequently verified by analysis and
measurements performed by Lee [5, 6, 7]:

Vin=|E.|*+ |H,|*+ |H,|* — constant

All three kinds of field-component diversity can be realized by using an
energy-density antenna described in Sec. 5.5.

Diversity

Signals transmitted in either horizontal or vertical electric fields are
uncorrelated at both the mobile and base-station receivers, as shown in
Fig. 9.6.

In Sec. 5.6 of Chap. 5, the mechanism for receiving two polarized sig-
nals was described. Suppose that the vertically polarized signal is

N
Fu = Z aiej‘“ie"jﬁw cos ¢i (98)

i=1

and the horizontally polarized signal is

N
Ty = > aje/VieVt costi (9.9)

i=1

where a; and y; are the amplitude and phase, respectively, of each wave
path indicated in Eq. (9.8) and a; and y; are their counterparts in Eq.
(9.9). V is the velocity of the vehicle, and ¢; is the angle of the ith wave
arrival. Although these two polarized signals arrive at the receiver
from the same number of incoming waves, it is not difficult to see from
Egs. (9.8) and (9.9) that I';; and TI'y; are uncorrelated, because of their
different amplitudes and phases. These uncorrelated properties are
found at both the mobile and base-station receivers.

Whip

LoopQ[)

/
lf;]’

Figure 9.6 Horizontal and vertical polarization diversity
signals.
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Polarization diversity at the base

We described in Sec. 5.6 a base station polarization antenna. This
antenna is suggested to be used at the base station. The signal trans-
mitted at the mobile unit is supposedly from a tilted whip antenna. The
two components, either E, and E; or E_4- and E -, can only make one
component of two be a strong one. If the difference between the two
received signals is greater than 2 dB, the diversity gain is diminished.
If the mobile unit signal is totally vertically polarized while receiving,
then the polarization diversity at the base can get the best diversity
gain by combining two components E_5 and E,5-. If the mobile unit sig-
nal is polarized at 45° from the vertical while receiving, then E, and E;,
will give the best diversity gain. Another thought: using the right and
left circular antennas at the base station can always achieve the best
diversity gain from the mobile signal at any linear polarization.

9.7 Angle Diversity

At the base station

The angular diversity scheme applied at the base station may have
several concerns. They are related to the definition of angular diversity.
There are in-time angular diversity and out-of-time angular diversity.

In-time angular diversity. We try to combine the two received signals at
the same time in order to achieve the diversity gain. It is a microscopic
diversity. The signal coming from the mobile unit is from a spread angle
we called BW as described in Sec. 16.18. The effect of the angle spread-
ing at the base station is very small, less than 2°. The measurement
data has shown this fact by taking the difference in signal strength
between two signals from two corresponding beams at the base. The
beam angle at the base station antenna is 30°. The result is shown in
Fig. 9.7. There are two sets of data: one collected from the horizontal
spaced antennas (8\) and one collected from the angular separated
antennas (two 30° beams). The differences between the two received
signal strengths—spaced or angular—from many mobile runs are
shown in Fig. 9.7. We realize that the differences in the two signal
strengths from two angular separated beams are so large that the
diversity gain is diminished according to the required conditions stated
in Sec. 16.8. From the horizontal space antenna, the differences
between the two received signal strengths from all the runs are extraor-
dinarily small, which means that the diversity gain is obtained [8, 9].

Out-of-time angular diversity. In this case, the signal strength of the
mobile unit is constantly monitored at the base station by each beam of
a multibeam antenna system. The strongest beam is used for the traf-
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Figure 9.7 Comparison of the difference in signal strengths between two signals from horizontal
spaced and angle separated arrangement.

fic link at the time. When the mobile unit is moved to another location,
the strongest signal strength at the base will be detected by another
beam. Then the system will switch the traffic link to the other beam.
This is called the fixed-beam switched smart antenna [8] and has been
proven to be a good system [9].

At the mobile unit

If the received signal arrives at the antenna via several paths, each
with a different angle of arrival, the signal components can be isolated
by means of directive antennas. Each directive antenna will isolate a
different angular component. As previously discussed in Sec. 6.4 of
Chap. 6, directive mobile antennas pointing in widely different direc-
tions can receive scattered waves at the mobile site from all directions
and can provide a less severe fading signal. If directional antennas are
mounted on the mobile unit, as shown in Fig. 9.8, the signals received
from different directive antennas pointing at different angles are
uncorrelated.
The signal obtained from the directive antenna </ can be expressed:

s;=X;+jY,; (9.10)
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Figure 9.8 Angle-diversity vectors.

where

>
8'42

R cos & + S, sin £)G(y; — 0;) (9.11)

2

= Z (S; cos & — R; sin £)G(y; — d;) (9.12)

§ =PVt cos ¢; (9.13)
G(y; — ;) is the pattern for directive antenna J pointing at an angle vy,

0, is the angle of the ith wave arrival, and N is the total number of scat-
tered waves. Let:

Gly-9p=1 Ga< ;< 0p

Then Eq. (9.11) and Eq. (9.12) become:

Z (Rjcos&;+S;sin &) (9.14)
= i (Sjcos &, —R;sin &) (9.15)
where
Ci=BVicos¢;  0a<¢;<Ps (9.16)
A OB —0a
Nj=N-2 9.17)
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The statistics of R; and S; are described from the theoretical model in
Sec. 6.2 of Chap. 6. It is easy to show that the signal s, = X, + jY,
received from another directive antenna % can be expressed:

XK = Z (Rk COoS &k + Sk sin &k) (918)
Y= (Spcos &, — Ry sin &) (9.19)
&, = BVt cos ¢, (9.20)
where
Oc <0< p (9.21)
A Op— ¢
N,=N 3600 (9.22)

On the basis of the theoretical model, it is easy to show that
EX,Y,] = EIX;X¢ =EX,;Yx]l =E[Y,;Yx] =0 (9.23)

Hence, the signal received at the mobile site from two different direc-
tive antennas is uncorrelated; that is, E[s syl = 0.

9.8 Frequency Diversity

Two mobile-radio signals separated by two carrier frequencies far
apart are possibly independent. Since frequency diversity is statisti-
cally dependent on the separation of two carrier frequencies, the crite-
rion for achieving frequency diversity is of primary importance.

Statistical dependence on frequency

The variation of the transmission coefficient of an ith wave has been
expressed in Eq. (6.120):

Ei=a; exp [j(®, — PV cos 0,)(t — At) — jw,T}]

where BV cos ¢, is the Doppler shift, Az is the time increase correspond-
ing to vehicular travel, and T; is the time delay of the ith wave. A resul-
tant signal is obtained by summing up all of the waves:
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s@®) =" a exp [j(w. — BV cos 0,)(t — At) — jo,T}]

i=1

=X@) +jY(@) (9.24)

As time ¢ increases, the phase of the signal changes proportionately to
BVt cos ¢;, so that the correlation of the time variations, At = ¢; — £, is
determined by the Doppler frequency spectrum S(f) as:

R.(A) = j " S(fleran gf (9.25)

As the transmitted frequency f, varies, the phase of each wave changes
relative to T}, so that the correlation of the frequency variations Af =
fi — f2 is determined by the various delay distributions p(7") which
relates to the frequency correlation as:

R(f) = p(T)exp (j2r AFT) dT (9.26)
There are three models (see Fig. 9.9) that can be used to express the

time-delay distribution:

1. Maxwell-distribution model:

CV2m@3-8m* (3-8/n) T?
3 (At exp|— ——F5—

pi(T) = A 2A
0 T<0

} 720 (997)

where C is the total power received by the antenna, T is the delay
relative to a directive path from the base station to the mobile unit,
and A is the standard deviation of the time delays:

A=(T?) (T

) b

>lg

p{(T)
>3

r p1(T)

e

0 A 2A 3A 44 54

>R

o

Figure 9.9 Time-delay distributions.
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2. Exponential-distribution model:

c T
poT) = A P (‘ X) r=0 (9.28)
0 T<0

3. Approximation model:
C
p3(T) = 5 [&(T) + &(T - 2A)] (9.29)

Of the three models, the exponential-distribution model, which was
shown in Eq. (6.121), is the simplest and most frequently used model.

Correlation versus frequency

To find the correlation of the transmission coefficient at two different
frequencies, the Fourier transformation of p(T') can be taken, as follows:

R(Af) = E[s*(f., t)s(f. — Af, t)]

= | p(D) exp Lj2m AF Al d(A) (9.30)

Let
g(Af) =% Re (Els*(f., t)s(f. — AL )]} (9.31)
R(Af) = % Im E[s*(£, )s(f. — A £)]) (9.32)

then the normalized correlation coefficient is

| E[s*(f,, D)s(f. — Af, ©)]]
E[s*(f., t)s(f., )]

~ |g2(Af) + hz(Af) | 1/2

B g%(0)

p(Af) =

(9.33)

The correlation coefficients p;, pe, and ps for the time-delay distribu-
tions of Egs. (9.27), (9.28), and (9.29), respectively, are:

_ b2 _12)2 § 2 2_l.§.b_2

pl(Af) =e \/(1 b ) + T blFl( 9 5 9 ) 9 (9.34)
(Af) = ;— (9.35)

P2 V1 + (21 Af A '

ps(Af) = | cos (2m Af A) | (9.36)
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where

2 Af A

e (9.37)
V3 -8/

and where F; is the confluent hypergeometric function, which can be
expressed in terms of the modified Bessel functions of the first kind:

Fv+%;2v +1;2) = 22T (v + 1)z‘VeZ’2IV<%)

The three correlation-coefficient functions, Egs. (9.34) to (9.36), are plot-
ted in Fig. 9.10. The exponential-distribution model is the most widely
accepted of the three models since it fits the measured data well [10].

Coherence bandwidth

Two frequencies
with noncoherent bandwidth

The coherence bandwidth of a channel is the maximum width of the
band in which the statistical properties of the transmission coefficients
of two CW signals are strongly correlated. Coherence bandwidth can be
defined as that frequency separation for which the magnitude of the
normalized complex correlation coefficient first drops below a certain
value A, where A is always smaller than 1. Then

p(Afa) <A (9.38)

where B, = Af} is the coherence bandwidth. A typical assumed value for
A would be 0.5 for either envelope correlations—as shown in Eq.
(6.127)—or phase correlations—as shown in Eq. (7.64).

If a channel is frequency-selective, two widely spaced frequencies will
fade independently. This means that the two frequencies have non-

p4lLf)

1 1 3
2rh 20 Twh 2w/

Figure 9.10 Correlation vs. frequency sepa-
ration (circles are measured points). (From
Ref 8.)
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coherent bandwidth. Therefore, if the same message—voice or digital
signal—is simultaneously transmitted on multiple frequencies, the
fading signals are statistically independent at the time of reception.
Since frequency selectivity is largely determined by the time-delay
spread between the various multipath components, the greater the
multipath time-delay spread, the smaller the noncoherent bandwidth
between the two CW frequencies. The expression for coherent band-
width was previously shown in Eqgs. (1.53), (6.128), and (7.65).

Two frequencies with coherent bandwidth

When a pilot frequency is transmitted together with a normal signal,
the pilot frequency does not carry any of the message information;
however, when the two frequencies are received, their fading charac-
teristics are essentially the same, providing the frequency separation
is close enough to remain within the coherent bandwidth. The separa-
tion between the pilot and signal frequencies must be within the coher-
ent bandwidth in order to correct for amplitude and phase changes
that are caused by the transmission coefficient.

On the basis of the exponential distribution shown in Fig. 9.10, the
coherence bandwidth can be approximated by defining p, = p3(Af) = 0.5,
as was previously discussed in Sec. 6.8. The coherence bandwidth B, =
Af = 1/(2nA) obtained from Fig. 9.10 is identical to Eq. (6.128).

Example 9.3 In order to find the coherence bandwidth for a pilot frequency f,
associated with a signal frequency f. in a mobile-radio environment, it is first
necessary to calculate the time-delay spread between the two frequencies under
consideration.

The time-delay spread measured in different mobile environments can be
expressed:

A=5us B.,=31.8kHz large cities (E9.3.1)
A=0.5us B,=318 kHz suburban areas (E9.3.2)

On the basis of these measured data, the pilot frequency for a large-city mobile-
radio environment would be:

f.-31kHz<f, <f +31 kHz (E9.3.3)

For conventional FM, the transmission bandwidth of a signal is about 25 kHz,
and specially designed circuits are needed to separate f, from f..

9.9 Time Diversity

Time-diversity reception techniques are primarily applicable to the
transmission of digital data over a fading channel. In time diversity,
the same data are sent over the channel at time intervals of the order
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of the reciprocal of the baseband fade rate f;, = 2f,,. In mobile radio, the
reciprocal fade rate can be expressed:

1 1
T, > —— =
*Z9f. T 2(VIn

(9.39)

For vehicle speeds of 60 mi/h and transmission frequencies of 1 GHz,
a time-diversity separation of 5 ms is required for the two signals; the
time separation increases as the fade rate decreases. Multiple diversity
channels can be provided by successively transmitting the signal sam-
ple in each time slot. The sampling rate for voice transmission of a sin-
gle channel is 2 x 4 kHz = 8 kHz. For M-branch diversity, the sampling
rate must be M x 8 kHz, since the transmission delay spread is usually
less than 20 ps, which is much less than the inverse of the sampling
rate:

1
fi< A (9.40)

Hence, the sampling rate f; is not limited by the time-delay spread.
However, the minimum time separation between samples shown in Eq.
(9.39) for diversity application may cause a serious problem, since f, is
a Doppler frequency, expressed:

fm= (9.41)

>|<

When the vehicle is stationary, V = 0, and thus f,, = 0. This means
that the time separation 1, is infinite. Therefore, the advantages of time
diversity are lost when the vehicle is not moving. This is in sharp con-
trast to other diversity schemes, in which the branch separation is not
a function of vehicle speed and thus the two diversity signals are inde-
pendent over any value of V. In the mobile-radio case, the velocity V is
in the range:

0 <V <100 mi/h (9.42)

and therefore, any diversity scheme that is used should be effective
over the entire range of V.

Problem Exercises

1. Two correlated signals are received at the mobile unit via two colocated
antennas separated by 0.5A. When the mobile unit is parked, what is the prob-
ability that the two received signals will fade together?
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2. Given a required correlation coefficient of 0.7 or less, between two co-
located base-station receiving antennas at a height of 100 ft, what is the
required antenna separation at a frequency of 400 MHz?

3. Prove that field components E,, H,, and H, are statistically independent in
a mobile-radio environment. (Refer to the methods described in Chap. 6.)

4. Prove that two mobile-radio received signals arriving from two different
angular directions are uncorrelated.

5. Given a frequency correlation of 0.4, plot the frequency separation A, ver-
sus the delay spread A.

6. Make a quantitative comparison between frequency diversity and time
diversity.

7. If the coherent bandwidth is based on a phase correlation of 0.85, what is
the coherent bandwidth in terms of delay spread?

8. How is a pilot frequency used to correct signal fades within a diversity-
designed mobile-radio receiver?
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10.1 Combining Techniques
for Macroscopic Diversity

Signal performance that is degraded by severe fading can be improved
by increasing transmitter power, antenna size and height, etc., but
these solutions are costly in mobile-radio communications and some-
times impractical. The alternative is to use simultaneous or selective
diversity-combining transmission over several channels, to reduce the
probability of excessively deep fades at the receiving end. In Chap. 9,
several schemes for providing signal diversity at the receiving end
were described. In this chapter, the combining techniques for macro-
scopic diversity and microscopic diversity are analyzed.

In macroscopic diversity, as previously discussed in Sec. 9.2 of Chap.
9, only the local means of the received signal are considered. The local
means may vary as a result of long-term fading when the mobile unit
is traveling in an extensive area and when the terrain contour in that
area is not flat. Diversity reception provides the advantage of being
able to receive two signals whose local mean fades rarely occur below a
certain level during the same time intervals.

Selective diversity combining

As previously discussed in Sec. 9.1 of Chap. 9, selective diversity com-
bining is chosen primarily to reduce long-term fading. Reducing the
effects of long-term fading by combining two signals received from two
different-sited transmitting antennas is possible because the local
means of the two signals at any given time interval are rarely the same.
It will be shown later that to effectively reduce fading requires the com-
bining of two fading signals that have equal mean strengths [1]. Also, if
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two noncolocated base-station transmitters are not very stable, the
phase jittering generated in each of the transmitters will degrade the
combined signal. Hence, the technique of selective diversity combining
can be used effectively, because it is really only a selection between two
signals, rather than a combination of two signals.

Improving the average SNR
by selective combining

Signal strength, dB

Assume that there are M different signals obtained, by using a macro-
scopic diversity scheme, and the local mean of the kth signal, m,(¢), is
expressed in decibels and denoted by w;, as shown in Fig. 10.1. The %
signals are distinguishable during reception either by their frequency,
their angle of arrival, or their time-division multiplexing differences,
which are detectable. Where w,(¢) = 10 log m,(¢) has a lognormal distri-
bution, the probability that the local mean in decibels, w,(z), is less
than a level A, in decibels, is:

A 1 — Wy 2
N [— (wk%f 2 }dwk
e TCka W,

1 1 A -,
-3*3 erf<¢> (10.1)
where 1, and ¢, are the mean and the standard deviation in decibels
of the long-term signal w,(¢). If all M long-term signals are uncorre-
lated, then the probability that a selectively combined long-term signal
w(t) will be less than a level A is as follows [2]:

Pw(t) <A) =[] Pwy@t) <A) (10.2)

k=1

where [] is a sign for multiplication and w;(¢) is the long-term signal of
the kth branch, measured in decibels. It can therefore be assumed that
the means of the long-term signals, u,, and ., are the same: y, = U,

Figure 10.1 Combining long-term-fading signals w,(¢) and
w,(t) for macroscopic diversity.
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The function for Eq. (10.2) is plotted in Fig. 10.2, for M equal to 2, 3,
and 4. Assuming 6, = 8 dB, and comparing the percentage of the signal
below the mean level ,, Fig. 10.2 shows a probability of 45 percent
that the signal will be below 0 dB for a single base station, a probabil-
ity of 22 percent that it will be below 0 dB for a two-base-station diver-
sity signal, and a probability of 10 percent that it will be below 0 dB for
a three-base-station diversity signal. The percentage of probability
shows significant improvement as the number of base stations in-
creases.

10.2 Combining Techniques
for Microscopic Diversity

Received signal (dB) relative to O dB mean (u,)

Base-station diversity

In microscopic diversity, which deals with short-term fading, the prin-
ciple is to obtain a number of signals with equal mean power through
the use of diversity schemes. If the individual mean powers of the var-
ious signals are unequal, a degree of degradation that is proportional
to the differences in mean power will result [1]. Three methods of lin-
ear diversity combining are described: selective combining, maximum-
ratio combining, and equal-gain combining. These methods of linear
diversity combining involve relatively simple weighted linear sums of

M: Number of base stations

_16_

—ook - =8dB

-4 L T N T ! | i _
0.01 005 0.2 12 5 10 30 50 7O 90 99

Percent probability that signal (dB) less thon ordinate

Figure 10.2 Performance of selective combining in macroscopic

diversity.
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multiple received signals. Let the combined output of the complex
envelope v(¢) be expressed:

M M
v = > @) = > oylsp®) + ny(8)] (10.3)
k=1 k=1
where v,(¢) is the complex envelope of the kth branch and o is the
weight constant for that branch. For analog transmission, linear diver-
sity combining provides an effective method that is applicable not only
for reducing the fading but also for distortionless reception. For digital
data transmission, the distortion of the signal may not be a problem,
since the signaling-error rate is based on optimal-level decisions.

10.3 Predetection
and Postdetection Combining

Diversity receivers can be classified into two basic types—predetection
and postdetection—each using one of three combining techniques, such
as selective switched, maximum-ratio, or equal-gain combining. The
advantage of using predetection combining because of nonlinear detec-
tors can be demonstrated as follows, for two received signals s,(¢) and
s9(t) for the two respective branches:

$1(t) = ry(#)e/ @t v (10.4)
So(t) = ro(t)e/ et + v (10.5)

with noise terms n,(¢) and ny(¢) mutually independent. A square-law
detector is assumed.

Using predetection

Each signal is cophased at the IF frequency and combined before detec-
tion. Let the noise power of two branches be the same; the snr of the
combined signal can be expressed in two cases.

Case 1—r(t) = ro(t) and n; = ny (two identical branches):

S @)+ ) 4G@) g (ri®)
- 2

N~ ((m+n)» =~ 2n? n}

(10.6)

Case 2—(ri()ry(t)) = (ri®)Xry(t)) (two uncorrelated equal-strength
branches) with {(r()) = (r,(t)) and {r2(¢)) = (r3(t)):

S _{n® + o))
N ((ny + n2)2>
_ &) _, i) o

2n? n?
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Using postdetection

Each signal is combined with another signal after detection at the
baseband level. Let the noise power of two branches be the same; the
snr of the combined signal can be expressed in two cases:

Case 1—s,(¢) = s4(¢) (two identical branches):

S (sM)y +(s5@)  (s3@)

2 _ o
N~ (n¥e)+@®3@®)  (nd) (10.8)
Case 2—(si(t)) = (s¥(¢)) (two equal-strength branches):
S _ (i)
N () (10.9)

Apparently Eq. 10.8 and Eq. 10.9 are identical.

In comparing Eq. (10.6) with Eq. (10.8) for case 1, notice that the pre-
detection method shows an snr gain of 3 dB over the postdetection
method. Comparing Eq. (10.7) with Eq. (10.9) for case 2, the snr
obtained by using the predetection method is still 3 dB higher than
that obtained by using the postdetection method. In predetection,
because of the complexity of in-phase addition, the selective combining
technique which has no such complexity, is probably the simplest of all
diversity-combining methods. In postdetection, the selective combining
technique, which selects detected envelopes, is probably the simplest of
all diversity-combining methods. Note that there is no essential differ-
ence between the two kinds of detection if a linear detector is used.

10.4 Selective Diversity Combining

Selective diversity combining is the least complicated of the three
types of linear combining. The other two types of linear combining are
equal-gain and maximum-ratio combining. The algorithm for the selec-
tive diversity-combining technique is based on the principle of select-
ing the best signal among all of the signals received from different
branches, at the receiving end. The differences between the different
signals obtained from the various diversity schemes were described in
Chap. 9. The resultant signal from selectively combining two individ-
ual signals is shown in Fig. 10.3. For selective combining, let o, of Eq.
(10.3) denote the index of a channel for which the carrier-to noise ratio
Ym 2 Yi; then

1 k=m
oy = (10.10)
0 k#m
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The resultant signal

Received signal strength, dB

Figure 10.3 Plot of two selectively combined short-term fading

signals.

The probability density function of an individual signal envelope r,
Rayleigh-distributed with a mean power of 62,, is:

or r?
p(ry) = G—f exp (— G—ﬁ) (10.11)

Tk Tk

The cnr (carrier-to-noise ratio) can be defined:

v instantaneous signal per branch
k =

mean noise power per branch
ri

~ 2N,

(10.12)

where 2N, is defined as the average power of the complex envelope
n,(¢) of the additive noise in the kth receiver, expressed as:

2N, = (| () |? (10.13)

as shown in Eq. (1.42). Then I}, is the ratio of the mean signal power per
branch to the mean noise power per branch and is expressed:

rdy _ o,
r.= = = (10.14)
w = (Y 2N, 2N,
and therefore, Eq. (10.11) becomes
1
POy = eh (10.15)
k

The probability that cnr vy, in one branch is less than or equal to a
given level x is:

Ply<x)= [ pty) dy=1- e (10.16)
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Then the probability that the resultant cnr y will be below level x is
equal to v, in all M branches that are simultaneously below or equal to
a level x.

Plysxl=Pln, v, - - ., Yw S xl

M
=[] prob (y, <x)
k=1

ual X
=11 [1 - exp (——)} (10.17)
k-1 1—‘k

The following paragraphs describe four special cases that are of par-
ticular interest in developing a rationale for applying the selective
combining technique.

AllT,=T
Assume that all T, are equal to a value T—i.e., that the mean cnr’s over
the short-term fading interval are equal among all the diversity
branches; then:

x M
Piy<x)= [1 — exp (— F)} (10.18)

The function for Eq. (10.18) is plotted in Fig. 10.4, where the M =1
curve represents the Rayleigh distribution of the cnr in each diversity
branch. The percentage of the total time interval during which a signal
is below any given level is called the “outage rate” at that level. Notice
that the resultant signal for combining two branch signals is greatly
improved at the low outage rate, and although signal improvement

1 S N S Y S N S| [ I O S S A N N B B i)

-40
0010050102051 2 5 10 203040506070 80 90 95 98 99995 999999

The probability instantaneous CNR is less than ordinate

Figure 10.4 Performance curves for selectively combined microscopic-diversity Rayleigh-
fading signals.
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increases as the number of branches becomes greater, the rate of
improvement decreases. The greatest improvement, as shown in Fig.
10.4, is obtained in going from single-branch to two-branch combining.

Case2. y<<Iy,k=1,..., M

Since the approximation is

exp(-a)=1-0a a<<l1 (10.19)
Eq. (10.17) becomes:
M
Ply<x)="m (10.20)
II T
k=1
Case3. I'y<y<<(Ty...,Twy_4)
IfTyy<y<<(Ty,..., y_1), then, the cnr yis well below the mean cnr
values for M — 1 branches, and Eq. (10.17) becomes:
x xM— 1
P(y<x)= [1 — exp (——)} 7 (10.21)
T IRy
k=1
and for I'y; << x, Eq. (10.21) becomes
M1
Ply<x)="m (10.22)
II T
k=1

Comparing Eqgs. (10.22) and (10.20) confirms that there is essentially
only an (M — N)-fold diversity action when the mean cnr of N branches
is well below the level of interest; i.e.,
xM-N
P('YSx)ZM*Nr FM—N+17FM—N+2,'—-,FM<<x (10.23)
k

k=1

Case 4. Correlated signals

When calculating Eq. (10.17) with correlated signals, the following
expressions are obtained:

P(y<x) =Py, Yo, - - -, YW <X)
=J dvlf de"'f POYL Y, - - Vo) A (10.24)
0 0 Y

where the joint probability density function p(y1y; - * - Ya/) is obtained from
Py ) = || plry,re, .o ry) (10.25)
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|/ is the jacobian transform expressed in Eq. (2.49), and r,, is the sig-
nal envelope of the kth branch. The joint probability density function of
ry - - - r, can be obtained as follows:

p(rl,rz,---,rM)Zf dllhj d\|f2"'f d\lfMp(rh\Ifh---,rM;\I/M)

(10.26)
where r; and y; are the envelope and phase of a complex signal s;(z),
expressed:
si(t) =relVi
=X, +jY;

and p(ry, Y1, . . . , 'y, Vo) is obtained from the joint probability density
functions of the X;s and Y;s, which are Gaussian variables. For
2-branch selective combining, p(ry, 1, s, W) is shown in Eq. (7.51). By
applying Eq. (10.26), the following is obtained [2]:

(ry, ry) = Tafa I [p|rirs
P\ry, e Gilﬁiz(l — | p | 2) 0 1- | P | Z)lecxz
62,73 + 62713
B 10.27
XeXp[ 20205 (- [pH] T OF7
where

R%(1) + R%(1) R(1) + R4(1)
T 5ol =4 67,07

Ip|? (10.28)

and R.(t) and R.(1) are defined in Eq. (7.45). p is the correlation coeffi-
cient. The signal envelope correlation coefficient p,(t), with a time sep-
aration of T as the mobile unit travels at a speed V, is expressed:

pA(1) = | p(v) |2 =J3(BVE) (10.29)

as was previously shown in Eq. (6.110).
Since |J| of Eq. (10.25) is defined

ory\( 0 %0%
|J| = (L)(ﬁ) _ OO0 (10.30)
871 a’YZ rlrzl"ll"z
and the value of v, is:
_ il _ il or e ri
"= T o, T, 20%
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then Eq. (10.27) becomes:

1 7 (2 VTl | p | ) exp (_ YW1+ Yz/rz>
- |p|» "\ 1+]p|? 1-|p|*
(10.31)

By letting I'; =Ty, and by inserting Eq. (10.31) into Eq. (10.24), the fol-
lowing is obtained:

Py<sx)=1-¢e*"[1-Q(a, b) + Q(, a)] (10.32)

where

- 2, 2
e+ (ax)x di

Qa, b) = A

_ 2x
TNTA Y
2x
- = 10.
b STE (10.33)

—

For the case of x << T,

2

x
P(N{Sx)zirz(l_ BB

(10.34)

The function for Eq. (10.32) is shown in Fig. 10.5.

Selective combining is very difficult to implement, because a floating

threshold level is needed. Therefore, switched combining is a practical
alternative, based on a fixed threshold level and a practical combining
technique. It will be described in Sec. 10.5.

Example 10.1 Antenna-pattern ripples, caused by a multiple-array antenna
configuration at the base station, produce unequal average cnr values in M
branches of a diversity-received signal during any given time interval. This phe-
nomenon was described previously in Chap. 5. The resulting degradation in per-
formance is significantly greater when two unequal power branches are
combined than it is when two equal power branches are combined.

When the selective combining technique is used to combine two unequal power
branches, the cumulative probability distribution (cpd) for a combined cnr y can
be calculated by substituting Eq. (10.31) into Eq. (10.24) to obtain the following
result [2]:

prob(y<x)=1-exp (—%) Qla, \/P_rb)
1

— exp (—%) [1-Q(Vp.a, b) (E10.1.1)
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Figure 10.5 Selective combining of two correlated signals.

where p, is as expressed in Eq. (10.29).

/ 2x

a= m (E10.1.2)
2x

b= /1_1(1—_pr) (E10.1.3)

The function of Eq. (E10.1.1) is plotted in Fig. E10.1, for values of T'; # I'y, and the
curves show that performance degradation increases as the ratio of the average
power in the signal branches increases.

10.5 Switched Combining

Since, as was shown in the preceding section, selective combining is an
impractical technique for mobile-radio communication, a more practi-
cal technique known as “switched combining” is described in the fol-
lowing paragraphs. Assuming that two independent Rayleigh signals
ri(¢) and ry(¢) are received from two respective diversity branches, the
resultant carrier envelope r(¢), then, can be obtained by using a switch-
and-stay strategy. The strategy is to stay with the signal envelope r(¢)
or ry(¢) until the envelope drops below a predetermined switching
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(1) Ty=T,
(2) Ty = 2T,
R/ (3) Ty = 10T,

SNR, db, relative to mean SNR of stronger channel
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Figure E10.1 Cumulative probability distribution for
unequal power branches using selective diversity-
combining techniques.

threshold A, and then to switch to the stronger of the two signals. The
parameters for switched combining can be defined:

A
ga=P(r<A)= J' p(r) dr =1 — 2% (10.35)
(0]
pa=Pr>A) =] p(r)dr=e®i=1-g, (10.36)
A
where
E[r?] =262

In most cases, the switching will occur at a fixed threshold level A, as
shown in Fig. 10.6. Then, to find the cumulative probability distribu-
tion below any arbitrary level B, the following expression is used [3]:

Pr<B|r=ry

P(r<B)= or (10.37)
Pr<B |r=ry
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Received signal strength, dB

Figure 10.6 Switching threshold level and discontinuous nature
of a switched-combined signal.

Since r; and r; are statistically indistinguishable, then:

P(A <r;<B, or bothr; <A and r; <B) B>A
Pr<B)= (10.38)

P(ri<A and r; < B) B<A

where
B
PA<ri<B,orbothri<Aandr;<B)= f p(ry) dry
A

+ { f p(ry) drl} { f p(ry) drl} =qp—qa+qags (10.39)

and where g4 and g3 are as defined in Eq. (10.35). The condition P(r; <A
and r; < B) can be expressed:

A B
P(ri<Aandr,<B)= f p(ry) dry f p(ry dry
0] 0
=qags (10.40)

Hence, Eq. (10.38) becomes:

qB_qA+quB B>A

0uds B<A (10.41)

P(rSB)=[

The distribution of r for several values of switching threshold A is
shown in Fig. 10.7. As illustrated in Fig. 10.7, the improvement is
obtained above the threshold level. Below the threshold level, the com-
bined signal follows the Rayleigh characteristics. The switched-
combined signal always performs worse than the selectively combined
signal, except at the threshold level, where performance is equal.
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Figure 10.7 Performance of a 2-branch switched-
combined signal with various threshold levels.

10.6 Maximal-Ratio Combining

In maximal-ratio combining, M signals are weighted for optimum per-
formance and are cophased before being combined. In predetection
maximal-ratio combining, each signal is cophased at the IF level, as
previously described in Sec. 10.3. The maximal-ratio combining tech-
nique can also be applied during postdetection of the received signal; a
gain control is required following each detection. The complex envelope
of each diversity branch, at the input of the IF receiving circuit, can be
expressed:

U(8) = 81(8) + np(8) = ag(®up(t) + nyt)

where a((t) is a time-varying signal and u,(¢) is due to multipath fading
with no specular component. The predetection linear combining results
in a complex output envelope, expressed as:

M

V@)= > opup(t) = > oyls(®) + my(t)] (10.42)

k=1

where

v(t) =s(t) + n(t)
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and where the resultant signal and noise s(¢) and n(t), respectively, are
expressed:

s@) =" usit) =agt) D oyut) (10.43)
n(t)=> ount) (10.44)

Without loss generality, let {(a3(¢)) = 1 over a period of 27T for a unit mean
square envelope. The cnr is:

M 2 i o 2
[07X74% rUE
1 |s@®)]? i1 @®n 4 1= (10.45)
[ = — M =— M .
2 2 3 Jo|Xnd) 2 Jow]*
k=1 k=1

As a result of applying the Schwarz inequality to complex-valued num-
bers, the following relationship holds:

2<<i '”—k|2>(f | o |2 ) (10.46)
= 2 2| Mk .

k=1 Nk
Substituting Eq. (10.46) into Eq. (10.45) yields:

M

(10.47)

To obtain the maximum in Eq. (10.47), it is necessary to apply an
equals sign on Eq. (10.46). The equals sign is used if and only if:

u}
o, =K — (10.48)
U

for each value of k, where K is any arbitrary complex number. Equation
(10.48) indicates that the optimum weight for each branch has a mag-
nitude proportional to the conjugate of the fading signal and inversely
proportional to the branch noise-power level. Equation (10.47) can be
rewritten to express the maximal-ratio output:

DI (10.49)
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where

*
_ 1wy

= (10.50)
2

Ve

Equation (10.49) is a y distribution. The term “maximal-ratio” was

used by Brennan [4] to define the sum of the instantaneous cnr’s for
individual branches in a multibranched diversity system, as expressed
by Eq. (10.49).

Example 10.2 Two signals, u; and u,, represent two multipath-fading signals in
a mobile-radio environment. What method can be used to find the correlation
between the two complex Gaussian signals ©; and u,, (u,u’%), from two branches
separated by a distance d?

solution Let u; =X; +Y; and u; =X, +jY5. Then:
() = (Xi Xo) + (Y1Ya)) + j(Y1 Xo) — (X, Y5)) (E10.2.1)

Applying the model described in Eqgs. (6.11) and (6.12) of Chap. 6 yields the fol-
lowing expressions:

Nk
X,=> (Ricos& +S;siné&) (£10.2.2)
N
Yi=> (Sicos& —R;sin &) (£10.2.3)
i=1
where
&; = Bxy, cos (¢; — o) (E10.2.4)

The value k& denotes two different signals (£ = 1, 2), and NV, is the number of waves
within a given interval. Other parameters appearing in Eqgs. (E10.2.1) through
(E10.2.4) have been described in Sec. 6.2 of Chap. 6.

Since

then where ¢; is the angle of the ith wave arrival and a uniform distribution is
assumed, the following relationships are apparent:

(X1.X,) = (YY) = NiN, fzn cos [Bd;2 cos (¢; — a)] do;

=N1NoJo(Bd12) (E10.2.6)
and

<Y1X2> = _<X1Y2>

- NN, j * sin [Bdyy cos (¢ — )] do; = 0 (E10.2.7)
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where d;; = x, — x; is the separation between the two signal branches. Therefore,
(uﬂlt) = 2N1N2J0(Bd12) (E1028)

where Jo(Bd12) = Jo(Bds1), in accordance with the Bessel function property Jo(—x) =
Jo(x). The general expression is therefore

Jo(Bdz) = Jo(Bdy) (E10.2.9)

Calculating the probability
density distribution

Let each of the M jointly distributed complex Gaussians {z;} be defined:

Uy .
Zp= " —=Xp T Vi

\/nk

Then the distribution of M pairs of real Gaussian variables {x;, y;} can
be written in the form:

p(lay, yib) = exp {—A([Z] —<[Z]")

__ 1
(27’5)M |A | 1/2
x [AIM[Z*] = <([Z*])) (10.51)

where [Z] is a column in a matrix, with its elements {z,}, [A] represent-
ing the M x M covariance matrix, as shown in Eq. (7.44) and expressed:

[A] = %{1Z*] - ([Z*¥I} {12 - ([Z1) (10.52)

[Z*] and [Z]’ are the complex conjugate and transpose matrices, respec-
tively, and the total snr y from Eq. (10.49) becomes:

v = %IZ*)[Z] (10.53)

The characteristic function of y can be found from:
D,(s) = Elexp (jsy)] (10.54)
Then the probability density function, as an inverse Fourier transform,

can be obtained as follows:

py) = r exp (—jsy) ®s) ds (10.55)

From Turin [5], Eq. (10.54) can be derived as follows:

1
Ds) = ot (U] + sIAD (10.56)
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The covariance matrix [A], shown in Eq. (10.52), can be written in
another form:

<u1u*>

A
(Al = om,

[R] =T1[R] (10.57)

where T'; is the cnr of the first single branch and [R] is a normalized
covariance matrix of {z,}. Each element of [RR], for a mobile-reception
case, can be found from Eq. (E10.2.8) and expressed:

iz VI

(212 >l1<> I

Rjp = Jo(Bd) (10.58)

where dj, is the antenna spacing between the jth branch and the kth
branch and B is the wave number. n; and T; = % (z;2%) are the noise
power and cnr of the jth branch, respectively. Equation (10.56) can be
further simplified [5]:

D(s) = (10.59)

7
IT (1 +sAT)

where the A/’s are the eigenvalues of the matrices [R], A, = A]T";. Substi-
tuting Eq. (10.59) into Eq. (10.55) yields the probability density func-
tion, expressed as:

e Vi

7 Z 27 (10.60)
H A= [Ty - UA)

Jj=1 j*k

where the eigenvalues A; may be either positive real values or complex
conjugate pairs. The cumulative distribution of v, of the combined sig-
nal, can then be expressed as:

M (A )M Lexp (—x/A)
P(y<x) = Z :
i=1 H N = Ae)

Example 10.3 Given a three-branch linear array with equal half-wavelength
spacing between adjacent branches, find the eigenvalues A; of a normalized
covariance matrix [R], assuming that the average cnr’s of the individual
branches are the same (I', =T).
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solution The elements of the normalized covariance matrix [JR] can be found
from Eq. (10.58) and expressed as:

1 JyBdw) Jo(2Bd1s)
[R] = | Jo(Bd21) 1 Jo(Bdss) (E10.3.1)
Jo(Bds)  Jo(Pdss) 1
Since
21
dis=x3—x1=2d13=2dy3=\ and B= o (E10.3.2)
then
Bdis = 2Bdy> = 21 (E10.3.3)
and where

Jo(Bdi) = Jo(Bd,)

from Eq. (E10.2.9), then the eigenvalues for the normalized covariance matrix
elements of Eq. (E10.3.1) can be found from the equation

[[R] - ALl =0 (E10.3.4)
where [I] is an identity matrix and the A;,’s are the eigenvalues.

Note A;, and A,, should not be confused with A, which is the symbol for wave-
length.

By substituting the values of Eq. (E10.3.1) into Eq. (E10.3.4), the following
covariance matrix is obtained:

1-2, Jo(m) Jo(2m)
Jo(m) 1-, Jo(m) | =0 (E10.3.5)
Jo@2m)  Jo2m)  1-A,

Solving Eq. (E10.3.5) and letting a = Jy(1) = —0.3033 and b = Jy(21) = 0.2194 yields
the following:

A-XN)2P+AQ-X,)+B=0 (E10.3.6)
where A = —(b% + 2a?) and B = 2a?b.
Equation (E10.3.6) can be tested as follows:
B A®
I+E<O (E1037)

which shows that there are three real and unequal roots, which are expressed as:

, -A o
Ai=1-2 3 cos 3 (E10.3.8)
A
Ao=1-2 3 cos (% + 120°) (E10.3.9)
-A
A=1-2 5 cos (% + 2400) (E10.3.10)
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where

B/2
V-A%/27

cos ¢ =— (E10.3.11)

1. M branches of uncorrelated signals When all values of A; are equal
(A;=T;=T), then Eq. (10.59) is simplified, and Eq. (10.55) becomes:

L e Y
p(y) = m o exp (— F) (10.61)

and the cumulative distribution is:
_[ 1 Y M1 i
Pey<)= | pt dY=p—yar | 1 ex ( r) dy (10.62)
For M = 2, the following is obtained:
Ply<x)=1- e"’r(% + 1) (10.63)
For M = 3, the following is obtained:

2
Ply<x)=1- w(% + % + 1) (10.64)

The values of M in Egs. (10.63) and (10.64), and other values of M from
Eq. (10.62), are plotted in Fig. 10.8, where the greatest degree of
improvement in performance occurs in going from a single-branch sys-
tem to a 2-branch diversity system.

2. Two branches of correlated signals When two branches are corre-
lated, then Eq. (7.44) becomes:

I P\/ﬁ
[A]l = {p*\/ﬁ I, } (10.65)
where p is the complex correlation coefficient between two Gaussian
variables.

Note Do not confuse the term p with p,, which is the correlation coef-
ficient between two Rayleigh signal envelopes. The relationship between
these two terms is p, = |p |, which can be derived from Eq. (6.107).
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Figure 10.8 Performance curves for maximal-ratio com-
bining within independent channels.

The eigenvalues are the solution to:

ri-A  pVIl
p* V F1F2 F2 -\

=0

ie.,

A =%ITy + Ty — VAT, + Ty — A0 (1 - [p )]

Ao = %Iy + Ty + V(Iy + T)? — 441 — [ p|?)]
For I'; =T, =T, Egs. (10.67) and (10.68) become:
M=T1- | 8] | )

=T+ |p|)
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Then Eq. (10.60) becomes:

~Y/hq —Y/hg

e e

PO = T

_exp (—y/(1 - |p|)1")+ exp (—y/(1+ |p|)D)
-2|p|T 2[p|T

(10.71)

and

. 1 X
P(ny)=J;p(Y)dY=1‘m{(l+ [P ) exp [_F(Tlpl)}

x
_(]__ )e s emm—— } 10.72)
e |-y ]
The function for Eq. (10.72) is shown in Fig. 10.9, where p? is used as
the variable instead of |p|.

Example 10.4 Consider a situation where system design imposes a transmitter
power limitation that is 20 dB less than the desired output power level. In such
a case, the use of a maximal-ratio diversity-combining scheme would be advan-

8

Percent probability that amplitude > abscissa

1
25 -20 -15 -10 -5 0
IO log (y/T), dB

9999 L 1

Figure 10.9 Performance curves for maximal-ratio combining
with two correlated branches.
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tageous in enhancing signal reception. In order to obtain a 20-dB gain at a level
where the received signal is below the threshold level only 0.2 percent of the
time, how many uncorrelated diversity branches are required?

solution From Fig. 10.8, the 99.8 percent line, corresponding to 0.2 percent of the
time when the signal is below the threshold of reception, is —26 dB with respect
to the mean power for a single branch (M = 1). In order to obtain the required
20-dB gain, the signal level must remain at —6 dB or higher 99.8 percent of the
time. Therefore, a 3-branch maximal-ratio diversity technique is required, as
shown in Fig. 10.8.

10.7 Equal-Gain Combining

The maximal-ratio predetection combining technique is an ideal linear
diversity-combining technique; however, it requires costly design in
receiver circuitry to achieve the correct weighting factors. The selective
combining technique selects the strongest signal branch at any given
instant of time, but it is also difficult to implement. The switched-
combined diversity scheme always provides worse performance than
the selective combining diversity scheme. In comparison, equal-gain
combining uses a simple phase-locked summing circuit to sum all of
the individual signal branches. The equal-gain combining technique
still provides incoherent summing of the various noise elements, but it
also provides the required coherent summing of all the individual sig-
nal branches, as was previously discussed in Sec. 10.2 as another kind
of linear diversity combining.
The resultant signal for an equal-gain combining technique is:

2

r
Y=Y (10.73)
z MNe
k=1
where the resultant envelope r is:
M
r= Z ry (10.74)
k=1

and where r, is the signal envelope at the kth branch.

Calculating the probability density function

From Eq. (10.27), the probability density function of the resultant sig-
nal r = r; + ry can be obtained as follows:

p(r) = f pri,ro=r—rydr, (10.75)
0
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The solution for Eq. (10.75) can be obtained by the numerical integra-
tion method. Another method can be used when low values of single
branch I',,, the mean cnr of an equal-gain combiner, are related to the
mean cnr of a maximal-ratio combiner. Under these conditions, an
approximation can be obtained [2]:

1—‘eq :ngmax :gMF (1076)
where
u (MM M 1
== u = (10.77)
SN M-12) T2 - v2Va
so that for

M=2 g.,=1.16
M=3 g:=1.20
M=4 g.,=1.26
M>>1 g,.=1.36

Then, by substituting the values of Eq. (10.77) into Eq. (10.60), the fol-
lowing expressions are obtained:

2 exp (—=goy/A,, )
pz('Y) — Z g2 p gQY

m=1 O\«m — }\,l)r (1078)
— S g3}\‘m exp (_g3'Y/}\,mF)
D= 2 G = T (10.79)
4 2 _
pip= S &t OxP CEN/hnD) 1050,

m=1 (7\'m - 7\'L)(7\'m - 7\7)(7\.,,1 - }\.k)r

For any value of vy, Egs. (10.78) through (10.80) may generate small
errors in relation to the exact solutions.

Cumulative probability distribution

By integrating Eqgs. (10.78) through (10.80) for the range of y from 0 to
x, the cumulative probability distribution for the total number of
branches can be obtained, as shown in Fig. 10.10. Comparing the per-
formance of the equal-gain combiner with that of the maximal-ratio
combiner reveals that equal-gain combiner performance is slightly
worse than the performance of the maximal-ratio combiner.
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Figure 10.10 Cumulative probability distribution for
equal-gain-combined branches.

Example 10.5 To find the cumulative probability distribution (cpd) of two cor-
related signals from an equal-gain combiner, let p, represent the correlation coef-
ficient between two Rayleigh-fading envelopes. Then an approximation of the cpd
can be obtained from Eq. (10.72), as follows:

(1 _ \/p*r)efzax/r _ (1 + \/F;)e—%x/r

Py<sx)=1+ = (E10.5.1)
! 2Vp,
where
a=—25
2(1-Vp,)
p=— 52
2(1+Vp,)

From Eq. (10.77)

{1.16 pr<1
82=
1 pr=1

The function for Eq. (E10.5.1) is plotted in Fig. E10.5.
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Figure E10.5 Cumulative probability distribution of a
2-branch correlated equal-gain-combining signal.

Calculating the level-crossing rate (LCR)

The complex form of a single branch can be expressed:
u;=X;+jY; =revi (10.81)
and its envelope r; is expressed:
ri=VX?+Y? (10.82)
and the derivative of the envelope is:

7 =Xi cos \; + K sin y; (10.83)
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The total signal for an M-branched equal-gain combiner can then be

expressed:
M
r= Z r; (10.84)
i=1
M
and P= Z 7, (10.85)
The level-crossing rate of r can be calculated from Eq. (2.73):
nr=A)= ip(r=A,7dr (10.86)

0

On the basis of the relationships expressed in Eqgs. (10.81) through
(10.86), it is possible to find the level-crossing rate for a 2-branch
equal-gain-combined signal r(¢) at either the base-station or mobile-
unit receiving location.

Finding the LCR at a base-station site [6, 7]

As the basis for finding the lcr for two signals received by two base-
station antennas, it can be assumed that the signal from the mobile
transmitter is propagated over an area having uniform scattering
properties. Under these conditions, the two signals received by the two
base-station antennas are as follows (see Fig. 6.11):

N
er=> Arexp (jy) =X, +jY; (10.87)
i=1
N
es= > A, exp j(y; — Bd cos o) =X + Y, (10.88)
where
Q
y; = ot — BVE cos (o, — 7) — - , cos (0; — o) (10.89)
and where

d = antenna spacing

V = velocity of mobile unit, which contributes to Doppler shift

v= angle indicating direction of mobile unit travel

Q =radius of area of surrounding local scatterers

¢ = the speed of light

0, = angle indicating direction to the ith scatterer at the
mobile location
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A;, o,= amplitude and angle, respectively, at which incoming wave
arrives at base-station receiver
N = number of waves arriving at base-station antenna

In choosing a model for calculating the level-crossing rate, line-of-
sight propagation is assumed; however, only those waves received by
the base-station receiver from scatterers surrounding the mobile unit
are considered. Also, the assumption is made that the statistical prop-
erties of the scattered signals remain unchanged as the mobile trans-
mitter travels along a given course. Under these conditions, the
parameters X; and Y; during any given time interval ¢; are Gaussian-
distributed, and the angles y and 6; are uniformly distributed. The dis-
tance between the mobile transmitter and the base-station receiver is
assumed to be much greater than the distance from the mobile trans-
mitter to the local scatterers. Therefore, waves reflected from the ith
scatterer to antenna A or B are essentially parallel. The absence of
local scatterers at the base-station site is also assumed.

On the basis of the preceding assumptions for the ler model, it is rel-
atively easy to show that the average values for X; X, and XY, [each of
these four parameters is shown in Egs. (10.87) and (10.88)] are:

R. = (X1 X,) =N (cos (Bd cos o)) (10.90)
R, = (X Y,) = N (sin (Bd cos o,)) (10.91)
o2=(X%=(Y% forj=1,2 (10.92)

since the angle at which the incoming wave arrives at the base-station
receiver depends on where the mobile unit is located. The angle ¢; is
typically confined to a small angular sector o < o; < o, which was pre-
viously described in Sec. 6.9 of Chap. 6, in connection with a probabil-
ity density model. Equations (10.90) and (10.91) are both nonzero
expressions. o )

By a similar procedure, the derivatives X, Y;, X,, and Y, are found as
shown in the following equations:

R, = (X.X) = (V1Ys) = <B;/’)2 R. (10.93)
R =(X\Ys) = <X,Yy) = (BZ—W R., (10.94)
ot =i = 79 = B 2 (10.95)
|A|¥2=|ot-R% - R | =(Bzﬂ |A| (10.96)
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where
[A|V2=0s(1-|p|D (10.97)
and p is the complex correlation coefficient, expressed as:

R? + R,
_ —+4 (10.98)
Oy

Ip|?

From Eqs. (10.87) and (10.88), the following relationship can also be
obtained:

XY)=XY)=0 ij=1,2 (10.99)

Therefore, the joint probability density function for the eight Gaussian
parameters X;, Y, X, Y1, X5, Ys, X5, and Y, becomes:

p(le Yl) X.ly Yl; X27 Y2> X.Z) YZ)
=pX1, Yy, X, Yo, )p(X;, Y1, X5, Yy)  (10.100)

Equation (10.100) can be simplified by using the following notation:
X)) = (X, Y1, X, Yy) and (X)) = (X,, Y1, X, ¥y)  (10.101)
Then the following expression is obtained:
PUXHX:) = p(X:Dp(Xi)) (10.102)

Note that both p({X;}) and p({Xl}) are obtained from Eq. (7.49).

Equation (10.102) can be used to find p(ry, ry, 7), by first finding the
joint characteristic function for ®(w,, w,, ws) and the joint probability
function for random variables r, r, and 7:

D(w,, we, wi) = Elexp [jwir; + wars + war)]]

= j: f: exp j(wiry + wars) f" f: W

x exp (jwsr) p((X:p((Xi))
x dX, dY, dX, dY, dy, dy, dr, dr, (10.103)
where 7 can be derived from Eq. (10.85), as a function of y; and y,:

7= Xl cos y; + Y sin +X2 cos Y + Y2 sin y, (10.104)
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After dX,, dY,, dX,, dY,, dy,, and dy, are integrated, Eq. (10.103)
becomes:

oo oo . 1
D(wy, wy, wy) = f f lexp jwiry + wory)l rire——17
o Jo |A|
o> w3(pV)?
X exp [—W(F%+T‘§)—Tﬁi

2
x I [( leZM - w} (B;/) )(Rf +Rgs)1/2} dridry  (10.105)

The probability density can then be obtained from Eq. (10.105), as fol-
lows:
p(rhrZ,i'):% q)(w19w27w3)
(2m)
x eFwritwerz+wst) gy diw, dws (10.106)

where I, is the zero order of the modified Bessel function of the first
kind. The probability density function p(7; 7*), expressed in Eq. (10.86),
can then be obtained as follows:

p(rir) = frp(rl, ro=r—ry,r)dr (10.107)
0

By inserting Eq. (10.106) into Eq. (10.107) and then substituting the
result of Eq. (10.107) into Eq. (10.86), the level-crossing rate is
obtained as follows:

nr=A)= iptr=A, P di (10.108)

The relationship between the instantaneous combined voltage r of a
2-branch received signal and the combined cnr v is defined in Eq.
(10.73) with n; =n:

y=— (10.109)

where 1 is the mean-squared noise envelope of a single branch, and
where the average cnr for a single-branch signal, I, can be expressed in
terms of the rms value:

2 2 2 2
_ _<2r111 _ _2f]x _ GT (10.110)
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Combining Eqs. (10.109) and (10.110) yields the following relationship:

Y (2 branches) 1/( r )2

= 10.111
I (single branch) (10 )

4|
Ox

Substituting Eq. (10. 111) together with the terms y = w3([3V/\/_) C.,
ri= r/\/_cx, and p, = p?, into Eq. (10.108) gives the following [6]:

ny=x)= PV, _1 \/gex (— 2x/F>
¥= T Vor @n? VN P 1-p,

vamr 1 <2,~1'(;~11 \p/ri))

2r{(r{ = V2x/T) \V/2x/T) 9
X exp 1=p, y)

L [(2r1(r11 _\p/ﬁ ) yz)\/ﬂ dydr{  (10.112)

Eq. (10.112) is easily solved numerically, since the integral involving
parameter y diminishes very quickly as y itself increases. The function
for Eq. (10.112) is plotted in Fig. 10.11.

In Eq. (10.112), p, is the normalized correlation coefficient between
the two signals r; and r,, and V' is the velocity. For a given value of p,, the
base-station antenna separation depends on whether the incoming sig-
nal is normal (broadside) or in line with the axis of the two base-station
antennas. This relationship was briefly described in Sec. 6.9 of Chap. 6
and in Sec. 9.4 of Chap. 9.

Finding the LCR at a mobile site [8, 9]

At a typical mobile site there are usually more than two signal
branches. The methods previously described for finding the lcr of a two-
branched diversity combiner are too cumbersome and too complex to
be applied where more than two branches of diversity are involved.
For this reason, an approximation method is recommended and is
described in the following paragraphs.

First, it is necessary to find the derivative of r;:

XX+ v,

= 10.113
T X2 + Y22 ( )
The probability density function p(Y}) is Gaussian-distributed with a
value of zero mean, as derived from Eq. (6.62) by factoring out p(r)).
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Figure 10.11 Level-crossing rate of a 2-branch equal-gain-
combining signal.

Since all of the elements of the set {X,, Y}, 7} are Gaussian, then p(X}, 1)
is an even-valued function. Term 7, as an even-valued function, is
expressed in Eq. (10.113). Therefore, the correlation of X;; can be
expressed as follows:

&Xry= || XrpX, 7) dX, dr;= 0 (10.114)

for any value of i and j.
Where £ and [ are odd values, then the following relationships are
valid:

(XE2y = (X2l = 0 (10.115)
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and

X = X G5 (10.116)

Equation (10.116) expresses the condition where X* and 7¥ are weak
values.

By replacing X; and Y; in Eqgs. (10.114) through (10.116), similar
results are obtained. Hence, the joint probability density function can
be expressed as follows:

pX, Y1, X5, Y, .. P, Ty L)
=pX, Yy, .. p(y,re, ... | X0, Yy, . L)
=pX, Yy, ... )p(y, e, .. .)

=p(r)p() (10.117)

As a result of inserting Eq. (10.117) into Eq. (10.86) and assuming p(7*)
is a Gaussian distribution, the lcr can be expressed as follows:

n(r=A)=pr=4) [ ip(?) d
=p@r=A)2n)o; (10.118)

where o;, the standard deviation of the time derivative 7, is a constant
value that represents an M-branch linear antenna array, and where
the various values for c; are:

o; = [2¢°T) — 2(F17y)]
= [3(F3) + 4(Fa7y) + 2(7475)] 2
= [4<f‘%> + 6(7"17"2) + 4<f‘1f'3> + 2<f1f'4>] 172

for a 2-branch array
for a 3-branch array

for a 4-branch array

(10.119)
and where
d2
oy = — P (Tl o (10.120)
The exact solution for {r,r,) is:
Tty = 26212E(V pyu) — (1 = P K(V )] (10.121)

where K(x) and E(x) are the complete elliptic functions of the first and
second kinds, respectively, and p,, is the correlation coefficient
between signal envelopes, as shown in Eq. (6.119).
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It has been shown that the parameter 6, is also a function of the direc-
tion of motion v. By inserting Eq. (10.119) into Eq. (10.118), the lcr for a
4-branch equal-gain signal can be calculated for values between y = 0
and y=90°. The curves for this condition are plotted in Fig. 10.12, for an
antenna spacing of 0.15A. Note that the lcr is different for different val-
ues of v. The effects of coupling between branches are not included in this
section, but are described in Sec. 10.11. Figure 10.12 shows that the
antenna elements inclined with the motion (y = 0) creates less level
crossings in the signal. Thus, the signal performance is better.

10.8 Feed-Combining Techniques

Bv

/27

10"

Feed combining consists of feeding of one, or sometimes two, signals into
a single receiving channel, splitting the signal in two by a power divider,

uth wave

Direction of
motion y

1072

1073

Level crossing rate X

1074

10-5 1 | 1 l A J
-10 -5 o] 5 10 15 20

A, dB, with respect to the rms vaiue of a single channel

Figure 10.12 Maximum difference in lcr of a 4-branch equal-
gain signal between o = 0 and o = 90°, with antenna spacing
of 0.15 .
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and then using a specially designed circuit to combine the two split sig-
nals. The purpose of feed combining is to reduce the random FM, or the
envelope fading, or both. There are two major feed-combining tech-
niques: feed-forward combining and feedback combining.

10.9 Feed-Forward Combining

A typical circuit that can be used in feed-forward combining is shown
in Fig. 10.13 [10].

Use of a nonpilot signal

In feed-forward combining using a nonpilot signal, only one signal is
received. In Fig. 10.13, C; is a narrowband bandpass filter, whereas C,
is a normal bandpass filter. The signal at each of eight locations in the
feed-forward-combining circuit is labeled with a number for purposes
of identification during the following description. At point 1, the input
signal can be expressed:

$1= r(t)ej[ﬂ’ct+Ws(t)+‘4/r(t)+‘l’n(t)] (10122)

where r(¢) is the Rayleigh-fading component, v, is the random phase
caused by multipath fading, . is the random FM, v, is the random
phase due to system noise, and v, is the message information. For voice
transmission, s, is 300 to 3000 Hz.

At points 2 and 3, the signal is:

S9g =83 = r(tl ej(mt‘t+‘4’s+‘l/r+\lln) (10123)
and at point 4,
r(t) . )
4= {exp [j(@ot + o) + (ot + W, + W, + )]
+exp [jlog + o) —jlot +y+y, +y)l}  (12.124)
S3 A/M? Sy ¢ Sg
©; @
S4 S2 : S4 c Sg %6 @
® @ @ ®
Hugt + a) M; and Mz are mixers
€ A= amplifier

Figure 10.13

Cy ond Cp are devices
determined by input signal

Typical feed-forward-combining circuit.
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C; can be either a narrowband or a normal bandpass filter with a
bandwidth of 2Af, centered at f, — f.. If y, contains voice information,
then Vs, is in the range of 300 to 3000 Hz and Af = 100 Hz, based on the
maximum Doppler frequency at the mobile speed of 70 mi/h and the
frequency of 850 MHz. Under these conditions, the maximum Doppler
frequency is:

14
fa=-- =100 Hz

The random FM power occurring beyond a frequency of 2f; is small, as
was shown in Fig. 7.6. Therefore, the filtered signal at point 5 becomes:

t) .
552 K 2 oo -mssa-veown) (10.125)

V2

where vy, is the average noise power over the range of 0 to 100 Hz,
which is negligible.

At point 6, an amplifier A is used to increase the gain of the signal,
which now becomes:

t
sg=(KA) Ll exp [j(wet — ot + o —y,)] (10.126)
V2
At point 7, mixer M, provides an output of:
r(t) . .
s;=KA 2 {exp [j(wot — 0t + o — ) + j(OL + Y, + Y, + Y,)]

+ exp [jlwt — ot + o — ,) — j(ot + ¥, + W, + y,)1} (10.127)

At point 8, after passing through a bandpass filter centered at f;, the
final signal is:

ri(t)
2

ss=KA exp [jlwot + o + s + )] (10.128)

where o is a constant phase. The phase term v, has been dropped from
Eq. (10.128); however, the system noise vy, still remains.

Delayed-signal combining

In delayed-signal feed-forward combining, the input signal is the same
as it was in Eq. (10.122), and the circuit of Fig. 10.13 is also used. Up to
point 4, the signal behaves in the same way as in Eq. (10.124). At point
5, however, the signal characteristics change, since C; in the delayed-
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signal-combining application is a bandpass filter followed by a time-
delay device. The output of the filter therefore is:

S5= KLt_) exp jlogt — ot — vt — 1)

V2
-yt — 1)+ 0o -y, —1)] (10.129)

At point 8, by following the same steps as were shown for pilot-signal
combining, the output signal, after passing the amplifier, the mixer,
and the bandpass filter, centered at fj is

r2

2

sg=KA exp jlogt + o + (&) — y,(t — 1)

+y@) -yt -0+ y,@) -y, -1l (10.130)

If time delay ¢ is small enough relative to the rate of change of y,(¢), then
v, (t) — y,(t — 1) is negligible. Although the term y,(¢) — y,(¢ — 1) is one out-
put phase that indicates a reduction in the FM index, it turns out that
the detected signal is not necessarily degraded [11]. The maximum
allowable delay 1 for this system is roughly t < 1/B,, where B, is the
coherence bandwidth described in Sec. 9.7 of Chap. 9. When 1 > 1/B,, the
delay signal will not contribute to the cancellation of random FM.

Use of a pilot signal
with a communication signal [12]

In another type of feed-forward combining, the input at point 1 in Fig.
10.13 is different from that in either of the last two types, in that two
signals are present, a communications signal ®; and a pilot signal w,.
The pilot signal does not carry any message information. The differ-
ence between ®; and ®, should be within the coherence bandwidth, so
that the phase term vy, due to the random FM within the two signals is
almost the same, as:

Y = Ypy = Y (10131)

The resultant signal at point 1 consists of the normal communications
signal and the pilot signal, which are represented as follows:

81 = rlej(m1t+wr+wy,,) + rzej<w2t+ws+wr+\vn) (10132)
\ J J
v NV
pilot signal

At points 2 and 3, the signal expression is:

S1

10.133
V2 ( )

Sg =
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By following the same steps as were shown for the other feed-forward
cases, the final output signal at point 8, assuming the filter C, has a
bandpass of f — f5 — f1, 1s

ss= KA % exp jl(wp — @y — @ + 0L — ] (10.134)

Equation (10.134) shows that the random FM and system noise terms
are all canceled.

Alternate-pilot-signal method

Both a pilot signal and a communications signal can be used as inputs
to the circuit shown in Fig. 10.14. At point 1, the input signal is:

Sy = 1yl @tV | o2t + s Yt yn) (10.135)
At point 2, the signal at the output of the multiplier is:
Sg = (rletj(unt FYr ) rzetj(umt Vs +\Vr+wn))2 (10.136)

At point 3, filter C is a bandpass filter centered at f; — f1, and the resul-
tant output signal is:

Sy = rlrzej[(wzfm)tﬂv.e] (10.137)

The solution for Eq. (10.137) is only a rough approximation, since it
does not include the terms for random FM due to multipath fading and
noise. The results of Eq. (10.137) are based on the assumption that the
fading information carried by the pilot signal is identical to that car-
ried by the communications signal. In reality, the two are not the same.

10.10 Feedback Combining [13]
(Granlund Combiner)

The feedback-combining technique, developed by Granlund, is a prede-
tection combining technique that employs feedback as a reference sig-
nal in place of a local oscillator, as shown in Fig. 10.15 when the circuit
components are as follows. F'; is a narrowband bandpass filter centered
at f; — fo and covering 2Af. F, is a bandpass filter (centered at ;). L is a
limiting amplifier. M, and M, are mixers.

S1 S2 S3
————  Muitiplier C
1 2 3

Figure 10.14 Model circuit for the alternate-
pilot-signal method.
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O Fy L )
4 8
Fa
To FM detector

Figure 10.15 Granlund combiner.

In Fig. 10.15, the signals have been labeled at each point and are
defined as follows. At point 1, the received input signal is:

S1= r(t)ej[mct+\ys(t)+\vr(t)+\y,,(t)] (10138)
At points 2 and 3, the signal is divided into two branches and can be
expressed:
S1
Sog=—"H (10.139)
V2

At point 4, the output frequency f; from mixer M,, with phase o and
amplitude A, can be expressed:

4= Aei@2+ 0 (10.140)

After passing the mixer M, the filter F, and the limiting amplifier, the
signal at point 7—under the conditions that the amplitude variations
have been removed by limiting amplifier L; and only the random phase
information remains in the signal—is expressed as:

§7= Ke/(02= 00t +a —yrlt) ~ yul0)] (10.141)

where K is a constant representing the gain of limiting amplifier L.
At point 8, mixer M, provides an output signal from input signals s,
and s;:

Sg = K’; e/1(®2 = @)t + 0" = yr®) = yn(O)] * jlot + s+ yr + ynl (10.142)

At point 4, the final output signal passed through filter F; emerges:

Kr .
s, = —=e/lO T vl (10.143)
VD)
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Comparing the phase terms of Egs. (10.140) and (10.143) shows that
o=+, (10.144)

Since the phase angle of o after filtering by F is small compared with
V,, then it can be assumed that

o=\, (10.145)

Hence, at point 4, the signal becomes:

PO GRp (10.146)
V2

Using Eq. (10.146) to check points 5, 6, and 7, we find that Eq. (10.146)
is the right solution. At point 4, s, contains an amplitude KV/\/2 and
the signal y,(¢). It is the output of the Granlund combiner.

Combining Techniques
for Multibranched Antenna Arrays

Because of modern technological advancements, it is possible to fabri-
cate printed-circuit antenna arrays for UHF at a reasonable cost. For a
given size of printed-circuit board, the number of array elements con-
tained on each board is primarily determined by the spacing between
adjacent elements. When the spacing is sufficiently large, the correla-
tion coefficient between branches approaches 0, and the antenna is
configured as an independent-branch array. Under this condition, the
advantage of using diversity schemes reaches its maximum potential.
However, the size of a printed-circuit board is finite, and therefore
there is an optimal number of array elements, say N, that can be placed
on the board. In designing an optimal printed-circuit board array, it is
necessary to calculate the number of and closeness of spacing between
elements so as not to degrade the performance of the combined signal
from N branches.

The material in this section is based on the work done by Lee [14,
15]. A significant amount of work has been done in this area by Lee [8,
9, 15].

Of all of the various types of diversity combiners discussed, the
maximal-ratio diversity combiner that was defined in Sec. 10.6 yields
the maximum carrier-to-noise ratio (cnr) of the combined output sig-
nal. When the maximal-ratio diversity combiner is used to combine a
large number of branches, the mutual coupling effect due to the mutual
impedances among the various branch antennas must be considered.
This is particularly valid when the spacing between adjacent antennas
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is small, i.e., less than 0.5A. However, even when these mutual coupling
effects are disregarded, it has been found that approximately 70 percent
correlation between two received signals in their corresponding diver-
sity branches can still provide most of the advantages of the maximal-
ratio diversity combining scheme, as was shown in Fig. 10.9. This
corresponds to mobile-unit receiving-antenna spacing of only a fraction
of one wavelength. Since mobile antennas are spaced close together,
their mutual coupling effects should be taken into consideration. When
a loading network is attached to the mobile antenna array, the power at
the output of the loading network, under optimal conditions, is simply
the maximum value of signal power that the antennas can deliver to the
receiver. However, an optimal loading network is physically difficult to
achieve, and therefore a resistive loading network is usually chosen. A
comparison of the effects of the resistive loading network with those of
the ideal, nonmutual coupling network, in terms of degraded signal per-
formance, is given in the following paragraphs.

The signals for diversity branches received by their respective anten-
nas can be represented in the form:

Sj(t) = uj(t) eijZTl:fot (10147)

where f;, is a common carrier frequency received by each branch and
uft) is the multipath fading for a zero-mean complex Gaussian time
process. The incoming signals received by the branch antennas are
assumed to be connected to their respective load impedances Z;, as
shown in Fig. 10.16. It is further assumed that a certain nominal
amount of mutual coupling exists between the branch antennas. Z,
denotes the mutual impedance between the jth and kth antennas, and
Z; is the self-impedance of the jth antenna. They are the elements of
[Z]. The actual and equivalent circuits are shown in Fig. 10.16.

The optimum value for each element within the resistive-load matrix
must be determined on the assumption that the load resistances of all
branches are the same:

[Z.] =R.[I] (10.148)

where [I] is an identity matrix. Note that each load resistance R; in
Fig. 10.16 is followed by a transformer and a mixer and all of the
branch mixers are identical and matched. The output of each mixer is
proportional to the input times the insertion loss factor. It is assumed
that the output noise is dominated by the receiver front-end noise and
therefore the noise incidental to the antennas is negligible.

The spacing between antennas directly determines the amount of
mutual coupling. As the antenna spacing increases, the mutual cou-
pling between antennas decreases. With this relationship established, it
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Figure 10.16 Actual and equivalent cir-
cuits of an M-branch maximum-ratio com-
biner with in-line antenna configurations.
(a) Actual circuit of a maximum-ratio com-
biner. (b) Equivalent circuit of (a). (¢) In-
line antenna array.
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is possible to analyze the mutual coupling effects for a space-diversity
combiner with a large number of branches from two points of view: (1)
the average carrier-to-noise ratio and (2) the cumulative distribution of
the received signal.

CNR analysis method

The total cnr y can be expressed:

_ 12{[w*T[CT[u]}

10.149
(1/2Rp)M: ( :

where [u] is the column of matrix elements u; and 1; is the noise power,
which is the same for all branches. The value of the term R;, (load resis-
tance) is as shown in Eq. (10.148), and the general expression for [C] is:

[C] = (2] + [Z)) Y (1Z0] + [Z)2] + [Z,]) (10.150)

The expression for [C] can be simplified when there is no mutual cou-
pling, or when the loading network for the antenna is optimum, as fol-
lows. For the case where there is no mutual coupling between antennas,

z;=0 L#] (10.151)
Then
[7]
[C] = 2R, (10.152)

For the optimum antenna loading-network case,
Z.]1=1Z] (10.153)
Then

1 Rll R12 RlS
Cl=UZ1+Z1) ' =-75 | Rz ... ... (10.154)
2BN Ry ... ...

where the R,/’s are the real parts of the impedance matrix. The mutual
impedance R;; between two A/4, normal-sized whip antennas having a
length-to-diameter ratio of 36.5 can be found from Tai’s results [16, 17]
as a function of antenna separation.

Averaging Eq. (10.149) provides the average cnr, where the terms
(wu?) for a mobile-radio environment can be expressed from Eq.
(E10.2.6):

(wu™) = 2NN, Jy(Bd;) (10.155)
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where N; and N; correspond to the signal levels of the ith and jth
branches, respectively. The average cnr for an optimum resistive load-
ing network with mutually independent branches, (y)/{7)iq, is plotted in
Fig. 10.17 for a linear array with M branches. For antenna spacing
greater than 0.3A, the power obtained from a resistive-loaded network
is only degraded by about 1 dB with respect to the ideal, noncoupling
case, regardless of the actual number of branches in the array.

Cumulative-distribution method

,dB

<Y >or

<7 Zind

The cumulative distribution of the cnr y for a combined signal was
derived in Eq. (10.60). The eigenvalues A; are for the product of two
matrices {2R;,[R]*[C]}, and the value of [] has been shown in Eq.
(10.57), where the elements are expressed in Eq. (10.58). Figure 10.18
shows the cumulative distribution for a 4-branch maximal-ratio diver-
sity combiner under two conditions: (1) with no coupling effects and (2)
with mutual coupling effects between elements of a linear array. Note
that when the antenna spacing d is greater than 0.3A, then the differ-
ence between a signal with coupling and one without coupling effects
becomes very small. For antenna spacing less than 0.3\, the amount of
degradation in signal performance can be obtained from the curves
plotted in Figs. 10.17 and 10.18.

O._
_1__
_2._.
._3_
_4._
_5_

Anin-line array

, m elements
-6 M=9 f—
1T 2 n
o & ¢ 00 O veee
M=24 d
-7 1 1 I | 1 1
003 005 007 O1 0.2 0.3 0.5

Antenna spacing d/x —»

Figure 10.17 Optimum cnr for a resistive loading network
consisting of a linear array with M branches.
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Figure 10.18 Cumulative distribution for a 4-branch
maximal-ratio combiner with and without coupling effects
between elements of a linear array.

10.12 Reducing Time Delay Spread
by Diversity Combining

The diversity combining can reduce the multipath fading as well as the
time delay spread. Let’s find out the degree of reducing the time delay
spread by applying the diversity combining. First we recall the delay
spread model in Eq. (1.50), where T; is the time delay of path i. The
probability that T in one branch is within the time delay spread A is

PTsN=1-] % exp (- %) dT,=1-e1=0632 (10.156)

For an M branch, combining all the time delay paths T; from M
branches and reordering the arrival of waves with time scale Tk, the
probability that T will be within A is
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P(Tx<A)=1- Um % exp (— %) dTK]M (10.157)

Equation (10.157) is plotted in Fig. 10.19 as a function of M. Since a
single branch P(T; < A) = 0.632, we can find the time delay A; after
diversity by letting Eq. (10.157) equal 0.632. Then

=1 Tx M
1- [ f 3o (— T) dTK] —0.632 (10.158)
From Eq. (10.158), we may obtain that

Ad = ﬁ (10. 159)

Equation (10.159) shows that, by applying diversity combining, the
delay spread A; is reduced after the combining by M branches. If the
transmission is within

1
R< onA, (10.160)

then no equalizer is needed. For a transmission rate of 24 kilosymbols
per second (ksps) and A = 10 ps, then

1
H =16 kHZ

which can have a transmission rate of 16 ksps without ISI. For a two-
branch diversity, we let M =2, A; = A/2 =5 ps.

1

omA, - 32 kHz

This shows that the transmission rate up to 32 kbps with a two-branch
diversity does not need an equalizer.

This exercise tells us that, if we transmit at 24 ksps without diver-
sity, we need an equalizer, since 24 ksps exceeds the limit transmission
of 16 ksps. By applying a two-branch diversity, the equalizer can be
eliminated.

There are already many advantages of using diversity schemes. Here
is another one. Sometimes we may still need an equalizer after imple-
menting the diversity scheme, but in this case the equalizer is more
effective when performed in the dispersive medium with the diversity
signal and less effective without it.
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Figure 10.19 Plot of P(T; < A) and the reduction of A; from M-branch diversity.

Problem Exercises

1. Four types of diversity-combining techniques are described in this chapter:
selective combining (Fig. 10.4), switched combining (Fig. 10.7), maximal-ratio
combining (Fig. 10.8), and equal-gain combining (Fig. 10.10). On the basis of
the corresponding signal levels at which 1 percent of the signal is below the
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threshold of reception, compare the performance of each diversity-combining
technique for 2-branch and 3-branch diversity combining.

2. What correlation coefficient is required between two signals from two
diversity branches in order to obtain a gain of 11 dB over the cnr of a single
channel for at least 99.7 percent of the time? Compare the resultant correla-
tion coefficient for selective combining (Fig. 10.5) with that obtained by using
maximal-ratio combining (Fig. 10.9).

3. Referencing Fig. 10.7, plot an equivalent curve for a switched-combining sig-
nal at a threshold level of approximately A = —6 dB. Explain the procedure used.

4. Macroscopic diversity techniques can be used successfully when two trans-
mitting antennas are sited at two different locations. What is the rationale for
using microscopic diversity techniques for two transmitting antennas located
at the same site and separated by a proper spacing between antenna elements?

5. Derive the cumulative probability distribution of the cnr y for a 3-branch
equally spaced linear array with half-wavelength spacing between adjacent
branches, using maximal-ratio combining. Assume that a physical triangular
antenna configuration is installed and the following matrix of elements is valid:

1 J ()(TC) J o(n)
[%] — Jo(TE) 1 JO(TE)
Jom) Jom) 1

6. Find the average duration of fades for a 2-branch equal-gain combiner
with correlated signals, at a base-station site.

7. What are the relative advantages and disadvantages of using feed-forward
and feedback combining techniques? List the pros and cons for each type.

8. Verify the process of Eq. (10.112).

9. Whatis the level of degradation in signal performance as a result of mutual
coupling in a 4-branch maximal-ratio combiner, based on an average cnr and
the cumulative distribution? Assume that antenna spacing is d = 0.15A and an
optimum resistive loading network is used.
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Chapter

11

Signal Processes

11.1 Mobile-Radio-System Functional
Design—Signaling Problems

Many of the problems commonly associated with the mobile-radio envi-
ronment have already been discussed in the preceding chapters. To
briefly summarize, the natural phenomena that result in excess path
loss over that normally occurring as free-space path loss were dis-
cussed in Chaps. 3 and 4. Multipath fading and the effects of random
FM were discussed in Chaps. 6 and 7. Improving signal reception by
increasing transmitted power and/or transmission bandwidth was dis-
cussed in Chap. 8. The option of using diversity techniques instead of
increasing the transmitted power to improve performance was dis-
cussed in Chap. 9. And finally, the techniques for improving perfor-
mance through the use of diversity combining were described in Chap.
10. In this chapter, the problems encountered in sending and receiving
both voice, which uses analog transmission, and control signals, which
use digital data transmission, through the mobile-radio environment
are discussed. By designing a waveform for the control signal, we can
filter the voice and the control signal at the baseband.

Problems relating to signal transmission in the mobile-radio envi-
ronment are usually associated with the variables of distance and
vehicular velocity, the waveforms of the transmitted pulses, and the
time-delay spread attributable to the mobile-transmission medium.
These problem areas are briefly described in the following paragraphs.

Distance-dependency factors

In Sec. 8.3 of Chap. 8, the error rate was found to be a function of the
carrier-to-noise ratio (cnr). The cnr is affected by the distance between

397
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the transmitting location and the receiving location. If the transmitted
power remains fixed, the bit-error rate increases as the distance
increases. The bit-error rate is also a function of the signaling rate. The
Shannon channel-capacity formula can be used to verify that the bit-
error rate will increase as the distance increases:

C=Blog, <1+%) (11.1)

where C is the maximum capacity for a given signaling rate, B is the
transmission bandwidth, S, is the carrier power, and N is the received
noise.* To show that the bit-error rate increases as the signal rate
decreases with distance, it is necessary to relate S, in Eq. (11.1) to a
function of distance. On the basis of Eq. (4.42), the received power as a
function of distance can be expressed:

Pd=PR+ylog§ (11.2)

where R is a distance of 1 mi, Py is the received power at the 1-mi inter-
cept point, y= 38.4 dB per decade is the slope of the path loss in a sub-
urban area, and P, is the received power of the signal carrier, or the S,
of Eq. (11.1). Hence, the channel capacity for the signaling rate is:

C =B log, (1 + 10Pe~ 10le N10) (11.3)

Equation (11.3) indicates the dependency of the signaling rate on path
distance and therefore can be used to determine the signaling rate.

Example 11.1. Given a power Pz =-61.7 dBm at the 1-mi intercept point, a slope
of path loss of y=38.4 dB per decade, a bandwidth of 25 kHz, and a noise level of
—120 dBm, what is the maximum signaling rate that can be used for a communi-
cations link of 10 mi?

solution The received power is derived from Eq. (11.2), as follows:
P,=-61.7-38.4=-100.1 dBm (E11.1.1)

To obtain the maximum signaling rate for a communications link of 10 mi, Eq.
(11.3) is applied as follows:

C =925 % 103 logz (1 + 10(—100.1+120)/10)
=165.6 kb/s (E11.1.2)

* The Shannon channel-capacity formula is applied to a Gaussian noise channel. In
the mobile-radio environment, the capacity should be less than Eq. (11.1) except in the
case of a Rician-fading signal that approaches a Gaussian as its snr becomes large.
Hence Eq. (11.1) serves as an upper limit. The channel capacity in Rayleigh fading envi-
ronments appears in Sec. 17.1.
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Velocity-dependency factors

As previously discussed in Sec. 8.2 of Chap. 8, the vehicular velocity
does not directly affect the bit-error rate; however, the word-error rate
is influenced by the velocity of the mobile unit, as shown in Fig. 11.1.

The average duration of fades for a single-channel receiver can be
obtained from Eq. (6.99) and was shown in Fig. 6.7. The average dura-
tion of fades ¢ at the rms level is:

t=0.036s V =15 mi/h
t=0.018s V =30 mi/h

The bursts of errors due to fades in the mobile-radio environment are
different from errors caused by Gaussian noise. The duration of fades
determines the necessary rate of repetition for transmitting message
data, or for coding information.

11.2 Bit-Stream Waveform Analysis

Pulses transmitted in the time domain can be converted into the fre-
quency domain. The spectral energy of a particular waveform of trans-
mitted pulses falls within a certain frequency band at which the
pulses can be acquired if there is a proper bandpass filter at the
receiving end. Because of this requirement, the waveform characteris-
tics of transmitted pulses are essential parameters for compatible
receiver design.

Time-delay-spread dependency factor

The parameters and ranges for time-delay spread in urban and subur-
ban mobile-radio environments were explained in Sec. 1.5 of Chap. 1.
The maximum signaling-bit rate can be calculated on the basis of time-
delay spread within the mobile-radio medium. An approximate esti-
mate of the maximum bit rate R,., can also be found roughly from the

Leng/th of Fade

i = X
Time, t = v

Signal, dB
>

Figure 11.1 Influence of vehicular velocity on mobile-
radio signals.
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coherent bandwidth of the signal, as was shown in Eqgs. (6.128) and
(7.65). The relationships based on the maximum bit rate R ., can be
expressed as follows:

275% for linear types of modulation, such as ASK
Rmax S
ﬁ for exponential types of modulation, such as FSK

and PSK

A more accurate calculation of R,., will be found in Sec. 13.10 of
Chap. 13. The maximum bit rate R,,, cannot be increased by increasing
power. The use of coding or diversity schemes, or both, compensates for
a Rayleigh-fading medium and enables R.,., to be increased to a value
approaching 1/A. At this signaling rate, R%,,, = 1/A, further increases are
not attainable by any known method. Therefore, the following expres-
sion is valid:

R< Rmax < R?nax
Lby coding and diversity

The dependency factors that have been described in the preceding
paragraphs are used to determine the signaling-bit rate, the length of
the word bits, the pulse waveform, and the message coding. The meth-
ods used to achieve bit and word synchronization are described in
Sec. 11.3.

Analysis of bit-stream waveforms

The various types of binary PCM waveforms are shown in Fig. 11.2.
Note that each waveform has a different power spectral density. The
nonreturn-to-zero (NRZ) and biphase Manchester-code waveforms are
commonly used in pulsed signaling applications. The power spectral
densities of these two waveforms provide a basis for selecting an ade-
quate mobile-radio signaling scheme, and for designing a bandpass
filter that can pass the total signal energy. The techniques for deter-
mining the power spectral density of a pulsed waveform are described
in the following subsection.

Power spectral density of a random

data sequence

Assume that a random binary source transmits an elementary signal
from the set {s;(¢), i = 1, 2}, with a probability of P, (P, =p and P,=1 —p),
at each time interval T,. Further assume that another elementary sig-
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Figure 11.2 Various binary PCM waveforms. (William C. Lindsey and Marvin K. Simon,
Telecommunication Systems Engineering, © 1973, p. 11. Reprinted by permission of
Prentice-Hall, Inc., Englewood Cliffs, N.J.)

nal is transmitted in a signaling interval that is independent of signals
transmitted in previous signaling intervals. Under these conditions, the
transition matrix can be expressed as follows [1]:

_[p 1-p
P= ) (11.4)

The relationship between the transition probability and the power
spectrum can be expressed as follows [2]:
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1 < 2
w0 S [l rsiz 4-5)
+ 5 p(L-P)| S -S4 115)

where Si(f) and Sy(f) are the power spectra of s,(¢) and s,(t), respec-
tively, defined as follows:

S« = [ s dt (11.6)

Suf) = [ sate ™ dt (aLm

0o

and s,(¢) and s,(¢) are the waveforms representing 0 and 1, respectively.

For NRZ baseband signaling
sit)=A 0<t<T, (11.8)
So(t) = —81(2) (11.9)

where s;(¢) and s,(¢) are rectangular pulses of width 7. Their Fourier
transforms are:

sin wf' T,

S1(f) = =So(f) = AT, exp (—j2rfT,)
nf T,

sin x
x

= AT, exp (—jx) (11.10)

where x = nfT,. Substituting Eq. (11.10) into Eq. (11.5), and letting the
power of the rectangular pulse become E, = AT, yields:

Fn2
S =L (1 2p 8+ 4p(1 - p) S (11.11)
s s x
and when p =%, Eq. (11.11) becomes:
s a2
S(f) _ sin® nf T, (11.12)

E, f T,

The function for Eq. (11.12) is plotted in Fig. 11.3.

Assuming that the signaling rate f, = 10 kHz, then T, = 1/f, = 100 ps.
For a voiceband, where the upper frequency is f= 3000 Hz, then, T.f =
0.3. Thus the energy of the NRZ waveform lies in the voiceband.
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Figure 11.3 Spectral densities of NRZ and Manchester-code mod-
ulation waveforms.

There is no way to separate the NRZ signaling waveforms from the
voice signals.

For Manchester-code-waveform signaling The expression for Manchester-
code-waveform signaling is:

sit)=A 0<t<=*
T,
o) =-A o St<T, (11.13)

81(t) = —s5(2)
Substituting the Fourier transforms of Eq. (11.13) into Eq. (11.5) yields

the following:
SH_1 4 _op N (2 _n
Es - Ts (1 2p) nzm( ) 6<f Ts)
sin* nfT,/2
+4p(1 - p) [7nfTs/2 } (11.14)
For p = %, Eq. (11.14) becomes:
LS
S(f) _sin* nfT,/2 (11.15)

E,  nfT./2

The function for Eq. (11.15) is also shown in Fig. 11.3. Note that most
of the energy of the Manchester-coded waveform lies between 0.4 and 1.2
on the Tf scale. For a signaling rate of f, = 10 kHz, the energy is concen-
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trated within the 4000- to 12,000-H range, which is above the normal
range of mobile-radio voice transmissions. Hence, it is preferable to use
Manchester-coded signaling rather than NRZ signaling to facilitate easy
separation of the analog voice and the digital control signaling informa-
tion. In a fully digitized voice communication system, both the voice and
control signaling components are digital, and therefore the criteria for
improving the quality of the signaling responses are dependent upon the
implementation of techniques for compressing the bandwidth.

The bandwidth of a transmitted data stream can be compressed by
shaping the waveform prior to transmission. The waveform-shaping
technique also reduces intersymbol interference. There are several dif-
ferent pulse shapes that have been found to be effective; they are
described as follows:

1. Squared-waveform pulse [see Fig. 11.4(1)]:

T T
A ——<t<—
s(t) = [ 2 2 (11.16)
0 otherwise

2. Triangular-waveform pulse [see Fig. 11.4(2)]:

2t T
s(t)=[<1_7)A O=t=y (11.17)

0 otherwise

3. Cosine-waveform pulse [see Fig. 11.4(3)]:

Tt T T
S(t)=[A COS? —ESL‘SE (11.18)
0 otherwise
4. Raised-cosine-waveform pulse [see Fig. 11.4(4)]:
%<1+cos2—;f) %Stﬁ%
s(t) = (11.19)
0 l¢| > T
2
5. Exponential-waveform pulse [see Fig. 11.4(5)]:
s(6) = {0 £<0 (11.20)
Ae >0

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)

Copyright © 2004 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



Signal Processes

Signal Processes 405

0 “ AT, sin Tw/2
- (Al sin lw
A SWar| \ Sw=(5) =55
2
Squared pulse ——l:j——-
(1) T O T 0 PN N f
332 0 IN2 3N
T T T T
AT
2 ; 2
A Slw) S(w) = (SN Tw/4
Triangular pulse s(t) 'ATT Tw/4
(2)
T 1 C 1 2z 3 4 5 f
2 2 T T.T.T T
2AT Tw
A 7 CoS —5—
, M Stw)= 28T (——2_)
Cosine pulse s AT 1_(T_w)
(3) T T
Slw) LA\t el
I o 1 o1 Z 3 I s
2 2 T T T T T
A in
Raised-cosine pulse s(t)
(4)
I o I
2 2
_ s(t)
Exponential pulse
(5)
o]
A
s(t)
Gaussian pulse
(6)
| 1 t
-2r-r 0O =t 2T
2nt 2wt 2wt 2mwT 27WT

Figure 11.4 Effect of waveform shape on power spectral density.

6. Gaussian-waveform pulse [see Fig. 11.4(6)]:
s(t) = Ae (11.21)

Assume that the pulse s(¢) can be represented by the Fourier series:
1 oo
s() =+ [ S(w) cos (0t + D) do
T “o

a(w)

:% J " Vakw) + b2w) cos {mtthan‘l M} do (11.22)
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where

alw) = j " s(t) cos wt dt (11.23)

b(@)= [ s(t) sin ot dt (11.24)

Then the spectral density functions S(w) = Va*®) + b*w) of each differ-
ent waveform pulse s(¢) can be obtained from Egs. (11.23) and (11.24),
and the result will be as shown in Fig. 11.4. In most applications, the
shapes of S(w) are used for waveform pulses denoted by S(¢). Then, their
spectrum density functions are the shapes of corresponding s(¢) denoted
by s(w). Both of them can be shown in Fig. 11.4 by simply changing the
parameters Tow <> 4 1 t/T. Among all the pulse shapes of Fig. 11.4, note
that S(¢) for the raised-cosine pulse and squared pulse have their zero
component at intervals that are a multiple of 7/2. Since the amount of
ripple for S(¢) of the raised-cosine pulse is less than that of the squared
pulse, the small amount of intersymbol-interference jitter, caused by the
sampling clock, will be less for raised-cosine pulses than for squared
pulses. For this reason, the raised-cosine pulse shape S(¢) is the most fre-
quently used and the frequency response is very similar to s(w), illus-
trated in Fig. 11.4(4). The duobinary waveform described in the following
subsection is a good example of the use of raised-cosine pulse shaping.

Duobinary-waveform signaling [4]

Duobinary-waveform signaling is used when the binary signaling rate
is above the Nyquist rate. The Nyquist rate states that the signaling
rate should be 2f; at a given frequency f;. The duobinary waveform has
good characteristics and can be implemented as follows. First, the nor-
mal full-length pulse width of the raised-cosine pulse is changed to a
half length pulse width, as shown in Fig. 11.5(a). The raised-cosine
waveform characteristics of Fig. 11.4(4) are modified by interchanging
the time response and frequency response, as follows:

_ sin nt/T cos nt/T

SO=""ur 1-a0/T (11.25)
The spectral density can be expressed:
T
<< —
S(w) i O_m_T (11.26)
) = .
T . [T I T b1
= _ = _ = = _ < () < —
icwn [ Zo- 2} Zo-wsesEaso
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A data stream
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+(1) i 1 ] — 1 T * ] f A precoded data stream
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____________ "~ ~ Applied the haif-length
i,gf‘s f pulse response

___________ vt [,
(b)

Figure 11.5 Characteristics of duobinary precoded waveforms: (a) illus-
tration of Nyquist principle; (b) relationships of a duobinary half-length
pulse response to a full-length pulse response. (Note that in the data

stream, M =1, a;

0;S=-1,a;=1.)

Second, the bits of the input data stream {a,} are precoded to {b;} as
follows:

bkzak@bk,l (1127)

where the sign ® represents a modulo-2 summation, which means
that if a; is 0, b, = b, _1, and if a; is 1, then b, = -b,_;. Last, the half-
length pulses are inserted and responsed into the data stream as
three-level-coded pulses, with marks (M) occurring at either the +1 or
-1 level and spaces (S) occurring at the 0 level, as shown in Fig.
11.5(b). Since the rate is double, the bit-error rate must be investi-
gated. If there is no noise, the levels are 1, 0, and —1, and the probabil-
ities of receiving these are %, %, and Y%, respectively. Therefore the
probability of error is % times that of a two-level signal expressed in
Eq. (2.118):

P, =%P(x > %) (11.28)
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The average power output for a duobinary filter can be approximated
by assuming that the filter is a simple cosine type. The response of a
cosine filter in terms of its transfer function can be expressed:

IN

2T cos (% co) | @ (11.29)
S(w) =

0 |o] > (11.30)

and

_ 4 ( cos nt/T
W=7 (1 - 4t2/T2>

The relationship between a precoded duobinary signal that is trans-
mitted at one end of a communications link and the signal received at
the other end can be expressed:

SH®) = Sp(w) = [S(w)] 2 (11.31)

The transmitting power, after passing through the transmitter filter,
can be expressed:

P,=P ljm 1S2(@) |2 do
o d2TC —r/T r

/T

-p, L [2T cos (Z m>T do=2p, (11.32)
21 ur 2 T

where P, is the average power of the duobinary waveform before trans-
mitter filtering. Equation (11.32) shows a transmitting power gain fac-
tor of 4/n. Therefore, at the receiving end the duobinary-waveform
power would be reduced by the same factor of 4/n, assuming that the
same type of filtering is used in the receiver. However, the noise at the
output of the receiver filter would be increased by a factor of 4/n over
the input receiver noise Ny:

N=2N, (11.33)

4
T
Then the signal-to-noise ratio at the output of the receiver filter
becomes:

(11.34)

P, (n/4)P, (m)\?
N  4/mN, (4)
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The probability of error can be determined by using the same proce-
dure described in Chap. 8, as derived from Eq. (8.70) and expressed as

follows:
Px>%) = P( >1 /P;)
2
1 T \/y
e ( : ) (11.35)
Equation (11.28) becomes:
P, :Zerfc( W) (11.36)

For a binary AM signal, assuming that ideal filtering is used (see Sec.
8.3 of Chap. 8), the probability of error can be expressed:

P, =% erfc (V) (11.37)

In evaluating the desirability of the precoded duobinary signaling
option, the erfc argument is the dominant factor. Comparing the erfc of
Eq. (11.36) with that of Eq. (11.37) shows that the performance of
duobinary waveforms is poorer by a factor of n/4, or 2.1 dB. This is the
price that must be paid in order to achieve a binary signaling rate that
is higher than the Nyquist rate.

11.3 Bit and Frame Synchronization

Receiving digital transmissions requires that a digital clock signal be
synchronized to the received data stream [3]. If the clock output signal
experiences time jitter or frequency drift, the bit- and word-error rate
will be increased. This type of problem can be eliminated by using
improved bit- and frame-synchronization techniques, which are
described in the following subsection.

Bit synchronization

The input digital signal to a bit synchronizer can be characterized as
follows:

y&) =r) > st ar, &) +n(t) (11.38)

where a,, is the polarity (£1) of the kth transmitted bit s(¢; a,, €;), ran-
dom epoch ¢, is assumed to be constant for KT seconds, n(¢) is Gauss-
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ian noise, and s(¢; a;, €;) can be expressed in terms of waveshape P,(¢)
as follows:

S(t; ag, 81) = asz[t —(k-1T - 81] (11.39)

Assume that the undistorted bit-stream pattern x(¢) is:

K

x(@)=> st ay, &) (11.40)

k=0

where €, is the error due to the instability of the clock at the receiving
end. The cross-correlation of x(¢) and y(¢) is:

Ry@=| (- t(t)dt (11.41)

Equation (11.41) must be maximum, or the estimator d, expressed:
3= | R, (1) — (x*®))] (11.42)

will be minimum at T = 1,. T, is the time difference, to which the
receiver clock must be adjusted, as shown in Fig. 11.6.

The value of R,,(1,,) always decreases as the number of errors in the
bit-stream pattern increases. The error rate tends to increase as a func-
tion of Rayleigh fading within the mobile-radio environment. The com-
monly used bit-synchronization pattern is a series of K symbols
consisting of alternate Os and 1s. Depending upon the severity of fad-
ing, the values of K are determined so that 6 in Eq. (11.42) meets the
minimum value required.

Example 11.2 Assume that a received bit-synchronization pattern y(¢) consists
of a sequence of alternating +1s and —1s,as in +1,-1,+1,-1,+1,-1, . . . , and that
these bit symbols correspond to logic 1 and 0 voltage levels, respectively. How can
this pattern be used to time the clock synchronization at the receiver?

solution For purposes of explanation, assume that the sequence of clock timing
pulses generated within the receiver is expressed by the term x(¢). Then, the tim-
ing relationship between y(¢), the received bit-synchronization pattern, and x(¢),

Ruy(m)

Ryy(7)

T

Tm

Figure 11.6 Cross-correlation in time dif-
ference between incoming-signal pulses
and clock pulses.
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the local receiver-generated bit-synchronization pattern, can be as illustrated
in Fig. E11.2.1. The correlation between x(¢), the local receiver-generated bit-
synchronization pattern, and y(¢), the received bit-synchronization pattern, is
expressed:

kT
R,=[ lt -1y dt (E11.2.1)
0
and the autocorrelation function R,,(t) then becomes:
R (0= (E11.2.2)

The autocorrelation is based on the waveform parameters shown in Fig. E11.2.2,
and the function of Eq. (E11.2.2) is illustrated in Fig. E11.2.3. If R,,(1) = 0.5, from
Eq. (E11.2.2), the bit-synchronization clock pulses have slipped in time to one-
half the pulse-duration interval, expressed as 1,, = 7/2. A general expression for
finding the value of 1,, is obtained from Eq. (E11.2.2):

T = T'[1 = R,y(T,0)] (E11.2.3)

y(t) =

x(t) _

Figure E11.2.1 Relationship between bit-syn-
chronization patterns y(¢) and x(z).

~»| o1, region where y(t) and x(t + )
+1 are uncorrelated

4

y(t)

7

=] e

2

|
T
I
|
|
|
|
|
|
|
|
1
|
|
|
|
1
i

+ r—t
[
1
x(t 4 7) — t
|
s J
— \ T -, region where
:.N y(t)=x{t+ )
110 1T t
-r T-r

Figure E11.2.2 Waveform parameters for deter-
mining autocorrelation function R,,(t).
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Ryy(t)
1
--40.5
]
3
I
0 i
uup— .._}. T
T 0 T
Figure E11.2.3 Plot of autocorrelation func-

tion R,,(1).

Frame synchronization

TABLE 11.1

A data bit stream contains data arranged in a series of words, with a
prescribed number of words making up a block and a given number of
blocks constituting a frame. Each data frame is identified by one or
more bits that are inserted at the beginning or ending of each frame or,
in certain schemes, at both the beginning and ending of each frame. A
commonly used frame code, known as the Barker code, is often used for
frame synchronization. The sync-frame code word can be recognized
during reception by a specific bit sequence consisting of N-bit segments,
which are compared with an identical sync-frame code word stored
within the receiver data processing circuits. The sync-frame coding
information can be thought of as a finite number % of symbols having
the unique property that their sidelobes have a correlation of R(k) = 1/N.
The correlation function R(%) of a specific bit sequence, separated by %
bits from the sequence, can be expressed:

N-*k
Rk)= > xax;. (11.43)
i=1

where x; 1 =1, ..., N) has the values listed in Table 11.1. The autocor-
relation function R(%) for values of N=7 and N =11 is shown in Fig. 11.7.

Barker Sync-Frame
Coding for N-Bit Segments

N

Code

W ~JO0U R WN -

—

+
++or+—
++—
+++—and
+++—+
+++——+—
+++———+
+++++——

++—+

__+_
++—+—+
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Ill‘|lllllj

A r

k SN —

123456789101

Figure 11.7 Plot of the autocorrelation function R(k) for N = 7

and N=11.

The Barker code [5] has excellent autocorrelation properties that

make it ideal for sync-frame coding applications; however, in transmis-
sion through a multipath-fading environment, synchronization is
dependent upon the correlation coefficient to remain above a pre-
scribed threshold level.

Example 11.3 An 11-b Barker sync-frame coding sequence is transmitted at a
rate of 16 kb/s, at a frequency of 900 MHz. If the receiving mobile unit is travel-
ing at a speed of 30 km/h, what is the average duration of fades, and how often
will synchronization errors occur at levels of —15 dB with respect to the rms value
of the received signal?

solution The average duration of fades #(—15 dB) can be determined from Eq.
(6.99), as follows:

#(-15 dB) = 0.00288 s (E11.3.1)
The level-crossing rate for n(—15 dB) can be determined from Eq. (6.65), as follows:
n(-15 dB) = 10.76 s™ (E11.3.2)

On the basis of the results of Eqs. (E11.3.1) and (E11.3.2), there will be an aver-
age of 11 fades, each lasting for a period of 0.00288 s, and approximately 46 b will
be lost during each fade. Under these conditions, it will be necessary to repeat the
11-b Barker sync-frame coding sequence at least five times to ensure synchro-
nization of the received signal. This requirement is based on the following calcu-
lation:

11 + 46 bits

11 =~ 5 times (E11.3.3)

Signaling formats used in mobile-radio transmission are designed

to reduce the probability of error. The autocorrelation of a signal enve-
lope for a single mobile-radio channel operating at 850 MHz is 0.8A
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(~0.93 ft). At mobile speeds of V=60 mi/h (88 ft/s), the time interval is
(0.93 1t)/(88 ft/s) = 10 ms. If the signaling rate is 10 kb/s, then 100 b can
be transmitted in 10 ms of time. Under these conditions, the first bit
and the 101st bit are not correlated, since they are separated far
enough in time (in different frames) and therefore do not have the
same fading characteristics. To reduce the probability of error, the fol-
lowing signaling format can be used:

/1 1-bit barker frame-sync
L Bit-sync l l Message data

|
%‘ 100-bit frame *{

An error-correcting code and repetition techniques can be incorporated
into the frame word to improve the reliability of error-free reception.
These types of framing techniques are described in Chap. 13.

11.4 Syllabic Companding

Communication channels are designed to accommodate different
human voices as well as message data from different sources. In order
to ensure adequate performance across a wide range of signaling appli-
cations, the mobile-radio system design must provide sufficient signal
power to overcome fading, random noise, and other types of interfer-
ence encountered in a typical communications link. In practice, the sig-
nal power is proportionate with the message power, and excessive
power can cause excessive interference in other systems. One method
that can be used to overcome this interference problem is to compress
the message power range prior to transmission, with a complementary
expansion of the message power range at the time of reception. For
voice transmissions, the techniques of compression and expansion are
implemented at a syllabic rate. Hence, the technique is referred to as
syllabic companding. Syllabic companding can be used to reduce noise
and cross talk in a voice transmission system.

A simplified block diagram for a compandor is shown in Fig. 11.8.
The conventional syllabic compandor consists of a compressor and an
expandor. The compressor is used to compress the voice signal prior to
modulation of the carrier for transmission. The compressor circuit con-
tains a variable-loss device VL1, which increases signal attenuation as
the unidirectional control current i, increases.

The control current is developed by rectifying a portion of the output
signal from VL1 and feeding it back as a control signal for VL1. The
expandor circuit contains a similar variable-loss device, VL2, which
performs the complementary function of VL1, increasing the control
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VL1 >

Rectifier

(@)

VL2

Rectifier

(b)

Figure 11.8 Simplified block dia-
gram for a compandor: (@) com-
pressor (at the transmitter); (b)
expandor (at the receiver).

current i, to VL2 as input-signal attenuation decreases. The control
current for VL2 is developed by rectifying a portion of the input signal
and feeding it forward as a control signal for VL2. The expandor circuit
is used only during signal reception.

The unidirectional control current i, is designed to follow variations
in signal level occurring at a syllabic rate, rather than the individual
variations in the speech waveform.

To better understand the principle of compression, let ¢, represent
the rms amplitude of a particular message waveform, 5, the maximum
amplitude of the message waveform, and o, the compressed output-
message waveform. Then, the compressor characteristic g(x) can be
expressed in the following relationship:

O,
S,

y=g(x) =g< ) (11.44)

and the expandor characteristic A(y) can be expressed in a similar
manner:

x=h(y)= h(%) (11.45)

y

For purposes of explanation, when the companding characteristics
are expressed as [6]

sinh™! px

i (11.46)

y=g)=
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and where | is the compression factor. When | = 0, the equation shows
that no compression takes place. Then

y=gkx)=1 (11.47)
is the case where
6,=0, (11.48)

The expandor characteristic A(y) can be obtained from Eq. (11.46)
and expressed as follows:

x=h(y)= & sinh (y sinh™ ) (11.49)

To better understand the principle of the expandor, let the rms noise
amplitude at the expandor input be represented by o,, where n = 6,/6,,
and where the output n, = 6,,/6,. Then, the following relationship is
applicable:

x+mp= ﬁ sinh [(y + ) sinh™ ] (11.50)

n can also represent the total additive noise from the phase terms
described in Sec. 8.2 of Chap. 8:

I =Ny + Nen + Ngn + Ngn

For y >>n, as would ordinarily be the case, the following approximation
is applicable:

sinh™!

X+no=x+n cosh (sinh™ px) (11.51)

The noise reduction factor 1, in decibels, as a function of the ratio of x
in decibels, for values of L =50 and @ =500, expressed as n = 10 log n/n,,
is shown in Fig. 11.9.

When there is crosstalk interference between similar systems, the
companding requirements become more complex and may require spe-
cial consideration [7-9]. However, most of the syllabic compandors cur-
rently in use are of the 2:1 companding type, where the ratio between
input and output signals is approximately 2:1 for compression and
expansion. Figure 11.10 shows a typical input-output signal relation-
ship for a 2:1 compandor, where the compressor has a slope of 1/2 and
the expandor has a slope of 2/1.
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Problem Exercises

1. Given the parameters of P = —61.7 dBm at the 1-mi intercept point and
v = 38.4 dB per decade, use Eq. (11.2) to find the received power at a mobile
location 16 mi from the base-station transmitter. Calculate the signal-to-noise
ratio from the noise floor:

N =kT (dBm) + B (dB) + receiver front-end noise

where kT =-174 dBm at a room temperature of 17°C, bandwidth B of the IF fil-
ter is 30 kHz, and receiver front-end noise is 7 dB.

2. On the basis of the Barker sync-frame coding for N = 13 b of Table 11.1 in
Sec. 11.3, find the correlation function R(k) of x; with its sidelobes, where £ is
the number of bits shifted.

X =++++t——t+—+—+

3. If a mobile-radio channel has a bandwidth of 25 kHz and a maximum sig-
naling rate of 100 kb/s, what is the maximum distance at which the signal can
be received without degrading performance? The condition given in Example
11.1 can be used as a reference.

4. A mobile unit traveling at a speed of 50 km/h receives a signal with a data
rate of 30 kb/s at an operating frequency of 450 MHz. Based on the rms level of
the signal, what is the average number of bits that can be received during a sig-
nal fade? If the speed of the mobile unit increases to 70 km/h, what signaling
rate is required in order to obtain the same average number of bits during each
signal fade?

5. Given an FSK mobile-radio channel with a bandwidth of 25 kHz, a time-
delay spread of 0.05 us for the medium, and a cnr of 15 dB, what is the recom-
mended maximum signaling rate? If the time delay spread is 3 us, what effect
will this have on the maximum signaling rate?

6. In Fig. 11.5(b), the “space” symbols all fall at the 0 level. Can this property
be used to detect errors?

7. Abit-sync pattern has a duration of 62.5 us and a correlation value of —0.3,
after passing through a comparator. Give the rationale for having a negative
correlation value, describe the amount of time slip, and explain how the syn-
chronization error can be corrected.

8. Apply Egs. (11.49) and (11.51) to find the ratio of average message power
to average noise power, where the average speech power is L = 50.

9. What is the recommended Barker sync-frame coding for a data rate of
5 kb/s at a frequency of 1 GHz? Assume that the average speed of the receiving
mobile unit is 50 km/h. Refer to Table 11.1.
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Chapter

12

Interference Problems

12.1 Effects of Interference

A primary design objective for any commercial or military mobile-radio
system is to conserve the available spectrum by reusing allocated fre-
quency channels in areas that are geographically located as close to
each other as possible. The limitation in distance for reusing frequency
channels can be determined by the amount of cochannel interference.
The separation between adjacent channels and the assignment of
frequency channels within specified geographic areas is limited by the
parameters for avoidance of adjacent-channel interference. To achieve
a satisfactory frequency channel-assignment plan it is necessary to
fully understand the effects of cochannel and adjacent-channel inter-
ference on mobile-radio reception. The following paragraphs discuss
cochannel interference and are followed by a discussion of adjacent-
channel interference for different situations involving FM reception.
At the present time, most mobile-radio systems in use are of the FM
type.

Three other types of interference will also be described in this chap-
ter. The problems are near-to-far ratio, intermodulation, and intersym-
bol interference. The near-to-far ratio interference problem is inherent
in the nature of mobile communications; e.g., at times the mobile unit
may be too close to an undesired transmitter and too far away from
the desired transmitter. The intermodulation (IM) interference prob-
lem is usually experienced in multichannel, frequency-division multi-
plex applications. Finally, the problem of intersymbol interference
because of digital transmission is also described.

421
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12.2 Cochannel Interference

Assuming that s(¢) is the desired signal and i(¢) is the interfering sig-
nal, the relationship between them can be expressed by the following
equations:

s(t) = exp j(o.t + 0(t)) (12.1)
and 1(t) =r exp jlw.t + ¢;(t) + do) (12.2)

where ¢(t) and ¢;(¢) are the phase-modulation components of the
desired and interfering signals, respectively, ¢, is the phase difference
between s(¢) and i(¢), and r is the ratio of the amplitude of the interfer-
ing signal to that of the desired signal. With these relationships estab-
lished, the composite signal v.(¢), the input to the FM detector, can be
derived by adding s(¢) and i(¢):

v.(t)=s@®) +i(t)
=exp jlo.z + o@)] {1+ 7 expjlo;@) — o) + dol}
= exp jlo.t + ¢@){R() exp jo(2)} (12.3)

The phase angle 6(¢) in Eq. (12.3) can be determined as follows. Let
e*=1+rexpjlo:E)— o) + dol (12.4)
and x=x,+jo(t) (12.5)
then, from Eq. (12.4), the following is obtained:
=In {1 +7r exp jl$:(2) — &) + dol} (12.6)
and from Eq. (12.5), 8(¢) expresses the imaginary part of x:
3@#)=Im (x) = Im (In {1 + r exp j[0;(£) — O(£) + dol}) (12.7)

Note that r? is the interference-to-carrier ratio.
Since

Ind+y=Y (—l)k”%yk (12.8)
k=1
then Eq. (12.7) becomes:

3(t)=Im { Z (- 1)k+1 r* exp j klo;(t) — 0(t) + %]}
Z (- 1)’“1— r*sin k[0:(t) — 0(£) + Ol (12.9)
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When Eq. (12.9) is substituted into Eq. (12.3) and it is assumed v,(#) is
the signal output after limiting, then Eq. (12.3) changes to:

va(t) = A exp jlot + 0() + 5(2)] (12.10)

where A is of constant amplitude and 8(¢) is as expressed in Eq. (12.9).
8(¢) represents the phase interference.

Nonfading environment

To estimate the spectrum of 3(¢) in a nonfading environment, it is nec-
essary to obtain the correlation by averaging the random phase angle
do from Eq. (12.9). Assuming that ¢, is uniformly and independently
distributed from O to 27, then the correlation R; (1) of d(¢) is [1]:

1 T
Ry0) =lim 5 | E[305( + ), dt
1. r2k T
=3 plm f cos E[0,(t + 1) — (¢ + 1) — (0,8) — 0] dt
1
2

_ Z ’;7 [=R,(0) + Ra,(0)] (12.11)

where R,,(¢) is the covariance function of £[¢;(¢) — ¢(¢)]. In practice, it
has been found that band-limited random Gaussian noise has a rect-
angular power spectrum and statistically simulates wideband compos-
ite speech signals [1].

Since

A =Fk[§:(2) — 0(@)] (12.12)

the spectral density S,,(f) can be expressed as follows:

Salf) = R“(O) IFl <W (12.13)
otherwise
and the covariance function R,,(t) of A, is given by:
> ) sin 2ntWt
RAk(’C) = L}Q SAk(f)ejm deRAk(O) W (12.14)

The functions of Eqgs. (12.13) and (12.14) are plotted in Fig. 12.1.
Given Eq. (12.14), Rs(t) of Eq. (12.11) can be determined. The spec-
trum S;(f) of 8(¢) can be written as follows [2]:

Si(f) = f " Ry(1) exp (521f7) dx

i rk— Su(f) (12.15)
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Figure 12.1 Plot of spectral density and covariance functions of A,.

where

Su(f) =] exp FR,(0)+ Ry (0] exp [j2nfd dt (12.16)

Substituting Eq. (12.14) into Eq. (12.16) yields the following:

sin p

1 oo
Sur(f) = oW f exp {—RA,B(O) (1 - >] exp (jAp)dp (12.17)

where

A= (12.18)

f
w
and

p=2nW1t

Equation (12.17) is difficult to solve by using analytic methods. The
curve for R,,(0) = 6 rad?, obtained numerically [2], is shown in Fig. 12.2;
the small amount of discontinuity in the spectrum at f/W =1 is apparent.

The modulation in a Gaussian stochastic process is only a rough
approximation of the statistics for a single voice signal. This statistical
difference mainly affects the tails of the IF FM spectrum and does not
have any appreciable effect on the analysis of the cochannel baseband
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107 Ry, () = 6 (radian?)
1072
1073
1074
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1076

| 1
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3 vzi
2Ry (0 W

Figure 12.2 Plot of R,,(0) = 6 rad®. (Copyright 1969, American
Telephone and Telegraph Company. Reprinted with permission.)

interference. Assuming that ¢(¢) and ¢;(¢) are independent stationary
Gaussian stochastic processes with rectangular two-sided power spec-
tra (-W to +W Hz), then the spectrum of S,(f) is expressed:

2

Rt 2
S, =W rad*’/Hz |[fl =W

(12.19)
0 otherwise
The mean square modulation index ®? is defined as follows:
= E[$*®)] = f So(f) df (12.20)
The autocorrelation of ¢(¢) is
_ 5 sin 2tWt
R,(1)=® T (12.21)
Similarly, the spectrum of S, (f), of the interference, is:
@7 )
S,(f)={aw TedMHz Ifl<W (12.22)

0 otherwise
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The mean square modulation index ®7 and the autocorrelation R, ,(t) of
interference signal ¢;(¢) are similar to those expressed in Eqs. (12.20)
and (12.21), respectively. In this case the term R,,(0) can be expressed
in terms of ®2 and ®?%:

1T
R,,(0) = lim or L k*(0%(t) + 07(1)) dt = k*[Ry(0) + R,,(0)]

= k*(®? + ®F) (12.23)

Substituting R,,(0) of Eq. (12.23) into Eq. (12.17) and then into Eq.
(12.15) causes Eq. (12.15) to become a function of 72, ®%, and ®?. The spec-
tral density Ss(f) of the baseband cochannel interference is plotted in
Fig. 12.3 for ® = ®, = 2.55 and for different values of r2, the interference-
to-carrier ratio (icr) at the intermediate frequency (IF). The value of
S;s(f) decreases either as fincreases or as r decreases.

Figure 12.3 also shows that S;(f) contains a Dirac delta function at
the frequency /= 0. Since the maximum baseband interference occurs at
the lowest frequency present in the system—i.e., the minimum signal-
to-interference ratio (s.i.r.) occurs at f = 0—the minimum s.i.r. can be

expressed:
. S 2 o2
S.1.T7. = <7>min = <2W>/Sa(0) = Ws(o) (1224)

where S;(f) is as shown in Eq. (12.15). The analytical solution for Eq.
(12.15) is complicated and therefore difficult to obtain. The less compli-

d =P =255
2209
r2-05
r2 =0
’ 22001
1076 1 | 1 i { 1 | 1 1 { | |
0 1 4 5 6 7 8 9 10 11 12 13

f/wW

Figure 12.3 Spectral density of baseband cochannel inter-
ference in a nonfading environment.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)

Copyright © 2004 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



Interference Problems

Interference Problems 427

2W SS (0) 2w Ss (0)
1102 -0
o 41
L 107
107 —1072
235
05
235 {1072 {1073
w2, -
e 78 % | 00625
Il I o3 + 1074
5| 100 5| oo
{ { i |
102 10" i 102 107" 1
2 2

(a) (b)

Figure 12.4 Plot of power of baseband cochannel interference under nonfading con-
ditions, 7* < 1. (From Ref. 3.)

cated numerical calculation [3] of Eq. (12.15) is plotted in Fig. 12.4 for
the function r? < 1, which is the value most frequently encountered.
When r is small in value, the slopes of the curves are constant, as
shown in Fig. 12.4. Once the value of S;(0) for a given r?, ®2, and ®? is
known, then (S/I),;, of Eq. (12.24) can be obtained.

Example 12.1 Assume that there is cochannel interference under nonfading
conditions and that the values of ®*= ®? = 3 and r? = 0.1 are given. Then, the fol-
lowing value can be obtained from Fig. 12.4:

2WS;(0) = 0.032

Thus,

S 3

(T)mm = m =93.75=19.7dB (E12.1.1)
This means that when the cochannel interference is 10 dB below the carrier
level, the baseband signal-to-interference ratio (s.i.r.) can still attain a value of
20 dB.

An approximation of in