
Introduction

Part I Mobile Radio—The First 100 Years

By definition, the term “mobile-radio communications” describes any
radio communication link between two terminals of which one or both
are in motion or halted at unspecified locations and of which one may
actually be a fixed terminal such as a base station. This definition
applies to both mobile-to-mobile and mobile-to-fixed radio communica-
tion links. The mobile-to-mobile link could in fact consist of a mobile-
to-fixed-to-mobile radio communication link. The term “mobile” applies
to land vehicles, ships at sea, aircraft, and communications satellites.
In tactical situations, mobile-radio systems may include any or all of
these types of mobile terminals.

Mobile-radio systems are classified as radiophones, dispatching sys-
tems, radio paging systems, packet radios, or radiotelephones (also
known as mobile phones), including train phones.

1. Radiophones (or walkie-talkies) are two-way radios, such as CB (cit-
izens band) radios, which are allocated 40 channels for anyone to use
whenever the channels are free. This system affords no privacy to
the user.

2. Dispatching systems use a common channel. Any vehicle driver can
hear the operator’s messages to other drivers in the same fleet. The
drivers can talk only to the control operator. In military applica-
tions, the users can also talk to each other on an open channel.

3. Radio paging customers carry personal receivers (portable radios).
Each unit reacts only to signals addressed to it by an operator. A
beep sounds to alert the bearer, who then must go to a nearby tele-
phone to receive the message.
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4. Packet radio requires a form of multiple-access control that permits
many scattered devices to transmit on the same radio channel with-
out interfering with each other’s transmissions. Packet radios can be
configured as either mobile or portable terminals. This system may
become important in the future.* Each terminal is attached to a
transmission control unit equipped with a radio transmitter and
receiver. The data to be transmitted are formed into a “packet” within
the transmission control unit. The packet contains the addresses of
the receiving location and the originating terminal. A receiving
device receives any packet addressed to it and transmits an acknowl-
edgment if the packet appears to be free of error. The sending station
waits a predetermined period for the acknowledgment. If it does not
receive an acknowledgment, it transmits the packet again. For exam-
ple, CDPD (cellular digital packet data) is a packet radio system.†

5. Radiotelephones include MTS (Mobile Telephone Service), IMTS (Im-
proved Mobile Telephone Service), the Metroliner telephone, TACS
(total access communication system),† and AMPS (Advanced Mobile
Phone Service).† The Metroliner telephone is briefly discussed here,
and the other types of radiotelephones are described, in greater detail,
in subsequent paragraphs. The Metroliner telephone operates in the
400-MHz frequency range on the high-speed train between New York
and Washington, D.C. The 225-mi railway distance is divided into
nine zones. Each zone has a fixed radio transceiver located adjacent to
the track right-of-way.As a train moves from one zone to another, calls
that are in progress must be automatically switched from one fixed
radio transceiver to the next without the customer’s being aware of
any changes or interference in communication.

6. Digital Cellular† and PSC (personal communication service)† are for
high capacity and data transmission. Digital Cellular in Europe is
called GSM (Global System Mobile), a standard system using TDMA
(time division multiple access). PCS is a cellular-like system applied
at 1.8–1.9 GHz instead of 800–900 MHz for cellular. Other than that,
the system protocols are the same as cellular systems. Digital cellu-
lar in North America has two standards: IS-136 (TDMA) and IS-95
(CDMA). Digital cellular in Japan is called PDC (personal digital
phone), a TDMA system.

7. TDD (Time Division Duplexing) systems† such as DECT (digital
European cordless telephone), PHS (personal handy-phone system),
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* S. Fralick and J. Garrett, “Technology for Packet Radio,” AFIPS Conf. Proc., vol. 44,
1975, AFIPS, Montvale, N.J.; and R. E. Kahn, S. A. Gronemeyer, J. Burchfield, and R. C.
Kunzelman, “Advances in Packet Radio Technology,” Proc. IEEE, vol. 66, no. 11, Novem-
ber 1978, pp. 1468–1496.

† W. C. Y. Lee, Mobile Cellular Telecommunications, Analog and Digital Systems, 2d ed.
McGraw Hill Co., 1995.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.

Introduction



and PACS (personal access communication system) use one fre-
quency for both transmission and reception on a time-sharing basis.
These systems are for low mobility and in-building communications.

8. Mobile Broadband Systems* will be the future public land mobile
telecommunication system (FPLMTS). It will operate at a higher
spectrum band (20–60 GHz), using ATM (asynchronous transfer
mode) for broadband packet switching, and it will be compatible
with the B-ISDN (broadband ISDN). It will be the future wireless
information superhighway system.

Let’s pause momentarily to review some of the historical highlights
of mobile-radio communication. The first practical use of mobile-radio
communication was demonstrated in 1897 by Marchese Guglielmo
Marconi, who is credited with first successfully establishing radio
transmission between a land-based station and a tugboat, over an 18-
mi path. The following summary shows some of the important mile-
stones in the history of mobile-radio communication:

1880: Hertz—Initial demonstration of practical radio communication

1897: Marconi—Radio transmission to a tugboat over an 18-mi path

1921: Detroit Police Department—Police car radio dispatch (2-MHz
frequency band)

1932: New York Police Department—Police car radio dispatch (2-MHz
frequency band)

1933: FCC—Authorized four channels in the 30- to 40-MHz range

1938: FCC—Ruled for regular service

1946: Bell Telephone Laboratories—152 MHz (simplex)

1956: FCC—450 MHz (simplex)

1959: Bell Telephone Laboratories—Suggested 32-MHz band for
high-capacity mobile-radio communication

1964: FCC—152 MHz (full duplex)

1964: Bell Telephone Laboratories—Active research at 800 MHz

1969: FCC—450 MHz (full duplex)

1974: FCC—40-MHz bandwidth allocation in the 800- to 900-MHz
range

1981: FCC—Release of cellular land mobile phone service in the 40-
MHz bandwidth in the 800- to 900-MHz range for commercial oper-
ation

Introduction 3

* W. C. Y. Lee, Mobile Cellular Telecommunications, Analog and Digital Systems, 2d ed.
McGraw Hill Co., 1995.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.

Introduction



1981: AT&T and RCC (Radio Common Carrier) reach an agreement
to split 40-MHz spectrum into two 20-MHz bands. Band A belongs to
nonwireline operators (RCC), and Band B belongs to wireline opera-
tors (telephone companies). Each market has two operators.

1982: AT&T is divested, and seven RBOCs (Regional Bell Operating
Companies) are formed to manage the cellular operations.

1982: MFJ (modified final judgment) is issued by the government
DOJ. All the operators were prohibited to (1) operate long-distance
business, (2) provide information services, and (3) do manufacturing
business.

1983: Ameritech system in operation in Chicago

1984: Most RBOC markets in operation

1986: FCC allocates 5 MHz in extended band

1987: FCC makes lottery on the small MSA and all RSA licenses

1988: TDMA voted as a digital cellular standard in North America

1992: GSM operable in Germany D2 system

1993: CDMA voted as another digital cellular standard in North
America

1994: American TDMA operable in Seattle, Washington

1994: PDC operable in Tokyo, Japan

1994: Two of six broadband PCS license bands in auction

1995: CDMA operable in Hong Kong

1996: U.S. Congress passes Telecommunication Reform Act Bill.
“Apparently anyone can get into anyone else’s business.”

1996: The auction money for six broadband PCS licensed bands (120
MHz) almost reaches 20 billion U.S. dollars.

1997: Broadband CDMA considered as one of the third-generation
mobile communication technologies for UMTS (universal mobile
telecommunication systems) during the UMTS workshop conference
held in Korea.

In 1970, the FCC allocated the following frequencies for domestic
public mobile-radio use on land:

Number
of Channel Total

Base transmit Mobile transmit channels spacing bandwidth Name

35.26–35.66 MHz 43.26–43.66 MHz 10 40 kHz 0.8 MHz MTS
152.51–152.81 MHz 157.77–158.07 MHz 11 30 kHz 0.6 MHz IMTS (MJ)
454.375–454.65 MHz 459.375–459.65 MHz 12 25 kHz 0.55 MHz IMTS (MK)
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Although a total of 33 channels are provided for within these fre-
quency allocations, the actual number of channels used in a specified
area is much smaller on account of restrictions imposed by prevailing
FCC regulations, which are explained later on.

In 1974, the FCC allocated a 40-MHz bandwidth in the 800- to 900-
MHz frequency region for mobile telephone use. During the initial trial
tests, it was utilized as follows:

Number of Channel Total
Base transmit Mobile transmit channels spacing bandwidth

870–890 MHz 825–845 MHz 666 30 kHz 40 MHz

The Bell Telephone System used this narrow band of frequencies in
trial tests of its new, high-capacity Advanced Mobile Phone Service
(AMPS), which is designed for use in a cellular planned network.
Because the system design is based on the reuse of allocated frequen-
cies, the number of customers served is greatly increased; hence the
term “high-capacity” system. Part II of this introduction describes a
cellular system in greater detail.

By 1976, the Bell System served approximately 40,000 mobile-
telephone customers within the United States. Of this number, 22,000
were able to dial directly, whereas 18,000 required operator assistance
to place a call. The various systems that serve mobile radiotelephones
are classified according to their assigned frequency range. For exam-
ple, the MJ system operates in the 150-MHz range, whereas the MK
system operates in the 450-MHz range. Each system can provide from
1 to as many as 12 channels, with FCC regulations requiring that 12
channels of an MK system serve an area of 50 miles in diameter.
To illustrate how few channels are available and how overloaded 
they are, in 1976 the New York Telephone Company (NYTC) operated
6 channels of the MJ system serving 318 New York City mobile-
telephone subscribers, approximately 53 customers per channel, and
there were 2400 applicants wait-listed for MJ mobile-telephone ser-
vice. NYTC also operated six MK channels serving 225 customers,
approximately 38 customers per channel, and 1300 applicants were
wait-listed for MK mobile-telephone service. New York City was lim-
ited to only six MK channels out of the maximum of 12 available
because of the FCC regulation requiring that 12 channels serve an
area of 50 miles in diameter.

In 1976, there were a total of 1327 mobile-telephone systems in oper-
ation across the United States. The Bell System operated 637 mobile-
telephone systems within its coast-to-coast network, whereas 690 were
operated by independent telephone companies. The market demand for
mobile-telephone service is already much greater than the existing
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available supply and is increasing very rapidly because of the great,
undisputed popularity of CB radio, which is very busy and congested,
with only 40 assigned operating channels (26.96 to 27.41 MHz). When
the new, cellular mobile-radio systems are fully operational across the
United States, high-capacity direct-dialing service at reasonable cost
will entice large numbers of CB radio users to subscribe to mobile
radiotelephone. The obvious advantages of mobile radiotelephone over
the heavily saturated CB radio channels are:

1. Direct-dialing features equivalent to those offered to fixed-telephone
subscribers

2. Absolute privacy of communication, with greatly improved quality

3. An extended range of communication utilizing the total switching
resources of the commercial telephone networks

4. A theoretically unlimited number of communication channels that
can be provided

In this book, the theory and analyses are aimed at the mobile-to-fixed
radio communication links that are designed to fit the cellular require-
ments of the VHF and UHF mobile-radiotelephone systems of the 1980s
and that operate in the 30-MHz to 1-GHz mobile-radio frequency ranges.
For systems operating above 1 GHz, atmospheric conditions such as
moisture and climatic effects must be taken into consideration. These
effects are minimal at operating frequencies below 1 GHz. Below 30
MHz, path loss and signal fading are not severe; but since there are few
mobile-radio frequency allocations in this region of the radio spectrum,
the primary emphasis of this book is on the design of 30-MHz to 1-GHz
mobile radio.

Looking toward the future, the portable telephone and ultimately a
pocket telephone are potential product designs that will share mobile-
radiotelephone transmission facilities. Some of the major problems
that must be solved before these designs are realized are the limita-
tions of battery size, weight, and power capacity; radiation safety haz-
ards to the user; and signal interference problems unique to the
portable-telephone user’s environment.

Part II Cellular Network Planning

The future of mobile-radiotelephone communication is dependent upon
techniques of network planning and mobile-radio equipment design
that will enable efficient and economical use of the radio spectrum. One
possible solution to the problem of meeting the steadily increasing cus-
tomer demand for mobile-radiotelephone service, within the limitations
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of available FCC frequency allocations, is to develop a workable plan for
reusing the assigned channels within each band of frequencies. To
encourage the mobile-radiotelephone industry in its development of
advanced high-capacity systems, the FCC in 1974 allocated a 40-MHz
bandwidth in the 800- to 900-MHz frequency range for this purpose.
Subsequent design research and trial tests conducted by the Bell Tele-
phone Laboratories concluded that high-capacity systems based on the
reuse of assigned channel frequencies in a cellular planned network are
a practical solution. The system evolving from this work is known as the
Advanced Mobile Phone Service (AMPS), and its functional capabilities
are described in the following paragraphs.

AMPS service features*

In describing the service features of the AMPS, our primary area of
interest is that of land mobile telephone service, which includes all of
the features ascribed to normal telephone service to the extent that
such services are compatible with the special characteristics of the
mobile environment. This does not preclude the AMPS from providing
other mobile-radio services, such as those services associated with
direct dispatch, air-to-ground, and other types. Land mobile telephone
service is offered as a subscriber service for privately owned vehicles,
and as a public telephone service on commercial ground carriers such as
buses and trains. We know from past experience that the special char-
acteristics of the mobile-radio environment can have an adverse effect
upon radio propagation, and consequently can affect the quality of the
services provided. It is therefore essential to know the cause, extent,
and methods for minimizing these effects in order to improve the qual-
ity and reliability of mobile-radiotelephone communication. The effects
of the mobile environment on mobile-radio performance are further
examined in later chapters covering the theory of functional design.

Radio enhancement techniques As previously mentioned, the FCC has
allocated a 40-MHz bandwidth in the 800- to 900-MHz frequency range
for high-capacity mobile radiotelephone service. On the basis of the con-
cept of cellular network planning, the 40-MHz bandwidth is separated
into a 20-MHz base-station transmit band in the 870- to 890-MHz range
and a mobile-radio 20-MHz transmit band in the 825- to 845-MHz
range. The total 40-MHz bandwidth is further subdivided into 666 two-
way channels, each channel consisting of two frequencies having chan-
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nel bandwidths of 30 kHz each. To enable frequency separation between
channels within a given area, the 666 channels are arranged for two
operators in the form of a distribution matrix, as illustrated in Fig. I.1.
In Fig. I.1, the Block A and Block B operators have 333 channels each.
Among 333 channels, 21 channels indicated in Fig. I.1 are the setup
channels. The matrix can be considered to be 21 sets of channels.
To simplify distribution, the 21 sets are arranged into 3 groups of 7 
and assigned suffix letters A, B, and C, respectively. The distribution of
channels and channel frequencies obtained by this arrangement
ensures that assignments within one geographic cell area will not inter-
fere with channels assigned in adjacent cell locations. Cells that are
separated by a minimum distance determined by propagation variables
can simultaneously use the same channels with no risk of interference.
The sample cell structure shown in Fig. I.1 illustrates the method for
assigning channels among contiguous cell locations.

A system operator serving a particular population center, such as a
major city and its surrounding suburban communities, could provide
mobile-radio coverage to large numbers of users based on cellular reuse
of assigned channel frequencies. The basic cell structure is conceptu-
ally hexagonal in shape and can vary in size according to the number 

8 Introduction

Figure I.1 Frequency-management chart.
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of channels, traffic variables, and the effectiveness of propagation-
enhancement techniques. For purposes of explanation, we will tem-
porarily disregard cell size. A typical area divided into cells is shown in
Fig. I.2. Each block of seven cells is repeated in such a manner that cor-
responding numbered cells in adjacent seven-cell blocks are located at a
predetermined distance from the nearest cell having the same number.
Correspondingly, the 20-MHz-bandwidth radio spectrum is divided into
seven disjoint sets, with a different set allocated to each one of the seven
cells in the basic block. With a total of 333 channels in 21 sets available,
it is possible to assign as many as three sets to each of the seven cells
constituting the basic block pattern.

For blanket coverage of cell areas, each cell site is installed at the cen-
ter of the cell (the dotted-line cell) and covers the whole cell, as shown in
Fig. I.3. There is another way of looking at the locations of the cell sites.
The three cell sites are installed, one at each alternate corner of the cell
and cover the whole cell, as shown in Fig. I.3. In both cases, although the
boundary of a cell is defined differently, the cell sites do not need to be
moved. For convenience, the cells illustrated in Fig. I.3 are pictured as
hexagonal in shape. In actual practice, the cell boundaries are defined by
the minimum required signal strength at distances determined by the
reception threshold limits. In the AMPS, base stations are referred to as
cell sites because they perform supervision and control in addition to the
transmitting and receiving functions normally associated with the con-
ventional base station. Mobile-telephone subscribers within a given cell
are assigned to a particular cell site serving that cell simply by the
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Figure I.2 Basic cell block: R = radius of each
cell; D = distance between two adjacent 
frequency-reuse cells; K = number of cells in a
basic cell block. K = 7 in this illustration, and
D/R = 4.6.

K = (D/R)2

�
3
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assignment of an idle channel frequency under the control of the mobile-
telephone switching office (MTSO). When a mobile unit crosses a cell
boundary, as determined by the signal reception threshold limits, a new
idle channel frequency is assigned by the new serving cell site.This auto-
matic switching control function is referred to as a “handoff.”

The problems of cochannel interference are avoided by ensuring a
minimum distance between base stations using the same channel fre-
quencies, and by enhancing signal level and reducing signal fading
through the use of diversity schemes. These constraints limit any
potential cochannel interference to levels low enough to be compatible
with the transmission quality of landline networks.

Two forms of diversity are used to enhance radio propagation, thus
improving AMPS cell coverage. These are defined as “macroscopic” and
“microscopic” diversity. Macroscopic diversity compensates for large-
scale variations in the received signal resulting from obstacles and
large deviations in terrain profile between the cell site and the mobile-
telephone subscriber. Macroscopic diversity is obtained by installing
directional antennas, one for each sector of three sectors at the cell cen-
ter, or installing at the alternate corners of cells, as shown in Fig. I.3,
and transferring control to the antenna providing the strongest aver-
age signal from the mobile subscriber in any given time interval. For
example, the three cell-site transmitters serving a particular cell area
would not radiate simultaneously on an assigned channel frequency.
On the basis of a computer analysis of the signals received from the
mobile subscriber at each of the three sites, the one with the strongest
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Figure I.3 Use of inward-directed antennas at alter-
nate cell corners to achieve macroscopic diversity
with respect to large obstructions.
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signal would be selected for use as the serving cell site. Periodic analy-
sis of channels in use would determine the necessity for handoff to a
new sector in a cell or an alternate cell site within the cell area (intra-
handoff), or handoff to a cell site in an adjacent cell area (interhandoff).
All of these decisions would be made automatically without the knowl-
edge or intervention of the user or the operator, and without interrup-
tion of the call in progress.

Microscopic diversity compensates for fast variations in the received
signal resulting from multipath fading. Microscopic diversity is obtained
by receiving dual inputs at both the mobile and cell-site receivers. These
dual inputs can be two different frequencies, time slots, antennas, polar-
izations, etc. The diversity schemes associated with the combining tech-
niques are described in subsequent chapters of this book.

Switch planning The cellular mobile-radiotelephone system can be
expected to accommodate the growth of new subscribers in two ways.
First, not all of the channels allocated to a cell are initially placed into
service. As the numbers of mobile subscribers increase and the traffic
intensity increases, transmission facilities for the additional channels
are modularly expanded to keep pace with the demand. Second, as the
number of channels per cell site approaches the maximum within the
channel allocation plan, the area of individual cells can be reduced, thus
permitting more cells to be created with less physical separation but
with increased reuse of assigned channel frequencies. This reconfigura-
tion of the cellular network permits the same number of assigned chan-
nels to adequately serve greater numbers of mobile units within a
greater number of smaller cells. The ideal, customized cellular network
would not be uniformly divided into cells of equal size but would contain
cells of different sizes based on the density of mobile units within the
various cell coverage areas. The concept of variable cell size is illus-
trated in Fig. I.4.

The interface between land mobile units and the commercial tele-
phone landline network is illustrated in Fig. I.5. A call originating from
or terminating at a mobile unit is serviced by a cell site connected via
landlines to a mobile-telephone switching office (MTSO). The MTSO
provides call supervision and control, and extends call access to a com-
mercial telephone landline network via a local central-office (CO) tele-
phone exchange, a toll office, and any number of tandem offices required
to complete the call path. The terminating central office completes the
connection to the called subscriber at the distant location. Two types of
mobile-radio channels are used in setting up a call: paging channels and
communication channels. The mobile unit is designed to automatically
tune to the strongest paging channel in its local area for continuous
monitoring, and to automatically switch to another paging channel
when approaching the threshold transition level of reception.
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The following is a typical call sequence for processing a call from a
fixed-telephone subscriber to a mobile-telephone subscriber. The call
from the fixed-telephone subscriber is originated in the normal manner
of direct dialing under control of the local telephone exchange. The tele-
phone switching network translates the called number and routes the
call to the MTSO in the cell area closest to the called mobile-telephone
subscriber. The terminating MTSO determines whether the number
called is busy or available. If it is busy, the MTSO causes a busy signal
to be returned to the calling party. If the mobile subscriber’s telephone
is available, the called number is broadcast over all paging channels
assigned to cell sites in that area. The called mobile unit automatically
recognizes its number and responds by acknowledgment over the corre-
sponding paging-channel frequency. On the basis of the paging-channel
response, the MTSO will identify the serving cell site and automatically
switch the mobile unit to an idle communication channel from among
the channels allocated to that serving cell site. The MTSO, after select-
ing an idle communication channel, causes the mobile unit to tune to
that channel by means of a data command over it. The incoming call is
connected to the appropriate circuit serving the mobile unit, and a ring-
ing signal is sent to the mobile unit.

12 Introduction

Figure I.4 Tailoring a cell plan to a severe density
gradient. Maximum of 10 channels per cell in
largest cells = 0.625 (= 10⁄16) voicepaths per unit
area. Maximum of 15 channels per cell in medium
cells = 3.75 (= 15⁄4) voicepaths per unit area. Maxi-
mum of 25 channels per cell in smallest cells = 25
(= 25⁄1) voicepaths per unit area.
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Each cell site has a locating receiver which monitors all active chan-
nels in discrete time intervals. After having served as the central office
in completing the call setup, the MTSO continues to access the serving
cell’s locating receiver, thereby monitoring the mobile-radio transmis-
sions at prescribed intervals. Should the received average signal
strength drop below the prescribed level in any given time interval, the
MTSO will automatically, and without interruption, switch the call to
whatever idle channel at any cell site serving the mobile unit has the
strongest received signal above the prescribed level. This is the handoff
process, and it can be performed within the same cell or in a new cell.

In the processing of a call originating from a mobile unit, the mobile
unit’s telephone in going off the hook signals a request for service over
the paging channel chosen by its receiver. After the MTSO identifies the
location of the serving cell site, an idle communication channel is
assigned to the mobile unit via that cell site and a dial tone is returned
to the mobile user. The MTSO will perform the services of the central
office in setting up the call and will continue to monitor the received sig-
nal strength of the mobile-radio transmissions from the locating receiver
while the call is in progress, performing handoff whenever required.

In summary, the mobile-radiotelephone user is never involved in or
even aware of the MTSO channel assignment and handoff processes,

Introduction 13

Figure I.5 System block diagram: MTSO =
mobile-telephone switching office; CO = central
office (telephone exchange); CS = cell site.
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which are performed automatically under control of the MTSO proces-
sor. In addition to serving as the central office for all calls originating
and terminating at mobile units, the MTSO controls and supervises
the assignment of all communication channels and the quality of radio
transmission over assigned channels at multiple numbers of cell sites.
The MTSO also communicates with other MTSO facilities in much the
same manner as one central office communicates with other central
offices.

Mobile-telephone channels are uniquely different in many respects
from conventional line circuits. Mobile-telephone channels are treated
as trunks by the MTSO and thus appear on the trunk side of the
switching matrix serving the various cell sites. The concept of a typical
mobile-radio communications network is shown in Fig. I.5; however, in
actual practice, there are many more cell sites under the control of each
MTSO and many more MTSO facilities serving the mobile-telephone
community. The existing commercial fixed-telephone network overlies
the mobile-radiotelephone cellular network; the primary interface is
via the MTSO trunking facilities.

Extended spectrum

FCC has allowed an additional 10 MHz for two operators. Each one has
5 MHz, i.e., 2.5 MHz one way. The total number of channels for each
operator is 83. Therefore, the total voice channels increase to 395. The
new channel-numbering scheme is shown in Fig. I.6. The new fre-
quency management for band A (or block A) and band B (or block B) are
shown in Tables I.1 and I.2, respectively.

14 Introduction

Figure I.6 New additional spectrum allocation.
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Digital cellular

Digital cellular will share the same spectrum with the analog cellular.
In digital cellular, there are two standards, North American TDMA
(tune division multiple access) and CDMA (code division multiple
access). These two systems will be discussed in Chap. 15.

PCS (Personal Communications Service)

Broadband PCS. FCC has licensed six broadband PCS bands, totalling
120 MHz in 1.9 GHz. The frequency distribution is shown in Fig. I.7(a),
three 30 MHz licenses and three 10 MHz licenses. Every market can
have six system operators operating on six licenses. Besides, two unli-
censed bands—one for voice (10 MHz) and one for data (10 MHz)—are
also shown in Fig. I.7(a).

There are six possible standard systems:

1. DCS (Digital Cellular System)-1900. A GSM-version system

2. CDMA-1900. A cellular CDMA-version system

3. NA-TDMA-1900. A cellular NA-TDMA (IS-136)-version system

4. Omnipoint. A hybrid system with CDMA, TDMA, and FDMA

5. B-CDMA. A broadband CDMA (5-MHz or 10-MHz) system

6. PACS-1900. Personal Access Communications System, a Bellcore-
developed system

The protocol in each PCS system is in general adapting its correspond-
ing cellular system.

Narrowband PCS. FCC has also licensed three narrowed band PCS for
two-way paging as shown in Fig. I.7(b). There are three kinds of two-
way paging channels:

1. Five 50-kHz channels paired with 50-kHz channels

2. Three 50-kHz channels paired with 12.5-kHz channels

3. Three 50-kHz unpaired channels

In a two-way paging channel, the reverse link (pager to base) has
power limitations and needs an arrangement different than the cellu-
lar system.

Part III Summary—Commercial versus
Military

Mobile communication has been, and continues to be, an essential tacti-
cal requirement for many types of military operations involving mobile
forces. Specific mobile-radiotelephone requirements vary widely because
of different needs and different traditional methods of satisfying such
needs within the several branches of the United States Armed Forces.
Traditional methods were based on military radio-frequency allocations

Introduction 17
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in all bands from VLF all the way through SHF, depending upon the par-
ticular transmission medium and the operational environment of the
mobile user. Often, the equipment and methods used were inefficient,
cumbersome to set up and move, wasteful of the assigned radio spec-
trum, and restricted by limitations imposed by design application and
regulatory authority.

As new systems and concepts in military communication evolved from
advances in solid-state digital technology, the role of mobile radiotele-

18 Introduction

901.00 .05 .1 .15 .20 901.25

Five 50-kHz channels paired with 50-kHz channels

940.00 .05 .1 .15 .20 940.25 MHz

901.75
.7625 .7750

901.7875 930.40

Three 50-kHz channels paired with 12.5-kHz channels

.45 .50 930.55 MHz

940.75 .80 .85

Three 50-kHz unpaired channels

940.90 MHz

Figure I.7 (a) Wideband PCS for cellular-like systems; (b) narrowband PCS for two-way
paging systems.
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phone as an integrated extension of the global military switching net-
works became technologically significant. Before long, the advanced mil-
itary systems were using digital modulation techniques in place of the
traditional amplitude- and frequency-modulation techniques for voice
and data transmission. In recent years, there has been considerable
activity in the design and development of spread spectrum systems for
military security applications. The spread-spectrum design concept has
also been applied to military mobile radio. Some of the basic differences
between commercial and military systems that affect the mobile radio
system design approach are summarized in Table I.3.

Introduction 19

TABLE I.3 Mobile Radio: Commercial vs. Military Design Considerations

Commercial Military

1. Voice quality must approach that of normal 1. Communications security and integrity of
speech. error-free transmissions must be ensured.

2. Signaling performance must be equal to 2. Signaling must comply with military signaling 
landline telephones. specifications.

3. Designed to minimize interference from 3. In addition to interference from unintentional 
predictable, unintentional sources. sources, interference from intentional sources 

must be anticipated and counteracted.

4. Compatible with frequencies allocated by the 4. Compatible with frequencies allocated by the 
FCC, and often dependent upon FCC approval IRAC (Interdepartment Radio Advisory 
of a commercial proposal to use a particular Committee).
frequency band.

5. Base-station site is carefully selected and subject 5. Base-station site is limited to military options 
to approval by local government authority. and tactical operational requirements.

6. Base station is a fixed plant installation. 6. Base station is often transportable and
designed for over-the-road hauling.

7. Base-station antenna is designed for optimal 7. Base-station antenna is designed for use under 
planned coverage of the area it serves. potentially hostile wartime conditions and for 

minimum visibility and quick setup and 
teardown.

8. Base station often serves densely populated 8. Base station more often serves sparsely
urban areas. populated field deployment areas.

9. Noise levels based on the worst case for a 9. Noise levels based on tactical wartime 
normal environment are predictable. situations require special design 

consideration.

10. User expects a full range of customer service 10. Ruggedized construction capable of
features and options. surviving in unfavorable environments.

11. Attractive appearance and styling. 11. Lightweight, simple to operate, and easy to
remove and replace.

12. Designed for theftproof installation. 12. Design must use military-standard parts
meeting military specifications.

13. Mobile-to-base or mobile-to-base-to-mobile 13. Mobile-to-base or mobile-to-mobile.
(for billing purposes).

14. Cost consciousness. 14. High technology initiative.
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Chapter

The Mobile-Radio Signal Environment

1.1 The Mobile-Radio 
Communication Medium

Radio signals transmitted from a mobile-radio base station are not
only subject to the same significant propagation-path losses that are
encountered in other types of atmospheric propagations, but are also
subject to the path-loss effects of terrestrial propagation. Terrestrial
losses are greatly affected by the general topography of the terrain.
The low mobile-antenna height, usually very close to ground level, con-
tributes to this additional propagation-path loss. In general, the tex-
ture and roughness of the terrain tend to dissipate propagated energy,
reducing the received signal strength at the mobile unit and also at the
base station. Losses of this type, combined with free-space losses, col-
lectively make up the propagation-path loss.

Mobile-radio signals are also affected by various types of scattering
and multipath phenomena—which can cause severe signal fading—
attributable to the mobile-radio communications medium. Mobile-radio
signal fading compounds the effects of long-term fading and short-term
fading, which can be separated statistically and are described in Chap.
3. Long-term fading is typically caused by relatively small-scale varia-
tions in topography along the propagation path. Short-term fading is
typically caused by the reflectivity of various types of signal scatterers,
both stationary and moving. Fading of this kind is referred to as “multi-
path” fading.

Propagation between a mobile unit and a base station is most sus-
ceptible to the effects of multipath fading phenomena, because all com-
munication is essentially at ground level. The effects of multipath
phenomena are not significant in air-to-ground and satellite-to-earth-
station communications, because the angle of propagation precludes

21
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most types of interference caused by surrounding natural land 
features and man-made structures. The major concern in air-to-ground
communication is the Doppler effect resulting from the relatively high
flying speed of the communicating aircraft. The important considera-
tions in satellite-to-earth-station communication are direct-path atten-
uation in space, which severely reduces the level of received signals;
the signal delay time resulting from the long-distance up-down transit;
and the requirement for highly directional earth-station antennas
capable of tracking the satellite beacon.

Generally speaking, the signal strength of a signal transmitted
from a base station decreases with distance when measured at vari-
ous points along a radial path leading away from the base station.
Ideally, signal-strength measurements would be made by monitoring
and recording the signal received by a mobile unit as it moves away
from the base station along a radial route at a constant rate of speed.
This measurement technique would be repeated over many different
radial routes in order to obtain a significant number of readings 
that would enable statistical analysis of the overall zone of mobile-
radio coverage for a particular base station. In actual practice, it is
difficult to achieve the ideal conditions for signal-strength measure-
ments, since existing roads must be used and traffic conditions de-
termine the actual rate of travel, necessitating occasional stops along
the way. For optimal radio-signal reception in the mobile-radio use
area, both the base-station antenna and the mobile-unit antenna
should be located at the highest available point along the propaga-
tion path. However, even under the most optimal siting conditions,
there are often hills, trees, and various man-made structures and
vehicles that can adversely affect the propagation of mobile-radio 
signals.

A typical graphic plot of the instantaneous signal strength of a re-
ceived signal as a function of time, or of s(t), is shown in Fig. 1.1(b). The
starting time t corresponds to the starting point x1 for route x, as shown
in Fig. 1.1(a). The route x is called the mobile path. If it is possible for
the speed V of the mobile unit to remain constant during the recording
period, then s(t) recorded on a time scale can be used for s(x) by simply
changing the time scale into a distance scale, where x = Vt. However, if
the speed of the mobile unit varies during the recording period, then
s(t) must be velocity-weighted in order to obtain a true representation,
as illustrated by s(x) in Fig. 1.1(c). The graph of the instantaneous sig-
nal strength of a received signal as a function of distance, s(x), from the
base station along a particular route is used to calculate the path loss
of that route, even though the graph of s(t) is the actual raw data
obtained from the field.

22 Chapter One
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Example 1.1 The following example illustrates the procedure for plotting s(t)
from the signal data recorded as the mobile unit is in motion with respect to the
base-station antenna. During the time when signal data are being recorded, a
“wheel-tick” device is used to record the actual speed of the mobile unit on a cor-
responding time scale, as shown in Fig. E1.1.1, where distance is plotted on the y
axis and time is plotted on the x axis.

The Mobile-Radio Signal Environment 23

Figure 1.1 A typical record of data: (a) a typical navigator’s map;
(b) s(t) expressed on time scale; (c) s(t) expressed on distance scale.

(c)

(b)

(a)
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Figure E1.1.1 Sampling points in time corresponding to
unequally spaced samples in length due to the variation of
vehicular speed.

Figure E1.1.2 Converting sampling points from time
frame to distance frame.
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In the example shown in the figure, the mobile unit has recorded five different
speeds and one complete stop. The y coordinate shows the distance of the mobile
unit from the base-station antenna at any given time along the x coordinate. The
correlation between sampling points in the time frame and those in the distance
frame shows that the speed of the mobile unit was not constant throughout the
period when measurements were being taken.

A different but related perspective is obtained from Fig. E1.1.2, where distance is
plotted along the x axis and time along the y axis. Since the average field
strength at each sampling point is the average of the field-strength measure-
ments within the distance interval, the resultant plot shows that the distribution
along the distance scale is not evenly distributed. It is therefore required that the
engineer conducting the study determine that the distance intervals at which
field-strength samples are recorded are consistent with the speed and motion
characteristics of the mobile unit.

The measurements here were recorded at the mobile receiver as the mobile unit
traveled from the starting point along a route x, as indicated on the map of Fig.
1.1(a). The dotted line in Fig. 1.1(c) represents the average power of the signal
received at the mobile unit as a function of distance, or P(x), for that particular
path. In practice, the average received power at a distance x1, P(x1), can be
obtained directly, by averaging the instantaneous signal-strength measurements
recorded within an interval of a certain length at a specified distance from the
base station. The methods used to calculate the average received power and to
determine the propagation-path loss at various radial distances along a path are
described in greater detail in Chap. 3.

In the mobile-radio communications environment there are times
when the mobile unit will be in motion, and other times when the mobile
unit will be stationary. When the mobile unit is moving, it moves at var-
ious rates of speed and travels in various directions. As the mobile unit
proceeds along its route, it passes many types of local scatterers, includ-
ing numerous other vehicles in motion.

The presence of scatterers along the path constitutes a constantly
changing environment that introduces many variables that can scat-
ter, reflect, and dissipate the propagated mobile-radio signal energy.
These effects often result in multiple signal paths that arrive at the
receiving antenna displaced with respect to each other in time and
space. When this happens, it has the effect of lengthening the time
allotted to a discrete portion of the signal information and can cause
signal smearing. This phenomenon is referred to as “delay spread.”
Also, the arrival of two closely spaced frequencies with different 
time-delay spreads can cause the statistical properties of the two
multipath signals to be weakly correlated. The maximum frequency
difference between frequencies having a strong potential for correla-
tion is referred to as the “coherence bandwidth” of the mobile-radio
transmission path. Coherence correlation then can be avoided by 
discretionary assignment of channel frequencies on the basis of fre-

The Mobile-Radio Signal Environment 25
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quency distribution and geographic separation. Time-delay spread
and coherence bandwidth are discussed in Secs. 1.5 and 1.6, respec-
tively.

Example 1.2 Under data-sampling conditions in which the speed of the mobile
unit V(t) is continuously varying, the data-sampling points may appear either
stretched out or compressed in converting from the time frame to the space
frame. In this case, it is first necessary to find the mean velocity of the mobile
vehicle, by the equation

V� = (E1.2.1)

where �N
i = 1 Di is the total distance and �N

i = 1 Ti is the total time of N intervals. The
individual vehicular velocity Vi is then expressed as follows:

Vi = =

The ratio δ can be defined as follows:

δ =

If the ratio of δ = V�/Vi > 1, then the data-sampling rate is stretched. If the ratio of
δ = V�/Vi < 1, then the data-sampling rate is compressed. Figure E1.2.1 plots the
ratio δ for vehicular speeds of V� and Vi.

1.2 Propagation-Path Loss

Mobile-radio propagation-path loss is primarily due to terrain effects
and the presence of radio-wave scatterers along the path within the

V�
�
Vi

di − di − 1
�
ti − ti − 1

Di
�
Ti

�
N

i = 1

Di

�

�
N

i = 1

Ti
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Figure E1.2.1 Plot of ratio δ for vehicular velocities of V�
and Vi.
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mobile-radio environment. Variations in the contour and roughness of
the terrain, including any scatterers that are present, cause changes in
propagation as the result of specular reflection, diffuse reflection, and
diffraction.

Specular reflection occurs when radio waves encounter a smooth
interface between two dissimilar media and the linear dimensions of
the interface are large in comparison with the wavelength of the radi-
ated signal. This type of reflection is analogous to the imaging proper-
ties of mirrors as defined by Snell’s law. The principles of specular
reflection as they apply to images are illustrated in Fig. 1.2. The re-
flected wave, reflected at point Q, is essentially a reflection of the inci-
dent wave from antenna T. However, it can be considered to have been
radiated by the fictitious image antenna T ′ and to have passed through
the surface without refraction.

In some instances, the height of the antenna and the elevation of the
terrain are significantly shorter than the link path between the trans-
mitting antenna and the receiving antenna. For this reason, different
scales are often used for the vertical and horizontal axes in plotting the
contour of the terrain on graph paper. The vertical axis is usually
scaled in feet or meters, whereas the horizontal axis is usually scaled
in miles or kilometers. Regardless of the scaling used, as long as the
reflection plane is horizontal, the incident and reflected angles will be
equal in accordance with Snell’s law. However, when different scales
are used and the terrain contour is sloping and the reflection plane is
not horizontal, then the incident and reflected angles will be unequal
on the graph paper. Therefore, when this relationship is plotted on
graph paper with different scales used to represent the two axes, a spe-
cial method may be needed to find the reflection point. Example 1.3
illustrates three methods that can be used to find the reflection point
on a sloping plane.

The Mobile-Radio Signal Environment 27

Figure 1.2 Snell’s law application.
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Example 1.3 Figure E1.3.1 shows a typical sloping plane and the parameters
needed to find the reflection point with the image method. This method is used
when the link path is much greater than the height of the antenna. In plotting a
graph, the vertical-to-horizontal scale ratio is usually smaller than 0.1, and the
reflection point can be readily approximated by using the information shown in
Fig. E1.3.1.

28 Chapter One

Figure E1.3.1 Image method for approximating the reflection point on a sloping
plane.

Figure E1.3.2 Scaling method for precise determination of the reflection point on a
sloping plane.
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Figure E1.3.2 shows a typical sloping plane and the parameters needed to find
the reflection point by using the scaling method. This method is used when the
vertical-to-horizontal scale ratio is greater than 0.1 and it is necessary to use a
more precise means for finding the reflection point. This method uses the tech-
nique of converting the antenna height scale to a p scaling vector and then apply-
ing the image method of Fig. E1.3.1.

Figure E1.3.3 shows the simple method for finding the reflection point on a slop-
ing plane when the vertical-to-horizontal scale ratio is much smaller than 0.1, by
using the following simple two-step procedure.

Step 1—Locate a point along the negative y axis that is equal to the height of the
base-station antenna above the terrain (h1). Draw a line connecting that point
and the mobile-unit antenna and mark the point where the connecting line inter-
cepts the horizontal (x) axis.
Step 2—Draw a second line perpendicular to the x axis that intercepts the
ground plane and the marked crossover point on the horizontal plane. Mark the
intercept point where the vertical perpendicular line crosses the sloping ground
plane. This is the reflection point.

Diffuse reflection occurs when radio waves encounter a rough-
textured surface of which the roughness is compatible with the wave-
length of the radiated signal. Unlike specular reflection, which follows
Snell’s law, diffuse reflection scatters the energy and causes the
reflected radio waves to follow a divergent path. Huygen’s principle can
be used to explain the properties of diffuse reflection. In general, the
intensity of diffusely reflected radio waves is less than that of specu-
larly reflected radio waves, because of the scattering of energy along
the path over the rough surface. In considering the mobile radio envi-
ronment, it is necessary to appraise the reflective properties of the sur-

The Mobile-Radio Signal Environment 29

Figure E1.3.3 Simple method for finding the reflection point on a sloping plane.
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rounding terrain between the mobile unit and the base station. The cri-
teria for analyzing the reflectivity characteristics of the mobile-radio
environment are discussed in Chap. 3.

In mobile-radio communication, the line-of-sight condition is consid-
ered to have been satisfied when only specular and diffuse reflection
are present, the latter due to scatterers along the propagation path.
However, if diffraction of radio waves is present because of variations
in terrain contour obscuring the propagation path, the line-of-sight
condition is no longer valid. In this respect, the definition of the line of
sight is different for mobile radio from what it is for tropospherical
propagation.

Diffraction of radio waves occurs when the propagation path is
obstructed by features of the intervening terrain between the transmit-
ting antenna and the receiving antenna. The severity of signal atten-
uation depends on whether the obstruction extends through the
propagation path, protrudes into the line-of-sight propagation path, or
merely approaches the line-of-sight propagation path. In practice, it is
not always possible to select the highest point along the propagation
path as the ideal location for the base station. In hilly areas, even with
good siting of the base station, there will frequently be occasions when
the mobile unit is out of the line of sight of the propagation path, as
shown in Fig. 1.3. The calculation for determining the propagation-path
loss, based on a knife-edge diffraction model, is described in Chap. 4.

The various situations and representations for predicting propagation-
path losses are helpful in understanding the effects of multipath phe-
nomena on mobile-radio signals; however, the summing of all these
effects would introduce so many variables that a mathematical solution
would be too complex for practical application. A recommended alternate
approach to reaching a solution is to combine the techniques of analytic
and statistical analysis.The first requirement is to obtain measured data
from which statistical results can be obtained. When the statistical
results are analyzed against the parameters and criteria that are unique
for the particular situation, it will be possible to draw certain analytic
conclusions based on electromagnetic theory. This method for predicting
propagation-path loss is a powerful tool that can produce results closer to
the actual path losses than is possible from using either analytic or sta-
tistical approaches alone. Data measured and recorded at several points
along selected paths are used to evaluate propagation-path loss within a
given area.

The dotted line in Fig. 1.1(c) represents a plot of the average received
power as a function of distance from the base station along a particular
route. These data are used in calculating the propagation-path loss
with respect to the radial distance. To analyze the propagation-path
loss slope with respect to radial distance for a general area of coverage,
data would be recorded for many routes in that area.

30 Chapter One
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The propagation-path loss slope in the mobile-radio environment is
always greater than the 1/d2 free-space path loss. The path loss is also
greater in hilly areas than in flat areas. The techniques and procedures
for analyzing propagation-path loss are described at greater length in
Chaps. 3, 4, and 5.

1.3 Multipath Fading Due 
to Scattering Factors

Multipath fading is a common occurrence in the mobile-radio environ-
ment and is therefore of major concern to the mobile-radio system
designer.

To quantitatively evaluate the mobile-radio environment, it is first
necessary to examine the properties of the carrier signal s0(t), which
can be expressed in any one of the following complex forms:

s0(t) = a0 exp [ j(ω0t + φ0)] (1.1)

s0(t) = Re{a0 exp [ j(ω0t + φ0)]} (1.2)

s0(t) = a0 cos (ω0t + φ0) (1.3)
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Figure 1.3 Propagation path: (a) out of sight; (b) line of sight.

(b)

(a)
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These three equations are used to analyze the carrier signal s0(t) trans-
mitted from a base station; a0 represents the amplitude and φ0 the
phase. Both are treated as constants. The angular frequency ω0 is equal
to 2π f0, where f0 is the carrier frequency. It is important to recognize
that the power within the transmitted carrier frequency is the real
part of s0(t); this is expressed as Re [s0(t)]. Since we are only interested
in the received baseband signal, which is derived from the amplitude
and phase of the received RF signal, the complex notation is much eas-
ier to manipulate than the equivalent trigonometric expression.

The multipath fading phenomena discussed in the following para-
graphs occur primarily in the following three situations: (1) where the
mobile unit and nearby scatterers are all standing still; (2) where the
mobile unit is standing still and nearby scatterers are moving; and 
(3) where the mobile unit and nearby scatterers are all moving.

In the first, static multipath situation, where the mobile unit and
nearby scatterers are all standing still, the various signal paths from
all reflecting scatterers reaching the mobile unit can be individually
identified, in theory. The model for this situation is illustrated in Fig.
1.4. The received signal s(t) at the stationary mobile unit, coming from
N signal paths, can be expressed by the following equation:

s(t) = �
N

i = 1

ais0(t − τ i) (1.4)

The total propagation time for the ith path can be expressed by the
equation

τi = τ� + ∆τi (1.5)

where ∆τi is the additional relative delay on the ith path, expressed as
either a positive or a negative value with respect to the mean, and the
average value of τi, τ�, is defined as follows:

τ� = �
N

i = 1

τi (1.6)

In Eq. (1.4), ai is the ith path transmission-attenuation factor, which
can be a complex value. If we substitute the value of s0(t − τi) from Eq.
(1.4) in place of s0(t) in Eq. (1.1), then

s(t) = x(t − τ�) exp [ j2πf0(t − τ�) + jφ0] (1.7)

where the envelope x(t) of the received signal s(t) is expressed:

x(t) = a0 ��
N

i = 1

ai exp (−j2πf0 ∆τi)� (1.8)

1
�
N
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with a0 being constant, as previously stated, and the right side of Eq.
(1.8) representing the multipath phenomenon. Since Eq. (1.8) is inde-
pendent of time t, then x(t) is also constant with respect to time. The
received signal envelope of s(t) therefore remains unchanged, so long as
the mobile unit and the nearby scatterers are all standing still.

In the second situation, where the mobile unit is standing still and
nearby scatterers (passing cars and trucks) are moving, the time delay
τi and the attenuation factor ai are uniquely different at any instant of
time along the ith path. Under these conditions, the received signal s(t)
in Eq. (1.4) must be changed to

s(t) = x(t) exp ( jφ0) exp ( j2πf0t) (1.9)

where

x(t) = �
N

i = 1

a0ai(t) exp [−j2πf0τi(t)] (1.10)
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Figure 1.4 Multipath phenomenon: (a) mobile reception at
one instant; (b) mobile reception at different instants.

(b)

(a)
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Let

R = �
N

i = 1

ai(t) cos [2π f0τi(t)] (1.11)

S = �
N

i = 1

ai(t) sin [2π f0τi(t)] (1.12)

Then

x(t) = a0 {R − jS}

= A(t) exp [−jψ(t)] (1.13)

where the amplitude and phase of x(t) are expressed as time-dependent
variables:

A(t) = a0 �R�2�+� S�2� (1.14)

and

ψ(t) = tan−1 (1.15)

Since it is virtually impossible to isolate and identify each path of a
reflected wave while the scatterers are in motion, it is thus necessary
to perform a statistical analysis of the time-dependent variables
[amplitude, Eq. (1.14), and phase, Eq. (1.15)]. Since the characteristics
of amplitude and phase are similar to those encountered in narrow-
band thermal noise, they are discussed in Sec. 1.4.

It can be assumed that while the mobile unit is moving there are
three extremes that must be considered: (1) the absence of scatterers,
(2) the presence of a single scatterer, and (3) the presence of many scat-
terers in the vicinity of the mobile unit. We will further assume that
the mobile unit is traveling in the direction of the positive x axis at a
velocity V and is receiving a signal at an angle with respect to the
plane of the x axis. Figure 1.5(a) illustrates the parameters of concern
for a mobile unit in motion; the received signal is expressed as:

s(t) = a0 exp [ j(ω0t + φ0 − βVt cos θ)] (1.16)

where β = 2π /λ, λ being the wavelength. An additional frequency is
contributed as a result of the motion of the mobile unit and is due to
the Doppler effect. This additional Doppler frequency is expressed as
follows:

S
�
R
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fd = fm cos θ (1.17)

where fm = V/λ is the maximum Doppler frequency. The Doppler fre-
quency fd can be either positive or negative, depending upon the arrival
angle θ. In air-to-ground radio communication the Doppler effect on
frequency modulation can be very significant because of the relatively
high flying speed of the aircraft.

To properly understand the effects of multipath phenomena, it is
necessary to understand the concept of standing waves as applied to
radio signals. If a radio signal arrives from one direction and is
reflected by a perfect reflecting scatterer in an opposite direction, as
shown in Fig. 1.5(b), then the resultant signal received by the mobile
unit moving at a speed V is as expressed in Eq. (1.18). For simplicity, we
can assume that the arrival angle θ = 0.

s(t) = a0 exp [ j(ω0t + φ0 − βVt)] − a0 exp [ j(ω0t + φ0 + βVt − ω0τ)]

= −j2a0 sin �βVt − � exp �j�ω0t + φ0 − �� (1.18)

where τ is the time that it takes for the wave to travel to the scatterer
and return to the t = 0 line. The envelope of Eq. (1.18) is the resultant

ω0τ
�

2
ω0τ
�

2
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Figure 1.5 Signal reception while the mobile unit is in motion:
(a) Doppler effect; (b) fading due to standing wave pattern.

(b)

(a)
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standing wave pattern, and this can also be interpreted as a simple
fading phenomenon. When βVt = nπ + ω0τ/2, a fade with zero amplitude
(or −∞ dB) will be observed. In the case where square-law detection is
applied after Eq. (1.18) has been obtained, then the envelope of Eq.
(1.18) will be squared and expressed as follows:

x2(t) = 4a0
2 sin2 �βVt − �

= 2a0
2[1 − cos (2βVt − ω0τ)] (1.19)

Now the fading frequency is visualized as 2V/λ, as shown in Eq. (1.19).
Hence it can be shown that the same Doppler frequency received by the
mobile antenna and passed through different detectors may result in
different fading frequencies at the two detector outputs. In such cases,
the fading frequency measured by square-law detection methods, as in
Eq. (1.19), is always double the fading frequency measured by linear
detection methods, as in Eq. (1.18).

In the third and final situation, where the mobile unit and nearby
scatterers are all moving, the resultant received signal is the sum of all
scattered waves from different angles θi, depending upon the momentary
attitude of the various scatterers and whether or not the direct signal-
transmission path is blocked. This complex situation is expressed in the
following equations:

s(t) = �
N

i = 1

a0ai exp [ j(ω0t + φ0 − βVt cos θi + φi)]

= At exp ( jψt) exp [ j(ω0t + φ0)] (1.20)

where

At = ��a0 �
N

i = 1

ai cos ψi�
2

+ �a0 �
N

i = 1

ai sin ψi�
2

�
1/2

(1.21)

ψt = tan−1 (1.22)

and

ψi = φi − βVt cos θi

The characteristics of At and ψt are similar to those of narrowband
thermal noise, illustrated in Fig. 1.8 and defined by Eqs. (1.45) and
(1.46), respectively, and discussed in Sec. 1.4. It should be noted that

�
N

i = 1

ai sin ψi

��

�
N

i = 1

ai cos ψi

ω0τ
�

2
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Eq. (1.9), for moving scatterers, and Eq. (1.20), for the moving mobile
unit, are similar in form.

As a mobile unit proceeds along a street, it is passing through a vir-
tual avenue of scatterers, as shown in Fig. 1.6(a). The main components
of the received signal are reflections from nearby scatterers. The high-
est Doppler frequency fd can be calculated from Eq. (1.17), which is
incorporated into Eq. (1.23):

fm = max (|fd|) = max � �cos θ�� = (1.23)

The frequency modulation resulting from the highest Doppler fre-
quency for a given velocity V is the most probable cause of a Doppler
shift in a mobile receiver. This phenomenon has been verified by sta-
tistical analysis of experimental data [1, 2].

Two typical experimental curves of the continuous spectrum, W0( f),
are obtained from the outputs of two detections, linear detection and
square-law detection, as shown in Fig. 1.6(b).

V
�
λ

V
�
λ

The Mobile-Radio Signal Environment 37

Figure 1.6 Amplitude spectrum of a fading signal: (a) mechanism of
forming a fading signal; (b) continuous spectra of a fading signal after
different detections.

(b)

(a)
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When two incoming waves have the same amplitude A but different
incoming angles θ = θ1 and θ = θ2, respectively, then the received signal
S(t) becomes

S(t) = A e j2πft (e−jβx cos θ1 + e−jβx cos θ2)

= 2A e j2πft e−jβx (cos θ1 + cos θ2)/2 ⋅ cos � cos θ1 − cos θ2� (1.24)

where x = Vt and

cos θ1 − cos θ2 = 2π ⋅ (cos θ1 − cos θ2)

= 2π� (cos θ1 − cos θ2)� t (1.25)

The fading frequency can be found from Eq. (1.25) as

fd = (cos θ1 − cos θ2) (1.26)

Eq. (1.26) is a general formula.
The phenomenon of frequency-selective fading also occurs in multi-

path situations, which cause a0 in Eq. (1.1) to be treated as a time-
varying signal a0(t) with its continuous spectrum expressed as W0(f ):

W0(f ) = 	∞

−∞
a0(t) exp (−j2πft) dt (1.27)

where |W0(f )| is the amplitude spectrum and the argument of W0(f ) is
the phase spectrum. The bandwidth B of a0(t) is defined later, in Eq.
(1.42), as a characteristic of narrowband noise; however, in selective
fading, B << f0. When the mobile unit and nearby scatterers are both
standing still, the received signal s(t) remains the same as expressed
previously in Eq. (1.7). However, the x(t) of Eq. (1.7) used in the present
case differs from that expressed in Eq. (1.8) and should be redefined
accordingly as follows:

x(t) = �
N

i = 1

aia0(t − ∆τi) exp (−j2πf0 ∆τi) (1.28)

where

a0(t − ∆τi) = 	∞

−∞
W0(f ) exp [ j2πf(t − ∆τi)] df (1.29)

V
�
2λ

V
�
2λ

Vt
�
2λ

βx
�
2

βx
�
2

βx
�
2

βx
�
2
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By substitution of Eq. (1.29) for the equivalent notation in Eq. (1.28),
the following equation is obtained:

x(t) = 	∞

−∞
W0(f )
�

N

i = 1

ai exp [−j2π(f + f0) ∆τi]� exp ( j2πft) df (1.30)

where x(t) is the envelope of the received signal s(t) and its continuous
spectrum W(f ) is defined as follows:

W(f ) = W0(f )H(f ) (1.31)

H(f ) is the equivalent low-pass transfer function of a communication
channel operating in the mobile-radio medium. By definition, a chan-
nel is a communications link between transmitting and receiving ter-
minals. Equation (1.31) shows the relationship H(f ) between two
terminals. W(f ), as we know, is the continuous spectrum of x(t)
expressed as follows:

x(t) = 	∞

−∞
W(f ) exp ( j2πft) df (1.32)

Comparing Eq. (1.32) with Eq. (1.30) defines H(f ) as follows:

H(f ) = �
N

i = 1

ai exp [−j2π(f + f0) ∆τi] (1.33)

For the mobile-radio environment, it is reasonable to assume that:

f ∆τi << 1 (1.34)

With the assumption of Eq. (1.34), Eq. (1.33) can then be expanded by
a Taylor series, retaining elements of the two leading terms, as follows:

H(f ) = H1 + jH2(f ) (1.35)

where

H1 = �
N

i = 1

ai exp (−j2πf0 ∆τi) (1.36)

H2(f ) = −2πf �
N

i = 1

ai∆τi exp (−j2πf0 ∆τi) (1.37)

It should be noted that H1 is frequency-independent and represents
the distortionless portion of the transfer function H(f ) for the mobile-
radio medium. H1 can be a complex value. H2 is frequency-dependent
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and represents the distortion elements of the transfer function H(f ) for
the mobile-radio medium. Because H2 is frequency-dependent, it can
cause the signal strength of the received signal to vary as a function of
the frequency of the mobile-radio channel. H2 can also cause frequency-
selective fading. In this case, as shown in Eq. (1.37), H2 varies linearly
with frequency across the mobile-radio band. In general, the following
condition holds true:

|H1| >> |H2(f )| (1.38)

In this situation, the selective-fading phenomenon is unnoticeable.
However, there can be instantaneous situations in which a certain
combination of phasors can cause H2(f ) to become the dominant factor
in Eq. (1.35), as the following becomes true:

|H2(f )| > |H1| (1.39)

When this occurs, the frequency-selective characteristic is obtained
even though the situation is basically nonselective. This analysis also
applies occasionally to the more complex situations in which the
mobile unit and/or the nearby scatterers may be moving.

1.4 Thermal Noise and Human-Made 
Noise Characteristics

Thermal noise characteristics

The narrowband thermal noise characteristics of the received signal are
very similar to the fading effects of the multipath signaling medium.
Thermal noise is characterized as white noise, which is uniformly dis-
tributed throughout the mobile-radio-communications frequency band.
White noise nx is analogous to white light, having a constant power
spectrum Sx(f ), expressed

Sx (f ) = (1.40)

and shown in Fig. 1.7(a), where η is the positive-frequency power den-
sity. By comparison, the spectrum of thermal noise is equivalent to
white noise up to a frequency of approximately 1013 Hz (the infrared
region); there is a rapid exponential decrease as the frequency
increases above that region. In this context, the assumption that ther-
mal noise has a constant power spectrum is both valid and justified so
long as the thermal noise is confined to a frequency region lower than
1013 Hz. When thermal noise is passed through a narrowband filter
having a frequency band ∆f that is much less than the center fre-
quency f0 of the band (that is, when f0 >> ∆f ), the output consists of

η
�
2
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narrowband thermal noise. The characteristics of the envelope and
phase of the narrowband thermal noise output of the filter closely
resemble the characteristics of a radio carrier that has passed through
a mobile-radio multipath fading medium. The amplitude and phase of
the output noise are very much like those of a continuous-wave (CW)
radio signal passing through a multipath medium.

Since the analysis of the nature of thermal noise has been thor-
oughly developed, we may apply a similar analysis to mobile-radio sig-
nals. The following equation defines the power spectrum of thermal
noise before and after filtering [3]:

Sy(f ) = |H(f )|2 Sx(f ) (1.41)

The filter transfer function H(f ) is illustrated in Fig. 1.7(b). The band-
width B of H(f ) can be expressed as follows:

B = (1.42)

The spectrum is partitioned into very narrow frequency bands hav-
ing a width ∆ f and centered about a frequency f0 � k ∆ f, as shown 
in Fig. 1.7(c). If there are M = B/∆ f bands and each band represents 
a sinusoid of frequency f0 ± k ∆ f, where k = 1, M/2, then the ampli-
tude can be expressed through its relationship to average power, as
follows:

= 2Sy(f0 + k ∆f) ∆f = η|H(f0 + k ∆f )|2 ∆f (1.43)
Ak

2

�
2

	∞

−∞

|H(f )|2 df
��

|H(0)|2
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Figure 1.7 Spectrum of narrowband thermal noise: (a) spec-
trum of nx; (b) filter transfer function; (c) spectrum after fil-
tering.

(c)(b)

(a)
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Thus, the amplitude can be derived from Eq. (1.43):

Ak = �2�η�|�H�(f�0�+� k� ∆�f)�|�2�∆�f� (1.44)

The total narrowband thermal noise is the sum of the individual sinu-
soid waves:

n(t) = �
M/2

k = −M/2

Ak exp [ j2π(f0 + k ∆f )t + jθk]

= [nc(t) + jns(t)] exp ( j2πf0t)

= At(t) exp [ jψt(t)] exp ( j2πf0t) (1.45)

where

nc (t) = �
M/2

k = −M/2

Ak cos (2πk ∆f t + θk) (1.46)

ns(t) = �
M/2

k = −M/2

Ak sin (2πk ∆f t + θk) (1.47)

At (t) = [nc
2(t) + ns

2(t)]1/2 (1.48)

and

ψt(t) = tan−1 (1.49)

Equation (1.45) has the same form as Eqs. (1.9) and (1.20), and the sta-
tistical characteristics of At and ψt in all three equations are the same
[3, 4].

The amplitude and phase are illustrated in Fig. 1.8, and the phasor
diagram for narrowband noise with At(t) and ψt(t) are analyzed in
greater depth in Chaps. 6 and 7.

ns(t)
�
nc(t)
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Figure 1.8 Phasor diagram for narrowband noise.
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Example 1.4 The power of white noise becomes finite after filtering and can be
expressed as follows:

N = 	∞

−∞
|H(f )|2 df = η 	∞

0
|H(f )|2 df (E1.4.1)

Noise power after filtering is dependent upon the filter transfer function, which
is related to noise bandwidth BN:

BN = 	∞

0
|H(f )|2 df (E1.4.2)

where |H(f )|max is the center-frequency amplitude response (voltage); denoted
by Hm. Therefore

N = Hm
2 ηBN (E1.4.3)

For RC low-pass filters,

H(f ) = and |H(f )| = (E1.4.4)

where fr = 1/2πRC. Therefore

BN = 	∞

0
� �

2

df = 	∞

0
= = 1.57fr (E1.4.5)

and BN is approximately 50 percent greater than fr.

Human-made noise characteristics

Human-made noise within the mobile-radio environment is primarily
from unintentional sources, such as vehicular ignition, radiated noise
from power lines, and industrial equipment. Two reference documents
have been published that contain much information on human-made
noise. The first is ITT’s Reference Data for Radio Engineers [5], from
which Fig. 1.9 has been obtained. In this figure, noise has been classi-
fied into the following six categories:

1. Atmospheric noise

2. Urban human-made noise

3. Suburban human-made noise

4. Galactic noise

5. Solar (quiet-sun) noise

6. Typical internal receiver noise, which is not considered an environ-
mental noise

The noise figure Fa, in dB above kT0B, appears on the y axis of Fig. 1.9,
where:

πfr
�
2

df
��
1 + (f /fr)2

1
��
�1� +� (�f /�fr�)2�

1
��
�1� +� (�f/�fr�)2�

1/jωC
��
R + 1/jωC

1
��
|H(f )|2

max

η
�
2
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k = Boltzmann’s constant
B = the effective receiver noise bandwidth

and

T0 = the reference temperature (290 K) = 17°C (room temper-
ature)

kT0B = −174 dBm/Hz (at 17°C)

Among the six curves plotted in Fig. 1.9, the first five decrease as fre-
quency increases. The sixth curve, typical internal receiver noise, is not
considered an environmental noise. As modern technology advances, it
is expected that future mobile-radio receivers will show a reduction in
internal receiver noise in the higher-frequency region. Hence, the dot-
ted line in Fig. 1.9 is used to indicate the typical receiver internal-noise
curve currently used.

The second reference document for human-made noise is one pub-
lished by the National Bureau of Standards [6, 7]. In these references,
NBS has conducted extensive studies on human-made noise, which it
classifies into two categories:

1. The mean and the standard deviation of human-made noise

2. Average automotive traffic noise

Mean and standard deviation Three types of areas should be considered
in determining the values of the mean noise figure Fa as shown in Fig.

44 Chapter One

Figure 1.9 Human-made noise. (From Ref. 5.)
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1.10, business, residential, and rural areas. Note that in Fig. 1.10 all
three areas have similar slopes of approximately 28 dB per decade. Fig-
ure 1.10 shows that the greatest amount of noise occurs in the business
area: the level is 6 dB higher than the noise level in the residential
area and 12 dB higher than that in the rural area. In a comparison of
the results of Figs. 1.9 and 1.10, Fig. 1.10 shows that at frequencies
below 30 MHz the predicted human-made noise in business areas is
slightly greater and the slope is somewhat steeper than that of subur-
ban areas shown in Fig. 1.9. However, the human-made noise of busi-
ness areas shown in Fig. 1.10 is much less than that of urban areas
shown in Fig. 1.9. The comparison shows that the human-made noise
measurement depends greatly on when the sample is taken and on
how we define the types of areas.

Figure 1.11 shows the standard deviation σ of human-made noise Fa

for the business, residential, and rural areas, respectively. Note that
the value of σ is highest for the business area and fluctuates greatly as
the frequency increases. By comparison, in the residential and rural
areas, the value of σ decreases as the frequency increases.

Average automotive traffic noise The average automotive traffic noise
power [7] is shown in Fig. 1.12, for traffic densities of 1000 vehicles per
hour and 100 vehicles per hour. Note that the average automotive traf-
fic noise decreases as the frequency increases. By comparing Fig. 1.10
with Fig. 1.12, it can be seen that the predominant human-made noise
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Figure 1.10 Mean values of Fa for three types of areas. (From Ref. 6.)

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.

The Mobile-Radio Signal Environment



is automotive traffic noise. When the traffic density is greater than
1000 vehicles per hour, a noticeable increase can be observed as the fre-
quency approaches 1 GHz.

Additional information on human-made noise can be found in Sko-
mal [8].

46 Chapter One

Figure 1.11 Standard deviation of Fa noise figure, σFa
. (From Ref. 6.)

Figure 1.12 Average automotive traffic noise power Fa as a function of frequency with a
bandwidth of 10 kHz. (From Ref. 7.)
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1.5 Delay Spread

The phenomenon of delay spread occurs when the base station trans-
mits an impulse signal s0(t) = a0 δ(t) to the mobile unit and when
because of multipath scattering the impulse signal becomes many
impulse signals that arrive at the mobile unit at different times. The
total delay spread time is significantly lengthened. The phenomenon is
like the voice echoes received on the top of a mountain. The model for
this situation is shown in Fig. 1.13. The received impulse signal at the
mobile unit is

s(t) = a0 �
n

i = 1

ai δ(t − τ i) ⋅ e jωt

= E(t) ⋅ e jωt (1.50)

Equation (1.50) represents a train of discrete impulses at frequency ω
arriving at the mobile receiver, as shown in Fig. 1.13(a). As the number
of scatterers in the vicinity of the mobile unit increases, the received
discrete impulses become a continuous signal pulse with a pulse length
∆, commonly referred to as the delay spread, as shown in Fig. 1.13(b). In
general, an impulse traveling a short distance should arrive earlier
with a strong power density, as illustrated in Fig. 1.14(a). However, in a
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Figure 1.13 Illustration of delay spread: (a) four-scatterer case; (b) N-scat-
terer case.

(b)

(a)
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mobile radio environment, the human-made structures use different
materials. Some are more reflective. Some are more absorptive. There-
fore, the first arriving impulse may not be the strongest one, as shown
in Fig. 1.14(c). Depending on the location of the mobile unit in, for exam-
ple, New York City, a tall metal and glass building can result in a strong
reflected signal, even though it’s at a far distance. The phenomenon can
be seen in Fig. 1.14(d). This delay spread imposes a waiting period that
determines when the next pulse can be transmitted by the base station.
This requires that the signaling rate be slowed down to a period much
less than 1/∆, to prevent intersymbol interference in the Rayleigh-
fading environment as described in Chaps. 6 and 7.

The use of a broadband pseudo-noise signal at 850 MHz to record the
delay envelope in suburban and urban environments has been docu-
mented by Cox and Leck [9–13] and others [14–19]. This technique,
used for obtaining the set of four discrete recordings shown in Fig. 1.14,
is similar to the Rake technique [20]. These actual recordings were
taken at various locations in the borough of Manhattan, New York City.
Each recording shows the relative power density in decibels (on the y

48 Chapter One

Figure 1.14 Delay envelopes in New York City. © 1975 IEEE. (From Ref. 10.)

(c)

(a) (b)

(d)
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axis) and the excess delay in microseconds (on the x axis). The initial
peak corresponds to the direct or shortest-path signal and is not nec-
essarily the highest peak in the waveform. The exponential charac-
teristics of the envelope are typical of the general trend; however,
significant peaks can occur at considerable delay times, and can usu-
ally be attributed to tall buildings. The parameters used are the same
as those used by Cox and Leck [10], except that the names of the pa-
rameters have been changed to clarify their meaning. The parameters
shown in Fig. 1.15 are the first moment or mean delay time d and the
standard deviation or delay spread ∆, calculated as follows:

d = 	∞

0
tE(t) dt (1.51)

∆2 = 	∞

0
t2E(t) dt − d2 (1.52)

where t = 0 is designated the leading edge of the envelope, E(t) of s(t)
shown in Eq. (1.50).

The typical ranges for these two parameters are summarized as 
follows:

Parameter Urban Suburban

Mean delay time d 1.5–2.5 µs 0.1–2.0 µs
Corresponding path length 450–750 m 30–600 m
Maximum delay time (−30 dB) 5.0–12.0 µs 0.3–7.0 µs
Corresponding path length 1.5–3.6 km 0.9–2.1 km
Range of delay spread ∆i 1.0–3.0 µs 0.2–2.0 µs
Mean delay spread 1.3 µs* 0.5 µs
Maximum effective delay spread 3.5 µs 2.0 µs

* 3.0 µs is normally used for calculation.

The urban values are representative of Manhattan, whereas the sub-
urban values are representative of Keyport, Hazlet, and Middletown,
all located in New Jersey. The delay spread ∆ is longer in urban areas
than it is in suburban areas. The maximum delay time, measured 
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Figure 1.15 Typical delay envelope.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.

The Mobile-Radio Signal Environment



30 dB down from the highest level of the envelope, can be as much as
12 µs over a delay path length of 4 km in an urban area. The mean
delay spread ∆ for a suburban area is 0.5 µs and for an urban area is 
1.3 µs. However, for studying the transmission data rate in an urban
area, 3 µs is normally used. It is therefore probable that any signaling
rate in excess of 2 MHz will cause intersymbol interference when no
diversity schemes are used. In a mobile-radio environment, multipath
fading causes performance degradation, and therefore the signaling
rate must be less than 2 MHz. The rate drops as the required bit-error
rate at the receiver decreases. In general, the delay spread can be con-
sidered independent of the transmitting frequency. The delay spread
values are unchanged for any operating frequency above 150 MHz,
because, above 150 MHz, the wavelengths are always much less than
the sizes of human-made structures. Usually, the structure size greater
than six wavelengths to ten wavelengths for sure is claimed as a scat-
terer, which can reflect the energy from any wave incident on its sur-
face. For this reason, all human-made structures can be treated as
reflectors for any operating frequency above 150 MHz. The number of
scatterers counted will be the same independent of the operating fre-
quencies as long as they are above 150 MHz. Thus, the number of
reflected-wave paths occurring is the same regardless of the spectrum
of the frequency. The delay spread is therefore the same.

A delay-spread model can be expressed as

p(Ti) = exp � � (1.50)

where Ti is the time delay of ith wave arrival. This model is assumed by
N equal amplitude reflected waves, most of which arriving earlier are
spaced closely. Fewer arriving later are spaced far apart, as shown in
Fig. 1.16(a). The distribution of delay spread p(Ti) is shown in Fig.

Ti
�
∆

1
�
∆

50 Chapter One

Figure 1.16 The distribution of delay spread: (a) most arrive
closely near TI; (b) delay spread p(Ti).

(b)

(a)
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1.16(b). Another model uses the exponential amplitudes at equal time
intervals. These two models are equivalent, but the model of Eq. (1.50)
is easier to use for mathematical manipulation.

Delay spread is caused by the multipath wave arrival after reflection
from the human-made structures. The following mean delay spread
data due to different human-made environments are listed as an aid to
the reader.

Type of environment Mean delay spread (∆)

In building <0.1 µs
Open area <0.2 µs
Suburban area 0.5 µs
Urban area 3 µs

Delay spread in VHF

Previous studies of time-delay spread at 450 MHz [14] and 900 MHz [9,
15] have been thoroughly documented. However, only limited empirical
data are available on time-delay spread in the VHF domain, and the
data available show that the delay spread is independent of the oper-
ating frequency at frequencies above 30 MHz [16]. Two arguments can
be used to explain these findings. The first argument states that since
the path loss is less at lower frequencies, the area of scattering around
the mobile unit increases, and therefore the delay spread may also
increase as frequency decreases.

The second argument states that since the wavelength increases as
the frequency decreases, the size of the local scatterers approaches the
wavelength at 30 MHz, and therefore most of the radio-wave energy
penetrates the scatterers and the delay spread decreases as the oper-
ating frequency decreases. The scattered area becomes smaller, less
reflected energy is received by the mobile unit, and the delay spread
decreases. These two arguments contradict each other and reinforce
the conclusion that delay spread is independent of frequency above 30
MHz [16, 21].

Example 1.5 Figure E1.5.1 shows the relative configuration for a communica-
tions link and a signal-jamming source. In order to determine how quickly fre-
quency hopping must be accomplished to prevent the jammer from following, it is
necessary to calculate the time delay between signal arrival from the transmit-
ter Tx and the arrival of the jammer signal J. Since the jammer must first receive
the signal from the transmitter, detect it, and transmit the jamming signal, the
time delay between Tx → R and J → R is

T = TTx → J + TJ → R − TTx → R + δT

Assuming that the jammer detection time δT is negligible, the frequency-hopping
rate should be greater than 1/T in order to avoid jamming.
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Note that the time delay associated with jamming is not to be con-
fused with the time-delay spread, which is described in Example 1.6.

Example 1.6 In a certain case in which the mobile environment introduces a 
5-µs delay spread, the signaling rate must be less than 20 kb/s. As shown in 
Fig. E1.5.1, if the time delay between Tx → R and J → R is 0.5 ms, then the 
frequency-hopping rate should be at least 2 kHz to ensure that 10 bits (b) or less
are sent out during each hopping interval.

1.6 Coherence Bandwidth

The existence of different time delays in two fading signals that are
closely spaced in frequency can cause the two signals to become corre-
lated. The frequency spacing that allows this condition to prevail is
dependent upon the delay spread ∆. This frequency interval is called
the “coherence” or “correlation” bandwidth (Bc).

For purposes of discussion, the model used to illustrate the delay-
spread envelope has an initial impulse corresponding to the received
specular energy, followed by a decaying exponential corresponding 
to the received scattered energy. The initial impulse is assumed to
have arrived undistorted via a nondispersive path, whereas the lat-
ter, decaying portion is assumed to have arrived by way of a large
number of scattered paths, and therefore to have a finite correlation
bandwidth. The normalized magnitude, using the Laplace transform
of the delay-spread envelope, gives the correlation function C( f ) of
the signal. Figure 1.17(a) shows an idealized representation of the
impulse response model shown in Figs. 1.15 and 1.16. The corre-
sponding magnitude of the bandwidth correlation function is shown
in Fig. 1.17(b).

The precise definition of coherence bandwidth often differs from one
reference to another (see Refs. 22 and 23) and tends to depend on the
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Figure E1.5.1 Typical communications link and jammer.
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extent of the correlation, determined subjectively, over which the two
signals are correlated. A typical definition [23] is

Bc ≈ (1.53)

The coherence bandwidths for path lengths of approximately 2 to 4 km
are typically in the range of 100 kHz to 1 MHz, varying inversely with
the number of multipaths present in the mobile-radio environment. In
Chap. 6, it will be shown that

Bc = for amplitude-modulated systems (1.54)

based on an amplitude correlation equal to 0.5, and that

Bc = for frequency- or phase-modulated systems (1.55)

based on a phase correlation equal to 0.5. By averaging Eqs. (1.54) and
(1.55), Eq. (1.53) can be obtained.* Equation (1.53) can be used in gen-
eral if the modulation scheme is unknown.

1
�
4π∆

1
�
2π∆

1
�
8∆
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Figure 1.17 Channel impulse response model:
(a) model presentation; (b) correction function.

(b)

(a)

* Equation (1.50) is obtained from a different approach in Ref. 23.
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1.7 Multipath Fading Phenomenon 
in the 800- to 900-MHz Region

During the 1960s, Bell Telephone Laboratories chose the 800- to 900-
MHz frequency region for preliminary study and planning of advanced
mobile-telephone systems. One of the recognized advantages of operat-
ing mobile telephones in this higher frequency region was the ability 
to increase spectrum utilization. For example, 1 percent of the band-
width at 35 MHz is only 35 kHz, whereas 1 percent of the bandwidth at 
800 MHz approaches 1 MHz. However, there are practical limits to 
how much higher the frequency region can be extended for mobile-
telephone applications. A prime consideration is that the severity of
multipath fading greatly increases as the channel frequency increases.
This effect is confirmed in Chaps. 3 to 7. At frequencies above 10 GHz,
rainfall becomes a significant attenuation factor [24], in addition to 
the other causes of severe path loss. For this reason, frequencies above
10 GHz are not desirable for mobile-radio-telephone communications.

The severity of the multipath-fading phenomenon at 900 MHz is
shown in Fig. 1.18, which presents a typical segment of a fading signal
received at a mobile unit traveling at 24 km/h (15 mi/h). Variations as
large as 40 dB in signal amplitude can occur as a result of fading, with
nulls occurring about every half wavelength. Such severe fading will
degrade the signal and produce poor voice quality. A complete under-
standing of the multipath-fading phenomenon is essential if we are to
statistically analyze the fading characteristics and find suitable meth-
ods for counteracting fading effects.

54 Chapter One

Figure 1.18 A typical fading signal received while the mobile
unit is moving.
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Problem Exercises

1. A mobile unit traveling at a constant rate of speed experiences multipath
fading while tuned to a mobile-radiotelephone channel operating at 850 MHz.
Figure P1.1(a) shows the continuous spectrum after square-law detection on
the mobile received signal. Figure P1.1(b) shows the multipath wave pairs
directed toward the receiving antenna of the mobile unit.

a. What is the speed of the mobile unit?
b. What is the direction of wave arrival that contributes −5 dB to the
amplitude of the signal at 0 Hz?

2. A mobile unit is traveling in the vicinity of two nearby scatterers with a
reflection coefficient of 0.5. Figure P1.2 shows three received-signal paths, A, B,
and C.

a. What is the expression for the resultant signal from paths A, B, and C?
b. Plot the amplitude variation due to multipath fading and calculate the
Doppler frequency.

3. On the basis of the information plotted in Fig. P1.3, convert the signal s(t)
from the time frame to the distance frame while the speed of the mobile vehi-
cle is varying.

4. On the basis of the parameters illustrated in Fig. P1.4, find the reflection
point on a sloping terrain between a base-station transmitting antenna and a
mobile-unit receiving antenna.
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Figure P1.1 Problem 1: (a) continuous spectrum; (b) two pairs
of incoming waves.

(b)

(a)

Figure P1.2 Problem 2.
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5. On the basis of an assumption that a delay spread of 1 µs has been found
in the medium, how far apart in frequency separation should two frequencies
carrying the same information be spaced to ensure fading characteristics that
are independent of each other?

6. Find the level-crossing rate N/T based on the number of times N that the
signal shown in Fig. 1.17 drops below −10 dB during the total time interval T.
Repeat the procedure for signal levels of 0, −15, and −20 dB, respectively.

7. On the basis of the level-crossing rates for 0, −15, and −20 dB determined
in Prob. 6, plot the level-crossing-rate curves versus signal level in decibels.

8. If the signaling rate is increased and a bit-error rate of 0.5 is obtained,
increasing the power does not decrease the error rate. What other means can
be used to reduce the bit-error rate?

56 Chapter One

Figure P1.3 Problem 3.

Figure P1.4 Problem 4.
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9. On the assumption that a low-pass filter is used, find the bandwidth BN

and the filtered white-noise power. The characteristics of the low-pass filter are
as follows:

|H(f )| =

where f0 is the center frequency.
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Chapter

2
Statistical Communications Theory

2.1 The Statistical Approach

Statistical communications theory is a powerful tool for solving com-
plex problems that are too complicated to solve by ordinary means.
These complications arise when there are too many variations or too
many variables and when the mobile-radio phenomena are too compli-
cated to describe in simple terms. Statistical communications theory
can be used to analyze various types of natural phenomena. For exam-
ple, when the parameters for describing a medium are random in
nature, there are always laws for defining them. The natural laws do
not provide deterministic answers but render results that can be sub-
jected to statistical evaluation. As an example, a resultant signal for N
incoming waves received by a mobile unit in motion has already been
expressed in Eq. (1.20) but can also be written in another way:

s(t) = (R + jS) exp [ j(2πf0t + φ0)] (2.1)

where

R = a0 �
N

i = 1

ai cos ψi (2.2)

and

S = a0 �
N

i = 1

ai sin ψi (2.3)

as can be deduced from Eq. (1.21).
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The relationships between the parameters of Eq. (1.20) and Eq. (2.1)
are as follows:

At = (R2 + S2)1/2 (2.4)

ψt = tan−1 (2.5)

In general, the expressions for a resultant signal of N scattered
waves, Eqs. (1.20) through (1.22), are used primarily to study the
amplitude and phase of the baseband signal output, whereas Eqs. (2.1)
through (2.3) are used primarily to study the natural characteristics of
radio waves arriving at the RF input to the receiver.

The values R and S of Eqs. (2.2) and (2.3) separate the sum value of
individual waves into real and imaginary parts, where ai is the ampli-
tude and ψi is the phase for the ith wave, as shown in Eqs. (1.21) and
(1.22). It is practically impossible to measure ai and ψi of the ith wave
individually, and therefore it is impossible to know their exact values.
For this reason, it is necessary to treat all ai and ψi as random variables
(or variates) within the bounds of any natural statistical laws which
may apply.

A quantity consisting of two or more random variables forms a new
random variable; hence R and S shown in Eqs. (2.2) and (2.3) respec-
tively are also random variables that can be expressed as

R = �
N

i = 1

Ri (2.6)

S = �
N

i = 1

Si (2.7)

If we assume that Ri is uniformly distributed within the (0, 1) interval as
shown in Fig. 2.1(a) and that R is merely the sum of three variables Ri,
then the probability density of R is very close to a Gaussian- (normal-)
distributed wave, as shown in Fig. 2.1(b).This is also true for S. This type
of random variable (or variate) exhibits certain regularities that can best
be described in terms of probability and statistical average. In mobile
radio, there are always more than three direct and/or reflected waves
arriving at the mobile receiver. Hence, the real and imaginary parts of a
resultant mobile-radio wave are always Gaussian-distributed waves.

In addition to the Gaussian probability laws, there are numerous
other probability laws and statistical techniques for analyzing both
discrete and continuous variables. Only those laws which are applied
in subsequent chapters are discussed in this chapter. Many excellent
books [1–3] are recommended for further study.

S
�
R
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2.2 Averages

In determining average values for statistical analysis, there are four
separate definitions, each with different notations and each yielding
different statistical results. It is therefore essential to use the appro-
priate averaging technique if valid results are to be obtained. The dif-
ferent averages for a random variable are defined as follows:

Sample averages are those obtained by using conventional arith-
metical solutions for any finite number of trials; they include the case
where individual trials are repeated any number of times. The expres-
sion for conventional arithmetical averages of any finite number of tri-
als N is

x� = (2.8)

where all xi values are assumed to have equal probability. In the case
where x1 is observed n1 times and x2 is observed n2 times, etc., the sum
of the observed values can be expressed:

n1x1 + n2x2 + n3x3 + ⋅ ⋅ ⋅ + nNxN = �
N

i = 1

nixi (2.9)

Then the sample average becomes:

x� = �
N

i = 1

nixi / �
N

i = 1

ni = �
N

i = 1

xi (2.10)

When all ni’s are equal, then Eq. (2.10) can be reduced to Eq. (2.8).
Statistical averages (expectation or ensemble averages) are those

obtained for a very large number of trials, as applied to a conventional
arithmetical solution such as that expressed in Eq. (2.10). In such
cases, the average is based on the probability of occurrence and there-

ni
�
n

�
N

i = 1

xi

�
N
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fore becomes a statistical average. The expression for a statistical aver-
age is

E[x] = lim
n→∞ �

N

i = 1

xi = lim
n→∞ �

N

i = 1
� � xi

= �
N

i = 1

P(xi)xi (2.11)

where E[x] represents the expectation of x and P(xi) is the probability
of occurrence for xi.

Biased time averages are those obtained when a continuous variate
x(t) occurs within a time domain. The mean value of x(t) in a finite
period T can be defined:

x̃ = �T

0
x(t) dt (2.12)

Unbiased time averages are those obtained when a continuous vari-
ate x(t) occurs over a period T that approaches infinity. This condition
can be expressed:

〈x(t)〉 = lim
T→∞

�T

0
x(t) dt (2.13)

2.3 Ergodic Processes

Analysis of the statistical parameters for determining averages reveals
that many of the random signals or variates present in the mobile-
radio communication medium have statistically identical time and
ensemble characteristics, such as autocorrelation and probability dis-
tribution. These identical characteristics result in certain equivalences
between the expressions for statistical averages and unbiased time
averages shown in Sec. 2.2; e.g., Eq. (2.11) is equivalent to Eq. (2.13):

E[x(t)] = 〈x(t)〉 (2.14)

E[x2(t)] = 〈x2(t)〉 (2.15)

E[xn(t)] = 〈xn(t)〉 (2.15a)

The type of random process for which these equivalences are true is
said to be “ergodic.”

An ergodic process is also a “stationary” process, one in which statis-
tics are not affected by shifting the time origin of the data from t to
t + τ, or in which the following equivalence is true:

〈x(t)〉 = 〈x(t + τ)〉 (2.16)

1
�
T

1
�
T

ni
�
n

ni
�
n
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The reason the ergodic process is stationary is that the ensemble aver-
ages shown in Eq. (2.11) are independent of the time of observation,
and the relationships of both Eq. (2.14) and Eq. (2.15) must hold. How-
ever, a stationary process does not necessarily imply ergodicity. For-
tunately, in practice, random data representing stationary physical
phenomena are generally ergodic, as are the data collected in the
mobile-radio field. The ergodic random process is very important to the
mobile-radio field, since all properties of ergodic random processes can
be determined by performing time averaging over a single sample func-
tion, x(t). In the analyses of mobile-radio random signals, it is neces-
sary to deal almost exclusively with sample functions that are
essentially ergodic processes and require the application of statistical
theory in order to arrive at a satisfactory solution. Hence, in subse-
quent discussions the notations E[ ] and 〈 〉 are interchangeable.

2.4 Cumulative Probability 
Distribution (CPD)

In the case where x is the random variable and X is a specified value of
x, then the cumulative probability distribution (cpd) is defined as the
probability that the random variable event x is equal to or less than the
value X. The notation for this cpd function can be expressed as follows:

Fx(X ) = prob (x ≤ X) (2.17)

Fx(X) is called the “probability distribution function”; Fx(X) of an event
has the following general properties:

0 ≤ Fx(X) ≤ 1 (2.18a)

Fx(−∞) = 0 and Fx(∞) = 1 (2.18b)

Fx(X) is monotonic increasing with X (2.18c)

prob (X1 < x ≤ X2) = Fx(X2) − Fx(X1) (2.18d)

P(x ≤ M) = 50% when M = the median value (2.18e)

In calculating the cpd of a mobile-radio signal, the sample functions
x(t) can be digitized, so that each sample of xi can be correlated with the
different signal levels of X. The number of samples which have a signal
strength less than a predefined level can then be divided by the total
number of samples to determine the cumulative probability at that
level. The speed of the vehicle can be disregarded, as long as the vehi-
cle is in motion at a constant speed, since the distribution is indepen-
dent of time.
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2.5 Probability Density Function (PDF)

Although the cpd process of Sec. 2.4 can be used to describe a complete
probability model for a sample random variable, it is not the best choice
for other types of calculations. For example, to find the cpd for a random
variable z = x1 + x2 by using Fx1(X1) and Fx2(X2), it is easier and preferable
to use the derivative of Fxi(Xi) (where i = 1 and 2) rather than Fxi(Xi) itself.
The derivative is known as the “probability density function” (pdf).

PDF of a single variable

In determining the pdf of a single variable, the derivative of the cpd is
the probability density function px(X):

px(X) = Fx(X) (2.19)

or

px(X) dX = prob (X ≤ x ≤ X + dX) (2.20)

Its general properties may be summarized as follows:

px(x) ≥ 0 −∞ < x < ∞ (2.21a)

�∞

−∞
px(x) dx = 1 (2.21b)

Fx(X) = �X

−∞
px(u) du (2.21c)

�X2

X1

px(x) dx = prob (X1 ≤ x ≤ X2) (2.21d)

E(x) = �∞

−∞
xpx(x) dx (2.21e)

E(xn) = �∞

−∞
xnpx(x) dx (2.21f )

The notation P(x) can be used in place of Px(x) when there are no com-
plications. The pdf method also indicates where the greatest number of
random variables is concentrated. The different types of pdf calcula-
tions are defined in the following examples and subsections.

Example 2.1 At times, it is desirable to bin the digitized samples x in incremen-
tal 1-dB bins instead of in linear-scale bins; i.e., samples between 5.5 and 6.5 dB
will be in the 6-dB bin. In this instance, where N1 is the number of samples x in

d
�
dX
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the first bin, N2 is the number of samples x in the second bin, and so on, then the
pdf of this set of data is:

p(y in bin j) = (E2.1.1)

Where N is the total number of bins, the pdf curves can be predicted. It is more
practical to use the decibel-bin collection method than the linear-scale-bin collec-
tion method. However, because statistical distributions are usually expressed in
terms of linear-scale bins, it is advantageous to convert from linear to decibel
scale. If the pdf of x in the linear scale is p(x) and the pdf of y in the decibel scale
is p(y) and it is assumed that y1 = 20 log x (where x is in volts), then the pdf of y1

in the decibel scale is

p( y1) = p(x) = p(x) (E2.1.2)

The pdf expressed in terms of decibel-scale bins can thus be used in place of the
more commonly used linear-scale statistical distribution.

Example 2.2 If we divide the total number of bins into half-dB increments and
it is assumed that y2 = 40 log x, then the pdf of y2 will be:

p( y2) = p(x) (E2.2.1)

Example 2.3 For bins of different sizes, the relationships between py1
( y1) and

py2
( y2) and between p( y1 ≤ A) and p( y2 ≤ A) as indicated in Examples 2.1 and 2.2

are as follows:

py2
( y2) = py1

( y1) (E2.3.1)

and

P( y1 ≤ A) = P( y2 ≤ A) (E2.3.2)

Figure E2.3.1 shows the typical plots for the functions expressed in Eqs. (E2.1.2),
(E2.3.1), and (E2.3.2), respectively.

Joint PDF of two variables

Let the joint cumulative probability distribution of the random vari-
ables x and y be defined by the equation

Fxy(X, Y ) = P(x ≤ X, y ≤ Y) (2.22)

If it is assumed that Fxy(x, y) has partial derivatives of order 2, then this
quantity can be expressed as the joint pdf of the random variables x
and y, defined by the equation

p(x, y) = �
x = X, y = Y

(2.23)
∂2Fxy(X, Y )
��

∂X ∂Y

1
�
2

x
�
40 log e

x
�
20 log e

dx
��
d(20 log x)

Nj
�

�
N

i = 1

Ni
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where the following properties always hold true:

p(x, y) ≥ 0 (2.24)

�∞

−∞
�∞

−∞
p(x, y) dx dy = 1 (2.25)

In situations in which it is desirable to find the pdf for random variable
z as a function of x and y [i.e., where z = f(x, y)], the joint pdf, or p(x, y),
should be found first. The application of this technique is discussed in
Chap. 6.
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Marginal PDF

At times, it may be necessary to determine the relationship between
the marginal and joint densities. The distribution Fx(X) can be
expressed in terms of the joint density as follows:

Fx(X) = Fxy(X, ∞) = �∞

−∞
�X

−∞
pxy(ξ, η) dξ dη (2.26)

By differentiating Eq. (2.26) with respect to X, the marginal pdf, or
px(X), can be defined as follows:

px(X) = �∞

−∞
pxy(X, y) dy (2.27)

Similarly,

py(Y) = �∞

−∞
pxy(x, Y) dx (2.28)

However, when two random variables x and y are mutually indepen-
dent, then

pxy(x, y) = px(x)py( y) (2.29)

The notation p(x, y) can be used in place of pxy(x, y) when there is no
confusion.

Joint characteristic functions

There are instances when it is difficult to obtain p(z) of the random
variable z directly from p(x, y), where z = f(x, y). In these instances, the
method of joint characteristic functions can be used as a bridge to
obtain p(z) from p(x, y). The joint characteristic functions of two ran-
dom variables x and y can be defined as follows:

Φxy(v1, v2) = E{exp [ j(v1x + v2 y)]}

= �∞

−∞
�∞

−∞
exp [ j(v1x + v2 y)] pxy(x, y) dx dy (2.30)

Thus, Φxy(v1, v2) is the double Fourier transform of pxy(x, y), and it may
easily be shown that

pxy(x, y) = �∞

−∞
�∞

−∞
exp [−j(v1x + v2y)] Φxy(v1, v2) dv1 dv2 (2.31)
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The marginal characteristic functions Φx(v1) and Φy(v2) can be expressed
in terms of Φxy(v1, v2):

Φx(v1) = E[e jv1x] = Φx(v1, 0) (2.32)

Similarly,

Φy(v2) = E[e jv2y] = Φy(0, v2) (2.33)

For example, if the values of pxi(xi) are known, Φxi(v) can be found from
Eq. (2.32).

In the situation where z = �N
i = 1 xi, it is easy to determine from Eq.

(2.30) that

Φz(v) = �
N

i = 1
Φxi(v) (2.34)

and the pdf of z can be found as follows:

pz(z) = �∞

−∞
exp (−jvz) Φz(v) dv (2.35)

Conditional PDF

There are times when it is useful to find the pdf of one variable with
respect to another variable that remains fixed at a particular level.
This comparison makes it possible to understand and evaluate the
effects of the selected variable upon other variables. For example, the
conditional pdf of y, assuming x = X, can be expressed:

py( y | x = X) = (2.36)

Similarly,

px(x | y = Y) = (2.37)

Therefore, by combining Eqs. (2.36) and (2.37), the following expression
is derived:

py( y | x = X) = (2.38)

The conditional pdf method is a powerful tool for calculating p(x, y)
from either Eq. (2.36) or Eq. (2.37). Equation (2.38) is a continuous ver-
sion of Bayes’ theorem.

px(x | y = Y)py(Y)
��

px(X)

pxy(x, y)
�

py(Y )

pxy(x, y)
�

px(X)
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Example 2.4 The following sequence is used to find the cpd for a sampling of
mobile-radio signal data that has an amplitude variable x that is always less
than a given value a.

P(x ≤ X | x ≤ a) = (E2.4.1)

If X ≥ a, then

P(x ≤ X | x ≤ a) = = 1 (E2.4.2)

If X < a, then

P(x ≤ X | x ≤ a) = = (E2.4.3)

Example 2.5 When the signal distribution is Fx(X) = 1 − exp (−X2/2), then the
relationship P(x ≤ X | x ≤ a) = Fx(X | x ≤ a) can be found by using the method
shown in Example 2.4. However, for X ≥ a,

Fx(X | x ≤ a) = 1 (E2.5.1)

For X < a,

Fx(X | x ≤ a) = = (E2.5.2)

Figure E2.5 shows the distribution response for Eqs. (E2.5.1) and (E2.5.2).

Example 2.6 The following method is used to evaluate the approximate mean of
the function g(x) where the pdf, px(x), of the variable x is known.

Let

η = E(x) the mean of x

E[(x − η)n] = µn the central moment of x for each n

Then

µ1 = 0

µ2 = σ2 the variance of x

1 − e−X2/2

�
1 − e−a2/2

Fx(X)
�
Fx(a)

Fx(X)
�
Fx(a)

P(x ≤ X)
�
P(x ≤ a)

P(x ≤ a)
�
P(x ≤ a)

P(x ≤ X, x ≤ a)
��

P(x ≤ a)
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The mean and mean square variance for the function g(x) are expressed as follows:

E[g(x)] = �∞

−∞
g(x)px(x) dx (mean) (E2.6.1)

E[g2(x)] = �∞

−∞
g2(x)px(x) dx (mean square) (E2.6.2)

If g(x) is a smooth function, then

E[g(x)] = g(η) �∞

−∞
px(x) dx = g(η) (E2.6.3)

Expansion of the function g(x) into a series around η is expressed:

g(x) = g(η) + g′(η)(x − η) + g″(η) + ⋅ ⋅ ⋅ + g(n)(η) (E2.6.4)

By substituting Eq. (E2.6.4) in Eq. (E2.6.1), the following general form is
obtained:

E[g(x)] = g(η) + g″(η) + ⋅ ⋅ ⋅ + g(n)(η) (E2.6.5)

If g(η) is sufficiently smooth, as in Fig. E2.6, then the following term applies:

E[g(x)] = g(η) + g″(η) (E2.6.6)

2.6 Useful Probability Density Functions

Uniform distribution

A variate x is said to be uniformly distributed when the probability
exists that all random values chosen within a prescribed range (a, b)
are statistically equal. A graph illustrating this type of distribution is
shown in Fig. 2.2; its density function can be expressed as follows:

px(x) = � a ≤ x ≤ b

0 otherwise (2.39)

1
�
b − a

σ2

�
2

µn
�
n!

σ2

�
2

(x − η)n

�
n!

(x − η)2

�
2!
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For example, the phase angle p(θ) of multipath signal fading with uni-
form distribution over [−π, π] would be expressed as:

pθ(θ) = −π ≤ θ ≤ π (2.40)

Gaussian distribution

The summing up of a large number of variates will normally produce
a Gaussian distribution. Hence, a Gaussian distribution is generally
referred to as a “normal” distribution. The density function for a
Gaussian-distributed variate is illustrated in Fig. 2.3 and can be ex-
pressed as follows:

px(x) = exp 	− 
 (2.41)

where the mean m is defined

m = �∞

−∞
xpx(x) dx = E(x) (2.42)

and the mean square of x is E(x2), defined

E(x2) = �∞

−∞
x2px(x) dx (2.43)

and the standard deviation σ is defined

σ = [E(x2) − m2]1/2 (2.44)

and σ2 is the variance.
For example, the probability distribution of a Gaussian variate x in

the interval (m, m + kσ) can be determined by the equation

P(m < x ≤ m + kσ) = �m + kσ

m
exp 	− 
 dx (2.45)

(x − m)2

�
2σ2

1
�
�2�π�σ

(x − m)2

�
2σ2

1
�
�2�π�σ

1
�
2π
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Figure 2.2 Uniform distribu-
tion in the range of x(a, b).

Figure 2.3 Gaussian distribution of the
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Rayleigh distribution

The Rayleigh distribution is frequently used in mobile radio to repre-
sent the short-term amplitude of mobile-radio signals. The application
of the Rayleigh distribution is explained in greater detail in Chap. 6.

To illustrate the concept of Rayleigh distribution, consider the case
where two independent variates, x1 and x2, are Gaussian-distributed,
both having zero mean and the same standard deviation σ. Under
these conditions, the following equation applies:

px1x2
(x1, x2) = p(x1)p(x2) = exp 	− 
 (2.46)

If we let

r2 = x1
2 + x2

2 0 ≤ r ≤ ∞ (2.47)

and θ = tan−1 0 ≤ θ ≤ 2π (2.48)

then a Jacobian transformation of the original variables x1 and x2 to
new variables r and θ can be used:

J = = � � (2.49)

Note that the old and the new joint probability density functions are
related by the absolute value of J, |J|, as indicated in the equation

prθ(r, θ) = px1x2
(x1, x2)|J| (2.50)

In this case, p(r, θ) becomes:

prθ(r, θ) = exp �− � (2.51)

The probability density function of θ can be obtained by integrating Eq.
(2.51) over r, which results in a uniform distribution:

pθ(θ) = �∞

0
prθ(r, θ) dr = � 0 ≤ θ ≤ 2π

0 otherwise (2.52)

Otherwise, the probability density function of amplitude r can be ob-
tained by integrating Eq. (2.51) over θ.

1
�
2π

r2

�
2σ2

r
�
2πσ2

∂x2
�
∂θ

∂x1
�
∂θ

∂x2
�
∂r

∂x1
�
∂r∂(x1, x2)

�
∂(r, θ)

x2
�
x1

(x1
2 + x2

2)
��

2σ2

1
�
2πσ2
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The Rayleigh distribution function p(r) is plotted in Fig. 2.4 and
expressed as follows:

pr(r) = �2π

0
prθ(r, θ) dθ = exp �− � for r ≥ 0 (2.53)

The expressions for the mean m = E(r), mean square E(r2
2), and stan-

dard deviation σ of r are:

m = E(r) = �∞

0
rp(r) dr = �
 σ (2.54)

E(r2) = �∞

0
r2p(r) dr = 2σ2 (2.55)

and σr = �E�(r�2)� −� E�2(�r)� = �2
 −


 σ (2.56)

The results of the above three equations are a function of the standard
deviation σ only where σ is as expressed in Eq. (2.44). The relation-
ships among the three can be expressed as follows:

E(r2) = E2(r) = σ r
2 (2.57)

Example 2.7 If a variable x is Rayleigh-distributed, and if x is to be displayed in
the decibel scale, then a new variable, y = 20 log x, is introduced. The pdf of y, p( y),
can be obtained if the size of the decibel bins containing the samples is known.
Assuming 1-dB bins are used, p( y) can be found by using Eq. (E2.1.2), expressed:

p( y = 20 log x) = p(x = 10y/20) (E2.7.1)

If the value of x is normalized to its rms value �2� σ, then x′ = x/�2� σ and Eq.
(2.53) becomes:

p(x′) = p(x) = �2� p(x)σ = 2x′ exp (−x′2) (E2.7.2)
dx
�
dx′

10y/20

�
20 log e

4
�
4 − π

4
�
π

π
�
2

π
�
2

r2

�
2σ2

r
�
σ2
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By changing x′ to x in Eq. (E2.7.2) and substituting Eq. (E2.7.2) into Eq. (E2.7.1),
the following is obtained:

p( y) = 2 exp (−10y/10) (E2.7.3)

Fig. E2.7 shows the comparison between the functions of Eqs. (E2.7.2) and
(E2.7.3). It should be noted that the maximum value of p( y) obtained by Eq.
(E2.7.3) is at the y = 0 dB point.

Lognormal distribution

The lognormal distribution is usually used to represent the long-term
characteristics of the mobile-radio signal. The application of this dis-
tribution is described in greater detail in Chap. 3.

10y/10

��
(20 log e)
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Figure E2.7 Plot of pdf as a function of p( y) and p(x′).
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If the variate x is defined as a long-term signal fade, the probability
density of x can be expressed:

p(x) = exp 	− 
 x ≥ 0

= 0 x < 0 (2.58)

where w = ln x and is assumed to be a random Gaussian process; µ1 is
the mean value of w; and

D1
2 = 〈w2〉 − µ1

2 (2.59)

The mean value x and the mean square value x2 can also be found with
the help of Eq. (2.58); they are expressed in decibels as follows:

20 log 〈x〉 = 2aµ1 + aD1
2 dB (2.60)

10 log 〈x2〉 = 2aµ1 + 2aD1
2 dB (2.61)

where a = 10 log e. This means that the recorded decibel amplitude of
the signal x(t) is already converted into w(t). Usually, all data are
recorded in the form of w(t), which makes it easy to find the mean µ1 and
the variance D1

2 of w(t). Since 〈x(t)〉 and 〈x2(t)〉 are of greatest interest,
they can be obtained from µ1 and D1, as shown in Eqs. (2.60) and (2.61).

Binomial distribution

The binomial distribution is frequently used to represent the probabil-
ity of an event. The signaling-error rate can be found from the binomial
distribution. Consider an experiment where there are two alternatives
so that the possible outcomes are 0 and 1. The probabilities can be
expressed as P(0) = p and P(1) = q = 1 − p. If the experiment is repeated
m times and 0 occurs n times, then the binomial distribution is

Pm(n) = � �pnqm − n (2.62)

When Eq. (2.62) is inserted into Eq. (2.11), the mean of n is

E(n) = mp (2.63)

and the variance σn
2 is

σn
2 = mpq = E(n)(1 − p) (2.64)

If 0 represents the error bit and 1 the correct bit, then Eq. (2.62) can be
interpreted as the probability that errors will occur n times.

m
n

(w − µ1)2

��
2D1

2

1
�
�2�π�D1x
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Example 2.8 Assume that five jammers are operating at five different frequen-
cies and that the angle of wave arrival is between 0 and 180° with reference to
the base station. The probability that any one jammer signal will arrive within 0
to 20° is

p = (E2.8.1)

and within 20 to 180° it is:

q = (E2.8.2)

Therefore, if there are five jammer signals, the probability that three or more
jammer signals will arrive within 0 to 20° can be expressed:

C = p5 + � �p4q1 + � �p3q2

= 0.01153 (E2.8.3)

Poisson distribution

The Poisson distribution is used to represent the natural distribution
of unexpected short pulses or spikes that are present in the incoming
signal.

In the binomial-distribution experiment of Eq. (2.62), large values of
m and very small values of p make the equation unsolvable. However,
if the product of m and p remains finite, then the results of Eq. (2.62)
can be approximated by the Poisson distribution, expressed

p(n) = e−n� (2.65)

where, as before,

n� = E(n) = mp σ2 = n�q ≈ n� (2.66)

For example, if there are random N points in the interval (0, T), then
the probability of having n points in a ∆T within the time interval 
(0, T) is:

p(n) = e−µ ∆T (2.67)

where:

µ = (2.68)
N
�
T

(µ ∆T)n

�
n!

(n�)n

�
n!

5
3

5
4

160
�
180

20
�
180
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2.7 Level-Crossing Rate (LCR) [4]

The LCR formula for mobile radio was first derived by Lee [4] in 1967.
The level-crossing rate lcr is regarded as a second-order statistic, since
it is time-dependent and is also affected by the speed of the mobile-radio
vehicle. The lcr of the mobile-radio signal provides additional informa-
tion which when combined with other statistical data enables the radio
designer to make intelligent decisions. To derive the expected number of
level crossings n(Ψ) of a given signal level Ψ, the random function ψ is
assumed to be statistically stationary in time. The joint probability den-
sity function of ψ and its slope ·ψ are represented as p(ψ, ·ψ).

Any given slope ·ψ can be obtained by the equation

·ψ = (2.69)

where τ is the time required for a change of ordinate dψ. The parame-
ters for determining the slope ·ψ are illustrated in Fig. 2.5.

The expected number of crossings for a random function ψ within an
interval (Ψ, Ψ − dψ) for a given slope ·ψ within a specified time dt is:

Expected amount of time spent in the 
interval dψ for a given ·ψ in time dt �

ψ = Ψ

=
Time required to cross once for
a given ψ in the interval dψ

= �ψ = Ψ
= ·ψp(ψ, ·ψ) d ·ψ dt (2.70)

The expected number of crossings for a given slope ·ψ in time T can be
expressed:

�T

0

·ψp(Ψ, ·ψ) d ·ψ dt = ·ψp(Ψ, ·ψ) d ·ψ T (2.71)

The total expected number of upward crossings in time T can be
expressed:

N(ψ = Ψ) = T �∞

0

·ψp(Ψ, ·ψ) d ·ψ (2.72)

And finally, the total number of expected crossings per second—the
level-crossing rate (lcr)—can be defined:

n(ψ = Ψ) = = �∞

0

·ψp(Ψ, ·ψ) d ·ψ (2.73)
N(ψ = Ψ)
��

T

p(ψ, ·ψ) dψ d ·ψ dt
��

dψ/ ·ψ

E[t]
�

τ

dψ
�

τ
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Once the joint probability density function p(Ψ, ·ψ) is found, the lcr, n(ψ =
Ψ), can be obtained. The application of Eq. (2.73) to mobile radio is dis-
cussed in Chap. 6.

Example 2.9 It is possible to find the statistical values of a long-term-fading
signal directly from its decibel values by using its lcr curve [5].

Figure E2.9 illustrates how a measured data sample is used to find the number
of crossings at five different decibel levels. First, five lines are drawn at different
decibel levels across the data sample under study. Either the positive-slope or
negative-slope crossings are counted, but not both. The level-crossing rate (lcr) is
then plotted and normalized as shown in Fig. E2.9. Once this is done, the mean
and variance of the data can easily be obtained.

Since it is assumed that the long-term-fading signal x is lognormal-distributed,
then the measured signal strength, w = ln x in decibels, is normal-distributed,
and its time derivative is also a normal process with zero mean, expressed as
follows:

78 Chapter Two

Figure 2.5 The notation used for level-crossing rates: (a) illustration of
lcr and average duration of fades; (b) graphic illustration of Eq. (2.70).

(a)

(b)
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p(w, ·w) = exp 	− − 
 (E2.9.1)

where D1 and D2 are variances of w and ·w, respectively. Since µ1 = 〈w〉 and µ2 =
〈 ·w〉 = 0, then

D1
2 = 〈w2〉 − µ1

2 (E2.9.2)

D2
2 = 〈 ·w2〉 − µ2

2 = 〈 ·w2〉 (E2.9.3)

From Eq. (2.73), the average lcr becomes:

n(x) = �∞

0

·xp(x, ·x) d·x = exp 	 
 (E2.9.4)

Now we redefine w as w = 20 log x. It can also be shown that

n(w) = �∞

0

·wp(w, ·w) d ·w = exp 	− 
 (E2.9.5)

The normalized lcr at level w, in dB, becomes:

n′(w) = n(w) = exp 	− 
 (E2.9.6)

where a = 10 log e.

The maximum of n(w) occurs at 2aµ1, as shown in Eq. (E2.9.5) and as illustrated
in Fig. E2.9. Therefore, the maximum lcr corresponds to the level W0 = 2aµ1, and
µ1 can be determined by the equation µ1 = W0/2a. Let

w = W1 = �8� aD1 + 2aµ1 (E2.9.7)

(w − 2aµ1)2

��
2(2aD1)2

2πD1
�

D2

(w − 2aµ1)2

��
2(2aD1)2

D2
�
2πD1

−(20 log x − 2aµ1)2

���
2(2aD1)2

D2
�
2πD1

( ·w − µ2)2

��
2D2

2

(w − µ1)2

��
2D1

2

1
�
2πD1D2
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Figure E2.9 Finding the parameters µ1, D1, and D2 from a measured
lcr curve.
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and substitute this term into Eq. (E2.9.6) to obtain the following:

n′(W1) = exp (−1) = 0.3678 (E2.9.8)

Hence, the value of D1 can be found, based on a normalized lcr value of 0.3678,
which corresponds to level W1, and can be expressed:

D1 = (E2.9.9)

The value of D2 can then be found by Eq. (E2.9.6), by letting W0 = 2aµ1:

D2 = 2πD1n(W0) (E2.9.10)

By using all these procedures together with Fig. E2.9, all three parameters, µ1,
D1, and D2, can be found from the measured lcr curve.

2.8 Duration of Fades

The duration of fades formula for mobile radio was first derived by Lee
[4]. The duration of a signal fade determines the probable number of
signaling bits that will be lost during the fade. The duration of the sig-
nal fade is affected by several factors, among which a primary factor is
the travel speed of the mobile-radio vehicle. The relation between the
average duration of the signal fade and the expected number of cross-
ings at a particular level Ψ per second can be stated:

expected amount of time where the 

n(ψ = Ψ) =
function ψ is below level Ψ within 1 s
average duration of fades below level Ψ in 1 s

or expressed by notation:

n(ψ = Ψ) = (2.74)

From Eq. (2.74), the average duration of fades below the level Ψ can be
calculated:

t�(ψ = Ψ) = (2.75)

Equation (2.75) shows that the cumulative probability distribution, the
lcr, and the average duration of fade are interrelated. Since two of them
are known, the third one can be determined.

P(ψ ≤ Ψ)
��
n(ψ = Ψ)

P(ψ ≤ Ψ)
��
t�(ψ = Ψ)

W1 − 2aµ1
��

�8�a
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Example 2.10 If the variable r is Rayleigh-distributed, as defined in Eq. (2.53),
and its time derivative ·r is Gaussian-distributed, according to the following defi-
nition:

p( ·r) = exp �− � (E2.10.1)

then both r and ·r are uncorrelated and the lcr at level R is expressed:

n(R) = �∞

0

·rp(R, ·r) d ·r

= p(R) �∞

0

·rp( ·r) d·r = exp �− � (E2.10.2)

The average duration of fades can then be obtained from Eq. (2.75), as follows:

t�(R) = = = (E2.10.3)

= 	exp �+ � − 1
 (E2.10.4)

2.9 Correlation Functions

Correlation functions are useful in analyzing the statistical parame-
ters of linear systems. The correlation technique can determine the
expected value of the product of two random variables, or of two ran-
dom processes. The terms “random variable” and “random process” are
defined as follows:

Random variable—A real-valued function x defined on a sample
space of points s is termed a “random variable” xs. For example, a
sample space representing the outcome for the flipping of a coin
would result in s = 2 (heads or tails). Correspondingly, the sample
space representing the outcome for the rolling of a single die would
result in s = 6 (any one of six sides of the die). Among s points, point
k (1 of s) is identified with an event, of flipping the coin or rolling the
die, as the case may be, and is expressed as a function: xs(k) = k. In
the case where a die is rolled and k = 3, then xs(k) = 3 is the expres-
sion for the event of rolling the die and obtaining a 3. The function
xs(k) is therefore a random variable. The use of the term “random
variable” to describe this type of function is in accord with tradition.

Random process—An extension of the concept of random variables
wherein a collection of time functions constitutes an ensemble
within the constraints of a suitable probability description. For
example, the joint probability density function p(x(t1), x(t2)), where

R2

�
2σ1

2
σ1

2�2�π�
�

σ2R

1 − exp �− �
2
R
σ

2

1
2��

��
n(R)

�R

0

p(r) dr
��

n(R)
P(r ≤ R)
�

n(R)

R2

�
2σ1

2

R
�
�2�π�

σ2
�
σ1

2

·r2

�
2σ2

2

1
�
�2�π�σ2
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x(t1) and x(t2) are two random variables occurring at two instants of
time, is the result of a random process x(t).

The correlation methodology that can be used will be either autocorre-
lation, if the two random variables are obtained from the same random
process, or cross-correlation, if they are obtained from different random
processes.

Autocorrelation

If two random variables x1 and x2 are obtained from the same random
process—e.g., if

x1 = x1(t) (2.76)

and x2 = x2(t) (2.77)

then the autocorrelation obtained from the ensemble average of the
product x1x2 can be defined as:

Rx(t1, t2) = E[x1x2] = �∞

−∞
dx1 �∞

−∞
x1x2p(x1, x2) dx2 (2.78)

The autocorrelation function for a stationary process, where the time t1

can be any value and the result depends only on τ, can be expressed:

Rx(t1, τ) = E[x(t1)x(t1 + τ)]

= Rx(τ) (2.79)

where

τ = t1 − t2

An autocorrelation function obtained from the time average of x(t)x(t +
τ) can be defined

�x(τ) = lim
T→∞

�T

−T
x(t)x(t + τ) dτ = 〈x(t)x(t + τ)〉 (2.80)

Additional properties of autocorrelation that may be worthy of con-
sideration are:

�x(τ) = Rx(τ) for an ergodic process (2.81a)

Rx(0) = E(x2) average power (2.81b)

Rx(τ) = Rx(−τ) even function (symmetry with respect to τ) (2.81c)

Rx(0) ≥ |Rx(τ)| maximal value when τ = 0 (2.81d)

1
�
2T
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Cross-correlation

If two random variables x and y are obtained from different random
processes—e.g., if

x1 = x(t1) (2.82)

and y2 = y(t1 + τ) (2.83)

and a stationary process is assumed, the cross-correlation obtained
from the ensemble average of x1 and y2, can be defined:

Rxy(τ) = E[x1y2] = �∞

−∞
dx1 �∞

−∞
x1y2 p(x1y2) dy2 (2.84)

Also, the cross-correlation obtained from the time average of x(t)y(t + τ)
can be defined:

�xy(τ) = lim
T→∞

�T

−T
x(t)y(t + τ) dt (2.85)

Additional properties of cross-correlation that may be worthy of con-
sideration are:

�xy(τ) = Rxy(τ)� (2.86a)

�yx(τ) = Ryx(τ)
for jointly ergodic processes

(2.86b)

Rxy(0) = Ryx(0) (2.86c)

Ryx(τ) = Rxy(−τ) (2.86d)

|Rxy(τ)| ≤ [Rx(0)Ry(0)]1/2 (2.86e)

When the two random processes are uncorrelated, then the following
expression applies:

Rxy(τ) = E[x1y2] = E[x1]E[ y2]

= Ryx(τ) (2.87)

The correlation function is not necessarily a function of time; it can
also be a function of antenna spacing, or of both time and spacing. The
extended correlation function for the two random variables time and
antenna spacing for two mobile-radio signals can be expressed [6]:

Rx(t1, t2; d1, d2) = E[x(t1, d1)x(t2, d2)] (2.88)

1
�
2T
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where ti and di are time and antenna spacing, respectively, and i = 1, 2.
The cross-correlation coefficient ρxy(τ) is defined:

ρxy(τ) = (2.89)

The autocorrelation coefficient ρx(τ) can be deduced from Eq. (2.89):

ρx(τ) = (2.90)

The range of ρxy(τ) or of ρx(τ) is:

|ρ(τ)| ≤ 1 (2.91)

The correlation coefficient is often used because it is a normalized
value by which to compare different signals within different systems.

2.10 Power Spectral Density 
and Continuous Spectral Density

The power spectral density is commonly referred to as the “power spec-
trum.” The power spectrum differs from the continuous spectrum as
follows. When a signal x(t) has a finite total energy

ET = �∞

−∞
x2(t) dt < ∞ (2.92)

then the power averaged over all time is zero and the distribution of
signal energy across the frequency band is described by the continuous
spectrum W( f), |W( f)|2. The continuous spectrum is expressed in Eq.
(1.24). When a signal x(t) whose total energy is infinite has a finite
average power

P = lim
T→∞

�T

0
x2(t) dt (2.93)

then the distribution of signal power across the frequency band is
described by the power spectrum S( f).

Therefore, the preferred method for calculating the power spectrum
of a random signal is to use power equations. The power P is defined:

P = lim
T→∞

= �∞

−∞
S( f) df (2.94)

where ET is defined:

ET = �T/2

−T/2
x2(t) dt = �∞

−∞
|XT( f)|2 df (2.95)

ET
�
T

1
�
T

Rx(τ) − mx
2

��
E[x2] − mx

2

Rxy(τ) − mxmy
���
�E�[x�2]� −� m�x

2� �E�[y�2]� −� m�y
2�
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By substituting the terms of Eq. (2.95) into Eq. (2.94), the following is
obtained:

P = lim
T→∞

�∞

−∞
|XT( f)|2 df = �∞

−∞
lim
T→∞

df (2.96)

From Eq. (2.96), the power spectrum S( f) can be calculated as follows:

S( f) = lim
T→∞

|XT( f)|2 (2.97)

The changing of the order that takes place in Eq. (2.96) (i.e., from
limiting and then integrating to integrating and then limiting) to
result in Eq. (2.97) is valid only for a special class of signal, i.e., the sum
of sinusoids. However, since mobile-radio signals belong to this class, as
mentioned in Chap. 1 [see Eq. (1.20)], it is proper and valid to use Eqs.
(2.94) through (2.97) to calculate the power spectrum of mobile-radio
signals.

The power spectrum derived from Eq. (2.97) can also be used to find
the correlation function:

S( f) = �∞

−∞
R(τ)e−jωτ dτ (2.98)

Then, on the basis of Fourier integral theory, the following is true:

R(τ) = �∞

−∞
S( f)ejωτ df (2.99)

Similarly, the Fourier transform method can be used to calculate the
cross-correlation function on the basis of cross-spectral densities:

Sxy(ω) = �∞

−∞
Rxy(τ)e−jωτ dτ (2.100)

Rxy(τ) = �∞

−∞
Sxy( f)ejωτ df (2.101)

where Sxy(ω) and Rxy(τ) can be complex functions and Sxy(ω) = S*yx(ω).
The continuous spectrum and power spectrum of mobile-radio signals
are described further in Chap. 6.

2.11 Sampling Distributions

If a random variable x is characterized by the probability distribution
function Fx(X) and we assume that x1, x2, x3, . . . , xN are observed sam-

1
�
T

|XT( f)|2

�
T

1
�
T
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ple values of x, then it follows that any quantity derived from the sam-
ple values xi will also be a random variable. Therefore, the mean value
of xi, using the form of Eq. (2.6), can be expressed:

x� = �
N

i = 1

(2.102)

When a random variable has the probability distribution function
Fx(X�), it can be referred to as the “sampling distribution” of x� and can
be found whether the variable x is Gaussian (normal) or nonnormal.

In cases where x is Gaussian-distributed, the mean value m and the
variance σ2 of x are defined by Eqs. (2.42) and (2.44), respectively. Con-
sequently, the sum of Gaussian variables also becomes a Gaussian
variable. The mean value m̂ and the variance σ̂2 of x� can be obtained as
follows:

m̂ = E(x�) = E 	 �
N

i = 1

xi

= E 	�

N

i = 1

xi
 = E(xi) = m (2.103)

σ̂2 = E[(x� −m̂)2] = E[(x� − m)2]

= E 	� �
N

i = 1

(xi − m)�
2



= E 	��

N

i = 1

(xi − m)�
2



= {NE[(xi − m)2] + 2N(N − 1)E[(xi − m)(xj − m)]} (2.104)

Since the sample observations xi are independent, then

E[(xi − m)(xj − m)] = E[xi − m]E[xj − m] = 0 (2.105)

and the following is obtained:

σ̂2 = E[(xi − m)2] = (2.106)

The standardized variable z for a Gaussian variable x is defined:

z = (2.107)
x − m
�

σ

σ2

�
N

1
�
N

1
�
N2

1
�
N2

1
�
N

1
�
N

1
�
N

xi
�
N
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and the probability that z is less than Z becomes:

P(z ≤ Z) = �Z

−∞
p(z) dz = �Z

−∞
exp �− � dz

= CZ + 0.5 (2.108)

where CZ is the percentage value obtained either from a table or by cal-
culation. The new standard variable z� of x� is also a Gaussian value and
can be expressed:

z� = = (2.109)

As a result of substituting z� for z in Eq. (2.108), the following is
obtained:

P(z� ≤ Z) = P� ≤ Z�
= P�x� ≤ + m� = CZ + 0.5 (2.110)

In the case where x is distributed by nonnormal means, Eq. (2.110) still
holds for x�, since the central limit theorem confirms that when the
sample size N becomes large (N > 10), the sampling distribution of 
the mean of sample x� approaches a normal distribution regardless of
the distribution of the original variable x.

Example 2.11 Assume that x is a random variable having a Gaussian distribu-
tion with a mean of 0.5 and a variance of 1.0. The limited samples of x are:

x1 = 0.5 V

x2 = 0.8 V

x3 = 0.3 V

x4 = 0.01 V

x5 = 0.95 V

1. What is the mean value of xi, that is, the x� of Eq. (2.102)?
2. What is the mean value of x�?
3. What is the variance of x�?
4. Find the 90 percent confidence interval of true mean E(x�) from the data

points. Note that P(−1.65 ≤ z ≤ 1.65) = 90% can be obtained from published
mathematical tables. The confidence interval is described in Sec. 2.12.

5. How tight is the 90 percent confidence interval?
a. Very tight
b. Moderately tight
c. Not very tight at all

Zσ
�
�N�

x� − m
�
σ/�N�

x� − m
�
σ/�N�

x� − m̂
�

σ̂

z2

�
2

1
�
�2�π�
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solution (see Fig. E2.11)

Given E(x) = E(xi) = 0.5, σx = [E(x2) − E2(x)]1/2 = 1, and E(x2) = 1.25.

1. The sample average (or the mean value of the limited samples) is:

x� = = 0.512 (E2.11.1)

2. The statistical average (or the mean value) of x� is:

E[x�] = E � � = E(xi) = 0.5 (E2.11.2)

An alternate approach:

E[x�] = ∫ x�p(x�) dx� = ∫ � � p(xi) dxi

= �
N

i = 1
∫ xip(xi) dxi

= �
N

i = 1

E(xi) = E(x) (E2.11.3)

3. The standard deviation σ̂x is obtained from Eq. (2.106):

σ̂x
2 = E[(x� − m̂)2] = E[(x� − m)2] = (E2.11.4)

and σ̂x = = 0.4472

4. The 90 percent confidence interval can be found as follows:

P(0 ≤ z ≤ 1.65) = 0.45 (E2.11.5)

P(−1.65 ≤ z ≤ 1.65) = 0.9 = 90% (E2.11.6)

Then, Eq. (2.109) provides:

z� = (E2.11.7)
x� − m̂
�

σ̂

1
�
�5�

σx
2

�
N

1
�
N

1
�
N

�
N

i = 1

xi

�
N

�
N

i = 1�
N

�
N

i = 1

xi

�
N

�
N

i = 1

xi

�
N
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Substituting Eq. (E2.11.7) into Eq. (E2.11.6) we obtain:

P �−1.65 ≤ ≤ 1.65� = P �−1.65 ≤ ≤ 1.65�
= P(−0.738 ≤ x� − m ≤ 0.738)

= P(x� − 0.738 ≤ m ≤ x� + 0.738)

= P(−0.226 ≤ m ≤ 1.25) = 90% (E2.11.8)

5. The 90 percent confidence interval based on five samples is not tight at all,
even though x� is very close to m. This means that the probability that the
value x� = 0.512, based on five samples, is very small.

2.12 Confidence Intervals

The range of a statistical interval within which a degree of certainty
can be determined between the true mean m and the sample mean x� is
called a “confidence interval.” This interval can be found by first con-
firming that

P(−Z1 ≤ z ≤ Z1) = �Z
1

−Z1

p(z) dz = 2CZ1
(2.111)

Knowing that this relationship exists, one can then extend Eq. (2.110)
to Eq. (2.111) to obtain:

P 	x� − ≤ m ≤ x� + 
 = 2CZ1
(2.112)

In Eq. (2.112), if 2CZ1
= 90%, then the confidence interval has a degree

of certainty of 90 percent. The value of Z1 can be found from Eq. (2.111)
by knowing CZ1

and the value of x� from Eq. (2.102). N is the number of
samples, and σ can be either a known value or the value of σx, calcu-
lated as follows:

σ x
2 = �

N

i = 1

(xi − x�)2 (2.113)

Therefore, the range of the statistical average for the true mean (m̂ = m)
can be obtained from Eq. (2.112):

x� − ≤ m ≤ x� + (2.114)
Z1σ
�
�N�

Z1σ
�
�N�

1
�
N − 1

Z1σ
�
�N�

Z1σ
�
�N�

x� − m
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Example 2.12 A Gaussian variable x has a mean value of 3 V and a variance σ2

of 1 V. What is the probability that x is within 2σ of its mean value?

solution (see Fig. E2.12)

Given σ2 = 1 V and m = 3 V, the probability density function is:

p(x) = exp 	− 

= exp 	− 
 (E2.12.1)

From the normal error curve, the value of

P(x1 ≤ z ≤ x2) = �x2

x1

exp �− � dz (E2.12.2)

which can be found in published mathematical tables, can be expressed:

P(0 ≤ z ≤ 2) = 0.4733 (E2.12.3)

Hence,

P(m − 2σ ≤ x ≤ m + 2σ) = P(1 ≤ x ≤ 5) = 2 × 0.4733

= 94.66% (E2.12.4)

2.13 Error Probability

The probability density functions for different random variables have
been previously discussed in Sec. 2.6, where it was shown that the
binomial distribution calculation is frequently used to calculate the
signaling-error rate in transmitting repetitive bits, or the signaling-
error rate in transmitting repetitive words. By analysis, the error prob-
ability for transmitting 1 bit is derived.

To analyze the probability of bit error, consider the case where two
random variables y1 and y0 are involved, as illustrated in Fig. 2.6. The

z2

�
2

1
�
�2�π�σ

(x − 3)2

�
2

1
�
�2�π�σ

(x − m)2

�
2σ2

1
�
�2�π�σ

90 Chapter Two

Figure E2.12 Reference data for
Example 2.12.

Statistical Communications Theory

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.



random variables correspond to their respective intended digits 1 and
0 as follows:

y1 = + x > 0 digit 1 (2.115)

y0 = + x < 0 digit 0 (2.116)

where x is the random noise and y1 and y0 form a bipolar pulse. The
probability density functions p(y1) and p(y0) are related to p(x) of the
random variable x, as shown in Fig. 2.6 and discussed in Sec. 2.6.

In this case, the probability for conversion error is:

Pe1
= P( y1 < 0) = P� + x < 0� (2.117)

Pe0
= P( y0 > 0) = P �− + x > 0� (2.118)

and the net error probability becomes:

Pe = P1Pe1
+ P2Pe0

(2.119)

where P1 and P2 are the digit probabilities at the transmission source,
and where they are usually, but not necessarily, equal. In either case,
the relationship P1 + P2 = 1 is held to be true, since one or the other
must be transmitted.

A
�
2

A
�
2

−A
�
2

A
�
2
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Equation (2.119) is also referred to as the “bit-error rate” and its
application to mobile-radio digital communication is described in
Chap. 8.

2.14 Impulse Response Measurements

The measurement of the impulse response h(t) of a given channel can
be carried out by two approaches.

1. Transmit a strong impulse and then measure the impulse response at
the receiving end.

The impulse S(t) in time is

S (t − t0) = �∞ when t = t0

0 when t ≠ t0
(2.120)

The frequency response of an impulse A ⋅ S (t − t0) is

�∞

−∞
A ⋅ S(t − t0) e−jωt dt = A (2.121)

Eq. (2.121) shows that the impulse energy will be spread across a
very wide frequency band with a constant spectrum amplitude A. It
is sometimes called black modulation, which will interfere with
other frequency bands and cannot be tolerated by the industry.

2. Transmit a pseudonoise code.
The pseudonoise code x(t) is like white noise. The impulse

response h(t) from the medium (channel) or system can be obtained
by sending a pseudonoise code that only needs low power, but the
bandwidth needed is broader. In the receiver, there is a correlator,
which consists of two parts, multiplier and averager, as shown in
Fig. 2.7.
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At the multiplier:

z(t) = [x(t − td)] [h(t) ∗ x(t)]

= x(t − td) �∞

−∞
h(λ) x(t − λ) dλ (2.122)

At the averager:

z�(�t�)� = �∞

−∞
h(λ) ⋅ E[x(t − td) x(t − λ)] dλ (2.123)

where

E[x(t − td) x(t − λ)] = Rx (λ − td) (2.124)

Since x(t) is the pseudonoise code

Rx (λ − td) = (η/2) S(λ − td) (2.125)

where η/2 is the power spectrum of x(t).
Therefore, z�(�t�)� from Eq. (2.123) becomes

z�(�t�)� = �∞

−∞
h(λ) S(λ − td) dλ = h(td) (2.126)

Now the impulse response h(t) of the medium (suburban or urban or
open area) is obtained from Eq. (2.126). Also, the time td is found as
the time delay spread of the impulse response at the reception.

2.15 Equalizers

The time delay spread causes intersymbol interference (ISI). An equal-
izer is a device that can remove all time delayed waves. Thus, the ISI
can be reduced.

Let the desired symbol sequence be {xk}. When received, the {xk} can
become an errored one {zk}. Therefore, {zk} is the unequalized input to
the equalizer, as shown in Fig. 2.8, in order to keep the sequence {xk}
undistorted. The equalizer is used with the 2N + 1 T-second taps, where
N is the number of taps at one side from the center tap. The (2N + 1)
tap coefficients are c−N, c−N + 1, . . . c−1, c0, c1, . . . cN − 1, cN. We may denote
them by {cn}. The output symbols x̂k of the equalizer are in terms of the
input {zk}

x̂k = �
N

n = −N

cn zk − n k = −2N . . . 2N (2.127)

η
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η
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The matrix representation of {x̂k}, {zk}, and {cn} can be expressed as

X̂ = 	 
 C = 	 
 (2.128)

and

Z = (2.129)

We may use the vector representation

X̂ = ZC (2.130)

The criterion for selecting the proper cn is either based on the peak dis-
tortion or mean square distortion.

0
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Minimizing the peak distortion 
(the zero-forcing equalizer) [7]

Calculate the tap coefficients cn so that

x̂1 = 1 k = 0

x̂k = 0 k ≠ 0

There are 2N + 1 simultaneous equations from Eq. (2.130) to solve for
obtaining all the proper tap coefficients cn. The block diagram of channel
with zero-forcing equalizer is shown in Fig. 2.9. C(z) is the z-transform of
the {cn}

C(z) = �
∞

n = −∞

cnz−n

and F(z) is the z-transform of the linear filter model corresponding to
the channel response h(t).

Let the transfer function C(z) in Fig. 2.9 be the inverse filter to the
channel response F(z).

C(z) = (2.131)

Then the output {x̂k} is distorted by the AWGN only after it is received.
Thus, the output {x̂k} is only slightly distorted from the input {xk}. The
AWGN (additive white Gaussian noise) is described in Chap. 16.

Minimizing mean-square error 
(MSE algorithm)

The tap coefficients {cn} of the equalizer are adjusted to minimize the
mean-square error

εk = xk − x̂k (2.132)

1
�
F(z)
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The performance index for the MSE criterion is expressed by J, as

J = E{|εk|2} (2.133)

There are 2N + 1 simultaneous equations in Eq. (2.133) to solve for
obtaining proper {cn}.

Making an automatic equalizer

Pretraining equalizer. Transmit a training sequence (known at the
receiver) and compare with the locally generated known sequence. The
difference between the two sequences are used to adjust the tap coeffi-
cients {cn}. For example, xk is the known training sequence, and ̂xk is the
received training sequence at the output of equalizer shown in Eq.
(2.130).

Adaptive equalizer. The coefficients are continually and automatically
adjusted as a decision feedback scheme. The adaptive equalizer can
work well if the adaptive can reduce the errors. If the adaptive cannot
allow the channel errors to converge, the poor performance occurs. The
disadvantage of having a training sequence is the constant repetition
at a given break in transmission. In a time-varying channel such as the
mobile unit, the field {cn} kept over a time break can generate ISI.

A common solution is to have a training sequence at the initial stage
to provide a good channel error reduction. Then let the adaptive algo-
rithm follow—when the adaptive algorithm is not working, hopefully
the next train sequence will have already arrived.

Discussion of the equalizer

The equalizer has to be evaluated based on the number of taps. Each
tap is spaced at the symbol interval T. For the design of the equalizer,
the odd number of taps is chosen.

From the specification of GSM (global systems mobile, a European
digital cellular standard) the equalizer is designed to reduce ISI errors
within 16 µs. The transmission rate is 270 kbps, then the symbol inter-
val T = 3.7 µs. The required number of taps is 5 (i.e., N = 2). From the
specification of the North America TDMA, the equalizer is designed to
reduce ISI errors within 60 µs. Since the transmission rate of symbols
is 24 ksps, the symbol interval T = 40 µs. The required number of taps
is 3 (i.e., N = 1). As number of taps 2N + 1 increases, the equalizer oper-
ates as a discrete-transversal filter that spans a time interval of 2NT
seconds. When the mobile is at a standstill, the larger number of taps
can be beneficial, since the delay spread pulses between two adjacent
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symbols are alike. It is a time-invariant channel. The long delay due to
the large number of taps does improve the solution. But when the
mobile is moving, the environment is a time variant channel. Then 
the large number of taps causes a long time span in the equalizer, and
the solution of finding the tap coefficients {cn} may not be convergent
due to this long span.

Problem Exercises

1. In determining the binomial distribution, what method is used to obtain
the mean of n, Eq. (2.65), and the variance of σn

2, Eq. (2.66)?

2. Show how the mean of g(x) in Example 2.6 is obtained:

E[g(x)] = g(η) + g″(η) (P2.2.1)

and how the standard deviation σg(x) of g(x) is obtained:

σg(x) = 	g′2(η)σ2 − 

1/2

(P2.2.2)

3. In the case of bipolar pulses (−A/2, A/2), both y0 and y1 in Eqs. (2.117) and
(2.118) are Gaussian, and either symbol (0 or 1) has an equal probability of
being transmitted. Show that the error probability with noise power 〈x2〉 = N is:

Pe = erfc � � (P2.3.1)

where erfc represents the complementary error function. If the bipolar pulse is
replaced by an on-off pulse (0, A), what effect will this have on error probability?

4. Figure P2.4 illustrates a typical long-term-fading signal with Gaussian
distribution characteristics. Find the mean and variance for a sampling of sig-
nal data w, using the method described in Example 2.9.
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5. Figure P2.5 illustrates a portion of the noise spectrum that is flat over a
frequency bandwidth of −B to B, with a two-sided spectral density of η/2. Prove
that its correlation is:

R(τ) = ηB (P2.5.1)

6. If r1 and r2 are two independent Rayleigh variables with the ratio of r1 to r2

denoted by R = r1/r2 and the ratio of 〈r1
2〉 to 〈r2

2〉 denoted by Γ = 〈r1
2〉/〈r2

2〉, prove
that the probability density function pR2(x) is

pR2(x) =

If R′ = r2/r1, what will pR′2(x) be?

7. The random variables x1, . . . , xn are Gaussian and independent, with
mean η and variance σ2. The sample variance can be expressed as

v� =

Show that

E[v�] = σ2

E[v�2] = σ4

8. The total number of mobile-telephone-call noncompletions in a day is a
Poisson-distributed random variable with parameter a. The probability that an
incomplete call occurs equals p. With n representing the number of incomplete
calls in a day, show that

E[n] = pa

P(n = m) = �
∞

k = m

e−a � �pmqk − mk
m

ak

�
k!

n2 − 1
�

n2

n − 1
�

n

(x1 − x�)2 + (x1 − x�)2 + ⋅ ⋅ ⋅ + (xn − x�)2

����
n

Γ
�
(Γ + x)2

sin (2πBτ)
��

2πBτ
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9. Let x be a Gaussian random variable with a mean of 0.5 and a variance of
1.0. The limited samples are

x1 = 0.3, x2 = 0.75, x3 = 0.2, x4 = 0.05, x5 = 0.85

For these data, answer the questions asked in Example 2.11.
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Chapter

3
Path Loss over Flat Terrain

3.1 Predicting Path Loss
by the Model-Analysis Method

In the analysis of radio-wave propagation for mobile communication,
one of the major parameters of interest is propagation-path loss. A
measure of propagation-path loss is the difference between the effec-
tive power transmitted and the average field strength of the received
signal. The field strength of the received signal is an indication of the
relative signal amplitude at the transmitted carrier frequency. As pre-
viously discussed in Chap. 1, the field strength recorded at the location
of a moving mobile receiver fluctuates as a result of the effects of vari-
ous multipath phenomena.

The average field strength can be calculated by averaging the random
trial samples of instantaneous field-strength measurements recorded
over a certain path length or distance. The variations in the average
field strength are referred to as “long-term” fading; the short-term fad-
ing effects of multipath phenomena, which may be readily observed in
the trial samples, are practically unnoticeable in the average-field-
strength calculations.

General features and roughness of the terrain contour and the occa-
sional scatterers along the distant portions of the propagation path
tend to defocus the energy reaching the mobile receiver, and this also
contributes to the overall path loss. The more substantial differences in
terrain and the unique properties of individual scatterers can cause
the path losses to be somewhat different in each of the respective areas
studied.

The following factors should always be considered in attempting to
predict the propagation-path loss for a particular mobile-radio envi-
ronment.
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Radio horizon

The typical maximum range for a mobile-radio propagation path is
around 15 statute miles (24.1 km), depending upon the height of the
transmitting and receiving antennas and the characteristics of the inter-
vening terrain.A base-station antenna is usually installed 100 ft (30.5 m)
or more above ground level. The mobile antenna is nominally 10 ft (3 m)
above ground level. When these typical antenna heights are present, the
maximum true distance dt from the base-station transmitting antenna to
the radio-path horizon can be calculated. The relationship between
antenna height and maximum true distance is illustrated in Fig. 3.1.

The true distance dt and the actual distance da are expressed:

dt = � �
1/2

mi (3.1a)

d′t = 2.9� �
1/2

km (3.1b)

da = (2h)1/2 mi (3.2a)

d′a = 2.9(2h′)1/2 km (3.2b)

where h is in feet, dt and da are in miles, h′ is in meters, and d′t and d′a
are in kilometers.

The actual distance da is of primary concern, since it represents the
actual distance measured along the surface of the terrain. If we
assume that the base-station antenna height h1 is 100 ft (30.5 m), then
the actual distance da1 is 14 mi (22.5 km). If we further assume that the
mobile antenna height is 10 ft (3 m), then the actual distance da2 is 4.5
mi (7.24 km). In this example, the total actual distance da of the propa-
gation path will be:

3h′
�
2

3h
�
2
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Figure 3.1 Antenna height vs. trans-
mission distance.
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da = da1
+ da2

14.0 + 4.5 = 18.5 mi (29.77 km)

The total actual distance (da = 18.5 mi or 29.77 km) can be considered
to be the radio-path horizon, and a propagation path that is shorter
than 18.5 mi will be above the horizon and therefore will not experi-
ence path loss attributable to the curvature of the earth.

Propagation-path distances that extend beyond the radio horizon suf-
fer additional path loss due to signal blockage by the earth’s surface.
However, propagation loss as a function of distance beyond the limits
imposed by the radio horizon makes it possible to reject unwanted sig-
nals, thus reducing the potential for cochannel interference.

Sky reflections

Practically no mobile-radio propagation loss is attributable to sky
reflections, because of the short ranges that are involved. Therefore,
the major parameters of propagation loss are determined by earth or
ground reflections and the scattering effects of buildings, structures,
vehicles, and trees.

Signal averaging

Considering the relatively short range of mobile-radio transmissions, it
is important to determine the average field strength of the received sig-
nal within a small angular sector at about 0.25-mi intervals over a dis-
tance of from 1 to 18 mi. This will provide a sufficient number of samples
for a fine-scaled, detailed analysis of propagation-path loss characteris-
tics along a given route.

Terminal in motion

In mobile-radio communication, the base station is normally at a fixed
location while the mobile subscriber’s terminal is free to travel. There-
fore, a significant amount of the propagation-path loss is directly related
to the general area in which the mobile unit is traveling.This establishes
a set of variables for propagation-path loss that are different from those
associated with radio communication between two fixed terminal loca-
tions, where the elements that cause signal fading are more predictable.
Consequently, in mobile-radio situations, a more dynamic range of field-
strength variations is expected at the mobile receiving location. The
propagation-path loss characteristics that are attributable to the travel-
ing mobile unit can be classified according to the different general areas
in which they occur.
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Mobile-unit antenna height

The typical height of the mobile-unit antenna is about 10 ft above the
ground plane. Because of this relatively low height, the antenna is
usually surrounded by a variety of different types of nearby scatter-
ers, both moving and stationary. The resulting effects on propagation-
path loss are significantly higher than those that occur in free-space
propagation.

Effect of surface waves

Imperfectly conductive ground surfaces can produce surface waves in
the region extending a few wavelengths above the ground plane at low
frequency. For antenna heights many wavelengths above ground or fre-
quencies 5 MHz and greater, the effects of surface waves are negligible
and can be disregarded when calculating propagation-path loss in a
mobile-radio environment [1].

Mobile-radio propagation-path loss is uniquely different from the
kinds of path losses experienced in other communication media. The
challenge to the designer is to develop a system that will operate 
satisfactorily within the constraints of recognized and predictable
path-loss considerations, while providing the desired levels of mobile-
telephone communication quality. It is possible to construct theoreti-
cal models based on analytical studies of measured data obtained in
the mobile-radio environment that are representative of a prede-
fined, fixed set of data parameters for prescribed situations. By com-
paring random samples of measured data against the appropriate
model, predictions of propagation-path loss can be made with confi-
dence and with a greater probability of success. This technique is
growing in popular acceptance, since it saves considerable time and
labor and provides predictable results within a range of acceptable
limits.

3.2 Propagation Loss—Over Smooth Terrain

When energy is propagated over a smooth surface, specular reflection
can be expected to occur and usually results in one reflected wave
arriving at the mobile receiver, as shown in Fig. 3.2(a). Irregularities in
the contour of an otherwise smooth, flat terrain will produce scattered
reflected waves varying in number according to the number and loca-
tion of such irregularities, as shown in Fig. 3.2(b) and (c). The proper-
ties of propagation loss over smooth terrain are discussed in greater
detail in the following paragraphs.

The specular reflections from a smooth surface conform to Snell’s
law, which states that the product of the refraction index N1 and the
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cosine of the grazing angle (cos θ) is constant along the path of 
a given ray of energy. This relationship is illustrated in Fig. 3.3.
Since N1 is always the same for both the incident and reflected
waves, it follows that the incident and reflected wave angles are also
the same.

Reflection coefficient

The ratio of the incident wave to its associated reflected wave is called
the “reflection coefficient.” The generalized Fresnel formulas for hori-
zontally and vertically polarized radio waves [2] can be used to deter-
mine the power and boundary relationships of transmitted, incident,
and reflected radio waves conforming to Snell’s law. These relation-
ships are shown in Fig. 3.4. By disregarding that part of the transmit-
ted wave that is transmitted into the ground, the formulas can be
applied, in terms of the incident and reflected waves, to calculate the
reflection coefficient:

ahe−jφh = (horizontal) (3.3)

ave−jφv = (vertical) (3.4)

where

εc = εr − j60σλ (3.5)

εc sin θ1 − (εc − cos2 θ1)1/2

���
εc sin θ1 + (εc − cos2 θ1)1/2

sin θ1 − (εc − cos2 θ1)1/2

���
sin θ1 + (εc − cos2 θ1)1/2
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Figure 3.2 Contour irregularities that affect radio-wave scattering.

Figure 3.3 Smooth-surface reflections.

(a) (b) (c)
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and where the permittivity εr is the principal component of the dielec-
tric constant εc and σ is the conductivity of the dielectric medium in
siemens per meter and λ is the wavelength.

Some typical values of permittivity and conductivity for various com-
mon types of media are shown in the following table:

Medium Permittivity εr Conductivity σ, S/m

Copper 1 5.8 × 107

Seawater 80 4
Rural ground (Ohio) 14 10−2

Urban ground 3 10−4

Fresh water 80 10−3

Turf with short, dry grass 3 5 × 10−2

Turf with short, wet grass 6 1 × 10−1

Bare, dry, sandy loam 2 3 × 10−2

Bare, sandy loam saturated with water 24 6 × 10−1
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Figure 3.4 Wave relationships for hori-
zontally and vertically polarized radio
waves: (a) perpendicular (horizontal)
polarization (may result from building
reflection); (b) parallel (vertical) polariza-
tion (may result from ground reflection).

(a)

(b)
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For ground reflections in a mobile-radio environment, the permittiv-
ity εr of the dielectric constant εc is always large, and the angle θ1 is
always much less than 1 rad for the incident and reflected waves. When
the incident wave is vertically polarized, then Eq. (3.4) can be applied,
as illustrated in Fig. 3.4(b), with the result that

av � −1 (3.6)

When the incident wave Ei is horizontally polarized, then Eq. (3.3) can
be applied, as illustrated in Fig. 3.4(a), with the result that

ah � −1 (3.7)

In both of these cases, the actual value of the dielectric constant εc

does not have a significant effect on the resultant values of av and ah,
which are symbolically the same as ai in Eq. (1.20) of Chap. 1. It should
be noted that Eqs. (3.6) and (3.7) are valid only for smooth terrain con-
ditions, where θ1 << 1.

In the analysis of reflections from highly conductive surfaces of
buildings and structures, the imaginary part of the dielectric constant
εc is very large, and the following are true:

av � −1 θ very small

av � 1 θ close to (2n + 1)π/2 (3.8)

and ah � −1 either θ very small or εc very large (3.9)

Again, as in Eqs. (3.6) and (3.7), the actual value of the dielectric con-
stant εc does not affect the resultant values of av and ah in Eqs. (3.8) and
(3.9), the values which are denoted ai in Eq. (1.4) of Chap. 1.

When the incident wave Ei is vertically polarized (but horizontally
with respect to the building walls) and the reflected wave is from a
highly conductive surface, as in Fig. 3.4(a), then the reflection coeffi-
cient ah is always approximately equal to −1, as shown in Eq. (3.9).

Figure 3.5 illustrates a hypothetical situation that is typical of an ideal
mobile-radio environment. The surface of the terrain is smooth, and only
one highly conductive building is reflecting the transmitted wave.

The received signal at the mobile unit can be calculated from the sta-
tionary properties of the energy rays by using Fermat’s principle and
by applying Snell’s law:

Er = Ei (1 − e−jβ ∆d1 + ahe−jβ ∆d2) (3.10)

where ∆d1 and ∆d2 are the propagation-path differences, defined:

∆d1 = d1 − d

∆d2 = d2 − d
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Also the incident angle θ is very small for the ground reflected wave.
It is also proper to rewrite Eq. (3.10) in terms of time delay:

Er = Ei(1 − e−jω ∆τ1 + ahe−jω ∆τ2) (3.11)

where

∆τi =

and where vc is a constant equal to the speed of light.

3.3 Propagation Loss—Over Rough Terrain

To be able to predict the behavior of radio signals propagated over
rough terrain, it is first necessary to define the criteria for determining
the various degrees of roughness. The generally accepted criterion for
determining roughness is the “Rayleigh criterion.” A classic example of
the effects of surface roughness on two rays of energy is illustrated in
Fig. 3.6.

∆di
�
vc
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Figure 3.5 Reflections typically found in an ideal mobile-radio environment.

Figure 3.6 Surface roughness model for Rayleigh criterion.
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Consider the two rays impinging on a rough surface characterized by
ruts and ridges of varying height. The angle of the incident and
reflected rays is called the grazing angle (θ), and the path difference ∆d
between the two rays is:

∆d = 2H sin θ (3.12)

The phase difference between the two rays is expressed:

∆ψ = β ∆d = ∆d = sin θ (3.13)

When the phase difference ∆ψ is very small, the implication is that the
difference in the height of the reflecting surfaces is also very small, and
effectively, the surface is considered to be smooth. For the opposite con-
dition, extreme roughness, the phase difference ∆ψ is equal to the value
π, and the resultant signal from the two reflected rays with the same
reflection coefficient ai can be expressed:

aie jψ + aie j(ψ + ∆ψ) = ai − ai = 0 (3.14)

In practice, the extreme case for roughness, as shown in Eq. (3.14), is
used infrequently, and a more arbitrary choice is the value π/2, which
distinguishes a rough surface from a smooth surface. Rayleigh’s crite-
rion for roughness:

∆ψ > (3.15)

Substituting ∆ψ = π/2 into Eq. (3.13) and replacing h with hR yields the
following:

HR = (3.16)

The criterion for roughness then becomes:

H > HR

The calculation of the roughness of a surface is primarily affected by
the height of the irregularities, since the grazing angle for mobile-radio
signals is relatively small. However, other criteria are sometimes used
based on ∆ψ = π/4 or ∆ψ = π/8, which are described in other literature
on the subject [3, 4]. Because the grazing angle θ for mobile-radio prop-
agation is very small. Eq. (3.15) can be replaced by:

HR = (3.17)
λ

�
8θ

λ
�
8 sin θ

π
�
2

4πH
�

λ
2π
�
λ
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The range d1 out from the vicinity of the mobile unit for averaging the
actual terrain height can be obtained by

d1 = k1 ⋅ (3.18)

where k1 is usually one. But sometimes k1 is less than one. The range d1

is shown in Fig. 3.6. For example, if θ = 0.5° and λ = 0.353 m (for a fre-
quency of 850 MHz), then HR = 5.06 m.

In reality, ground surfaces are not smooth, but usually contain very
gentle undulations. In the mobile-radio environment, the grazing angle
is typically very small and the vector that is normal for the mean plane
of a rough surface is also normal for the vectors associated with small
irregularities or humps in the surface contour.

Propagation over an undulating surface is illustrated in Fig. 3.7. The
scattered field Es arriving at point P, the wave front at the mobile
receiving antenna, can be calculated by using the Helmholtz integral
method. The scattered field, for purposes of simplification, can be
expressed in terms of two dimensions, x and z, assuming there are no
ground variations in the y axis. The distance d1 extends from the scat-
tering point Q along the x and z axes to the point of observation P. The
normal vector to the mean plane is n, and the incident wave is E. As
determined by the Helmholtz integral method, the scattered field
received at point P over the rough surface expressed by z = S(x) is

ES(P) = �
S
�E − ψ � dS

= �L2

L1
�E − ψ � dx (3.19)

where

ψ =
e−jβd1

�
d1

∂E
�
∂n

∂ψ
�
∂n

y1 − y2
�

4π

∂E
�
∂n

∂ψ
�
∂n

1
�
4π

HR
�
tan θ
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Figure 3.7 Propagation effects over an undulating surface.
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For scattered plane waves, a number of which are usually assumed to
be incident at the mobile receiving antenna, d1 >> λ, and the following
relationship holds true:

βd1 = βd0 − βd′ cos φ (3.20)

where d0 is the direct-path distance between the base-station antenna
and the mobile receiving antenna and d′ is the distance from the base-
station antenna to the scattering point Q. E is the incident wave, and
∂E/∂n is the normal derivative of S. Point P can be assumed as the posi-
tion of the mobile unit.

When the Helmholtz integral method of Eq. (3.19) is used to calcu-
late the scattered field over a rough surface at the point of reception, it
is necessary to first determine the value of the rough surface S(x). The
value of S(x) can be determined in two ways—by approximation, or by
normal distribution. The approximation method assumes that the
characteristics of the rough surface S(x) are random and that the
radius of the curvature of the surface irregularities is usually large in
relation to the wavelength of the incident wave. Under this condition,
the Es field can be approximated:

Es = (1 + a e jβ(d′ + d1 − d0))E (3.21)

where a is the reflection coefficient of a smooth plane [5]. By applying
Maxwell’s equation, the magnetic field Hs can be approximated:

Hs = (1 + a e jβ(d′ + d1 − d0))H (3.22)

Normally distributed surface characteristics

The S(x) value for a normally distributed surface can be expressed:

E[S(x)] = 0 (3.23)

The summing up of a large number of variates produces a Gaussian
distribution with a density probability as shown in Eq. (2.41) of Chap.
2. Similarly, if z = S(x) and the standard deviation of z is σz, then the
probability density function for a normally distributed surface can be
expressed:

pz(z) = exp �− � (3.24)

The expected value of the scattered field expressed in Eq. (3.19) can be
found from Eq. (2.42), as follows:

µ1 = E[Es(P)] = �∞

−∞
Es(P) p(z) dz (3.25)

z2

�
2σz

2

1
�
σz �2�π�
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and the expected value for the scattered-field power can be expressed:

µ2 = E[Es(P)Es*(P)] = �∞

−∞
|Es(P)|2p(z) dz (3.26)

Therefore, the standard deviation of the scattered field Es(P) is

σEs = (µ2 − µ1
2)1/2 (3.27)

The solution to Eq. (3.19) is used to obtain the solutions of Eqs. (3.25)
and (3.26), which are not easily solved, even when the incident field E
is known. Fortunately, the approximation obtained by Eq. (3.21) is close
enough for meaningful analysis of the scattered field in a mobile-radio
situation.

Different deviations corresponding to different levels of surface
roughness σz are illustrated in Fig. 3.8. σz = 0 indicates a smooth sur-
face and σz >> λ indicates a rough surface. The effects of the different
levels of roughness on the scattering pattern of Eq. (3.26) are quanti-
tatively shown in Fig. 3.8.

Example 3.1 The accuracy of path-loss predictions is affected by surface irregu-
larities and by the wavelength of the transmitted signal. A typical situation is
illustrated in Fig. E3.1. The following questions are based on the assumption
that the maximum height of the irregular surface is 25 ft, as shown in Fig. E3.1,
and the wavelength of the transmitted signal is 850 MHz (λ = 1.16 ft). Under
these given conditions:

1. What is the grazing angle θ of the incident wave shown in Fig. E3.1?
2. Based on the grazing angle of the incident wave, what is the minimum spac-

ing S that will result in two reflected waves?
3. If the actual spacing S is less than the minimum spacing of question 2, will

the surface be considered rough or smooth?

solution

1. The grazing angle of the incident wave relative to a smooth surface is
obtained by using the Rayleigh criterion of Eq. (3.17), as follows:
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Figure 3.8 Effects of different types of surface roughness on radio-
wave propagation.
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θ < θR = = = 0.0058 rad = 0.332° (E3.1.1)

2. Based on the grazing angle of θ < 0.332°, the minimum spacing S, shown in
Fig. E3.1, can be calculated as follows:

S = 2 = 2 = 8620 ft (E3.1.2)

3. If the actual spacing S is less than the minimum calculated value in ques-
tion 2 (8620 ft), then one of the two reflected waves will be obstructed by the
hump, and the surface can be considered a smooth one.

Surface roughness is a function of distance

Let the antenna height at the base station be hi, the distance between
the base station and the mobile unit d, and the incident angle θ as
shown in Fig. 3.5.

Then

θ = (3.28)

Substituting Eq. (3.28) into Eq. (3.17) yields

HR = = k ⋅ d (3.29)

where

k = (3.30)

Let λ = 0.333 m (at 900 MHz), h1 = 30 m, and h2 = 2 m; then k =
0.0013. Equation (3.29) is plotted in Fig. 3.9, which indicates the region
for the flat terrain criterion. It shows that, further out in distance, the
flat-terrain-criterion region can tolerate higher terrain height. There-
fore, in considering the rough terrain at a distance of 10 km, the terrain

λ
��
8(h1 + h2)

λd
��
8(h1 + h2)

h1 + h2
�

d

25
�
0.0058

h
�
tan θ

1.16 ft
��
8 × 25 ft

λ
�
8hR
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Figure E3.1 Reference data for Example 3.1.
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height has to be more than 13 meters in meeting the rough terrain cri-
terion. Also, HR is lower when h1 + h2 is higher, as seen from Eq. (3.29).

The resolution interval of terrain data

The resolution interval of terrain data is always in our consideration
for predicting the signal strengths. If the interval is very small, too
many data points need to be stored in the database, which takes longer
time to calculate the prediction of signal strength at each data point.
Here is a method to use for justifying the resolution interval. Let the
resolution interval be ∆d and the corresponding increasing in rough-
ness height be ∆HR. Then:

= = = k (3.31)

In Fig. 3.9, ∆HR = 0.0013∆d. For ∆d = 100 m, then ∆HR = 0.13 m. For 
∆d = 50 m, then ∆HR = 0.075 m.

Assume that, at the increment ∆d = 100 m, the real terrain height
increment is ∆H = 0.11 m.

∆H > ∆HR

We have to use the data based with the smaller increment ∆d = 50 m,
from which we obtain ∆HR = 0.075 m. Under this condition, ∆H is
smaller than ∆HR, and the resolution interval is justified.

λ
��
8(h1 + h2)

∆HR
�
∆d

HR
�
d
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Figure 3.9 Flat terrain criterion.
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Analysis of the active scattering region

Careful analysis of the first Fresnel zone can confirm, with high proba-
bility, any region suspected of active scattering. The waves reflected
within the first Fresnel zone typically have a phase difference of less
than π/2 from the direct ray, as illustrated in Fig. 3.10 and by the fol-
lowing equation:

(d′ + d1) − d0 = (3.32)

The elliptic zone in the ground plane xy is determined by the intersection
of that plane with an ellipsoid of revolution having as its foci terminals
a and b. Equation (3.28) is the expression for an ellipsoid of revolution.
Finding the elliptic zone is a relatively straightforward but tedious pro-
cedure. The solution for determining the center of the ellipse is:

x0 = �1 − � (3.33)

and θ = tan−1

The solution for determining the area of the elliptic zone is

A = (3.34)

The family of curves that are obtained from Eq. (3.30) is shown in Fig.
3.11. As an example, if h1 = 100 ft (the height of the base-station
antenna), h2 = 10 ft (the height of the mobile antenna), and r = 4 mi, then
the active scattering region has a radius �A�/π� of approximately 989 ft.

3/2
���
[1 + (h1 + h2)2/λr]3/2

πr�λ�r�
�

4

h1 − h2
�

r

tan θ
���

��
λ
r
/4
� + sec θ�

2

− 1

r
�
2

λ
�
4
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Figure 3.10 Wave reflections within the first Fresnel zone.
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3.4 Two-Wave Model [6]—Explaining Mobile
Radio Path Loss and Antenna Height Effects

The mobile radio path loss and the effects of antenna height on the
scattered field Es can be evaluated by using the characteristics of the
scattered field, as previously shown in Eq. (3.21):

Es = (1 + a e jβ(d′ + d1 − d0))E (3.21)

where E is the direct wave received at the mobile antenna and a is the
reflection coefficient. Because of the free-space propagation-path loss,
E is linearly attenuated in proportion to the distance d:

|E|2 ∝ (3.35)

If there are no reflected waves, a in Eq. (3.21) equals zero. Under this
condition, according to Friis’ free-space propagation-path-loss formula,
the average received power at the mobile would be:

Pr = = P0� �
2

(3.36)
1

�
4πd/λ

|E|2

�
2η0

1
�
(d/λ)2
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Figure 3.11 Graphical analysis of scattering within the first Fres-
nel zone.
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where P0 = PtGtGm

η0 = intrinsic impedance of free space
Pt = transmitted power
Gt = gain of the transmitting antenna

Gm = gain of the receiving antenna

Assuming that a vertically polarized wave is transmitted and two
waves (direct and reflected) are observed along the propagation path,
then the small difference ∆Φ caused by the difference between the two
ray paths ∆d can be expressed:

∆Φ = β ∆d (3.37)

From Eqs. (3.4) and (3.6), a vertically polarized transmitted wave has a
reflection coefficient of a ≈ −1 for a typical mobile-radio environment.
The received power Pr can be expressed:

Pr = = P0� �
2

|1 + av exp ( j∆Φ)|2 (3.38)

The expression ∆d can be obtained in a straightforward manner (see
Fig. 3.5):

∆d = �(h�1�+� h�2)�2�+� d�2� − �(h�1�−� h�2)�2�+� d�2� (3.39)

where h1 is the height of the base-station antenna, h2 is the height of
the mobile antenna, and d is the distance between the two antennas.
The relationship h1 + h2 << d is predominantly true and ∆d is typically
a very small value, expressed:

∆d ≈ d�1 + − 1 − � = 2h1h2 (3.40)

Substituting Eq. (3.40) into Eq. (3.37), and recognizing that ∆Φ is also
a phase difference expressed in radians, yields the following:

sin ∆Φ ≈ ∆Φ = (3.41)

cos ∆Φ ≈ 1 (3.42)

Then, Eq. (3.38) becomes:

Pr = = P0� �
2

|1 − cos ∆Φ − j sin ∆Φ|2

≈ P0� �
2

(∆Φ)21
�
4πd/λ

1
�
4πd/λ

|Es|2

�
2η0

4πh1h2
�

λd

1
�
d

(h1 − h2)2

��
2d2

(h1 + h2)2

��
2d2

1
�
4πd/λ

|Es|2

�
2η0
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= P0� �
2

� h1h2�
2

= P0� �
2

(3.43)

Note Eq. (3.43) is not a precisely accurate formula for predicting path
loss, since it does not include the path loss variable based on wave-
length. However, Eq. (3.39) is useful in explaining the 40 dB/dec path
loss in the field and also making relative comparisons based on the
effects of antenna height.

L = 40 log (d′/d) in dB (3.44)

∆G = 20 log (h1′/h1) in dB (3.45)

where L is the path loss when d′ is greater than d. ∆G is the antenna-
height gain when h1′ is greater than h1. When d′ < d and/or h1′ < h1, both
L and ∆G are negative in dB.

Measurement studies published in reference literature [6–9] and
based on the mean value of many data points predict gains of up to 6
dB per octave for the received gain versus base-station antenna height.
The difference in gain, which can be obtained by doubling the height of
the base-station antenna, is:

= � �
2

= 4 ≈ 6 dB per octave (3.46)

Hence, the 6 dB per octave rule is derived from Eq. (3.45) and verified
by the measured data. It is important to note that changing the height
of the mobile antenna produces gains of only 3 dB per octave, as shown
by actual measurements [6, 10], because of the effects of nearby scat-
terers. Because of practical limitations, the usual height of the mobile
antenna is approximately 10 ft above ground level. This should not be
considered in using Eq. (3.43) to study the effects of mobile-antenna
height on propagation-path loss.

From the measured and recorded data, analysis shows that the
propagation-path loss is affected by the frequency, as shown in Fig.
3.12, and as noted in Eq. (3.36). It is not noted, however, in Eq. (3.43).
The loss increases after 20 km due to the radio below the earth horizon.

The distance criterion for calculating
mobile radio path loss

Equation (3.44) is obtained from Eq. (3.43), which is an approximation
formula from Eq. (3.38) by assuming that the incident angle θ is very
small; that is, d >> h1 + h2. When d is small, we have to find the range

2h1
�
h1

Pr2�
Pr1

h1h2
�

d2

4π
�
λd

1
�
4πd/λ
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such that Eq. (3.44) still holds. It is related to the Fresnel zone dis-
tance. Let ∆d in Eq. (3.40) be λ/2 as the first Fresnel zone.

∆d = = 2h1h2 (3.47)

Then distance criterion Df is obtained from Eq. (3.47) as the Freznel
zone distance:

Df = (3.48)

Eq. (3.48) is plotted in Fig. 3.13 for both frequencies 850 MHz and 1.9
GHz. The path loss curve is

4h1h2
�

λ

1
�
Df

λ
�
2

Path Loss over Flat Terrain 119

Figure 3.12 Path loss as a function of
wavelength. (From Ref. 6.)
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Figure 3.13 The distance criterion for plotting the path loss curves.
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Free space loss = 20 dB/dec d < Df

Mobile radio loss = 40 dB/dec d > Df

When the distance is less than 1 km and if the information of building
layout is not available, then Fig. 3.13 can be used to estimate the
closed-in received signal in an averaging sense.

Example 3.2 An improvement in signal gain can be obtained by raising the
height of the base-station antenna. On the assumptions that the received radio
signal is −110 dBm and the height of the base-station antenna is 100 ft, as shown
in Fig. E3.2, how much higher must the base-station antenna be raised to obtain
an increase from −110 to −100 dBm (a gain of 10 dB) in the received signal?

solution To obtain a 10-dB increase in the received signal, the base-station
antenna must be raised 216 ft above its original height of 100 ft, for a total height
of 316 ft. The following relationships are valid:

= = (E3.2.1)

and 10 log � � = 20 log � � (E3.2.2)

where h′1 is the new antenna height, 10 log (P ′r /Pr) = 10 dB, and h1 = 100 ft. Then
Eq. (E3.2.1) becomes:

10 = 20 log (E3.2.3)

Then

h1 = 100 ft × 100.5 = 316 ft (E3.2.4)

The expression for raising the base-station antenna is:

∆h = 316 ft − 100 ft = 216 ft

h′1
�
100

h′1
�
h1

P ′r
�
Pr

h1′2

�
h1

2

P0��hd
′1h

2
2

��
2

��

P0��
h
d
1h

2
2

��
2

P ′r
�
Pr
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Figure E3.2 Reference data for Example 3.2.
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3.5 Rules for Calculating Average
Signal Strength (Local Mean)

One of the first rules for statistical analysis of propagation-path loss is
to determine the proper distance intervals that will enable long-term
or local mean values to be obtained from received-field-strength data.
There are two preferred methods for calculating the local mean: (1) the
median approach and (2) the mean approach.

Median approach

Young [11] obtained sample measurements of the field strength taken
at 200-ft intervals over a distance of approximately 1000 ft. The
median value was then calculated from the samples obtained within
this relatively small area along the propagation path. Okumura et al.
[6] obtained sample measurements of the field strength taken at 20-m
intervals over a distance of from 1 to 1.5 km. Again, the median was
calculated from the samples obtained.

Mean approach [12]

In the mean approach, the value of the local mean can be estimated from
the Rayleigh fading effects r( y) = m( y)r0( y) as follows (see Fig. 6.1):

m̂(x) = � x + L

x − L
r( y) dy = � x + L

x − L
m( y)r0( y) dy (3.49)

Under the assumption that m( y) is the true local mean and r0( y) is a
stationary Rayleigh process with unit mean, then

m( y) = constant x − L < y < x + L (3.50)

The estimator then becomes:

m̂(x) = m(x) � x + L

x − L
r0( y) dy = m(x)r�0�(�y�)� (3.51)

where r�0�(�y�)� should approach 1 when m̂(x) approaches m(x).

Determining the value of L

The mean value and the correlation of a Rayleigh-fading signal are dis-
cussed in Eq. (2.54) and Chap. 6; they are expressed:

〈r( y)〉 = 	
 σ
π
�
2

1
�
2L

1
�
2L

1
�
2L
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Rr( y) ≈ σ2 �1 + � (3.52)

where 2σ2 is the average power of the Rayleigh-fading signal, J0 is the
zero-order Bessel function of the first order, β = 2π/λ, and λ is the wave-
length. The mean of the estimator expressed in Eq. (3.51) then becomes:

〈m̂(x)〉 = � x + L

x − L
〈r( y)〉 dy = 〈r( y)〉 = 	
 σ (3.53)

where 〈r( y)〉 = 〈m( y)r0( y)〉 = m(x) 〈r0( y)〉 = m(x). Hence 〈m̂(x)〉 = m(x), and
the variance of the estimator is:

σm̂
2 = 〈m̂2(x)〉 − 〈m̂(x)〉2

= �x + L

x − L
�x + L

x − L
E[r( y1)r( y2)] dy1 dy2 − σ2 (3.54)

A more simplified expression [12] can be found:

σm̂
2 = �2L

0
�1 − � �Rr ( y) − σ2� dy (3.55)

Normalizing m̂(x) with respect to its mean value provides the expression

〈m̂(x)〉 = 1 (3.56)

and σm̂
2 = �2L

0
�1 − � J 0

2 (βy) dy (3.57)

Therefore, m̂(x) is within the spread of 1σm̂ or 2σ m̂ and can be expressed
in decibels as a function of 2L. Since in Eq. (3.57) σm̂

2 is a function of 2L,
then 20 log (1 � σm̂) or 20 log (1 � 2σm̂) is also a function of 2L.

The following table shows a typical range of standard deviation val-
ues and spreads as a function of 2L.

1σm̂ spread, 2σm̂ spread,
2L σm̂ dB dB

5λ 0.165 3 6
10λ 0.122 2.1 4.2
20λ 0.09 1.56 3.14
40λ 0.06 1 2.12

From the table, a 2L value of 40λ is required to obtain a 1σm̂ spread
of 1 dB. Other values are shown for reference purposes.

y
�
2L

1
�
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Any length over 40λ can be used in obtaining the local mean [12]
since 1σm̂ spread of m̂(x) is less than 1 dB. The local scattering area in
the vicinity of a mobile unit in a suburban area is also shown roughly
110 ft in diameter [13]. This implies that an interval of 100 to 200 ft for
800 MHz is a reasonable guideline for obtaining the local mean.

For 450 MHz or lower the wavelength becomes longer. In this case,
we may use 20λ as the length of averaging window for obtaining the
local mean values.

3.6 Models for Predicting
Propagation-Path Loss

The local means obtained from field-strength measurements taken at
predetermined sampling intervals can vary over a large range of deci-
bels. It is therefore advantageous to classify the characteristics of the
various sampling environments from which the data for local means
are collected. Rules can then be formulated based on predictions of the
value of local means associated with classified types of sampling envi-
ronments. The two main factors that will determine the broad parame-
ters for classification are (1) the characteristics of the terrain surface
and contour and (2) the presence or absence of buildings, structures,
and other human-made objects.

The degree of surface undulation present in the contour of the ter-
rain enables a classification to be assigned within an “interdecile
range” (∆h) for a given sampling interval, e.g., 10 km. The interdecile
range typically classifies surface irregularities falling within the 10 to
90 percent vertical boundaries of the overall terrain-contour profile.
These parameters for interdecile range are illustrated in Fig. 3.14.

The terrain contour is not the sole contributor to propagation-path
loss in the mobile-radio environment, according to Okumura et al. [4].
Buildings and structures along the propagation path are also main
contributors to path loss and must be classified in conjunction with the
contour features of the surrounding terrain. The following general clas-
sifications are quite obvious:

1. Open land—Undeveloped or partially developed farmland with
conventional small dwellings and barns, and sparsely populated.

Path Loss over Flat Terrain 123

Figure 3.14 Interdecile range parameters.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.

Path Loss over Flat Terrain



2. Industrialized open land—Developed areas where large-scale
farming activities are combined with limited industrial use. Such
areas would contain large silos, high-voltage power-distribution lines,
and occasional industrial facilities.

3. Suburban areas—Mixed residential and clean industrial uses; i.e.,
warehouses, shopping malls, light manufacturing, and moderate
vehicular traffic conditions.

4. Small to medium-sized city—Densely populated residential and
commercial areas with well-defined business districts characterized
by numbers of high buildings and few, if any, skyscrapers. Traffic
density is usually moderate to heavy, depending upon flow patterns
and time of day.

5. Large-sized city—Heavily commercial and industrial with many
high-rise residential structures. Business districts are characterized
by many skyscrapers. Traffic density is heavy virtually at all times.
Cities like New York, Boston, Philadelphia, Los Angeles, and Newark,
New Jersey, are typical large cities.

Prediction model for UHF

Since suburban areas represent the mean and have relatively similar
path-loss characteristics, the statistical average of the path losses for
all suburban areas can also be used as a comparative reference for
evaluating the path-loss characteristics for other types of areas, such
as urban or open rural areas. A typical case would be a suburb in the
Philadelphia-Camden area, as reported in Kelly [14]. The local mean
data for that area were based on statistically measured data at a fre-
quency of 800 MHz. A necessary parametric conversion was made,
resulting in the following given conditions:

1. The base-station transmitted power was 10 W (40 dBm). Antenna
gain was 6 dB with respect to a half-wave dipole. Antenna height
was 100 ft above ground. The ERP (effective radiation power) is 40
dBm + 6 dB = 46 dBm.

2. The mobile antenna was a quarter-wavelength whip with a height of
10 ft above ground. The antenna gain was 0 dB with respect to the
gain of a dipole antenna.

The measured results were as follows:

1. The local means were lognormal-distributed with a standard devia-
tion σ of 8 dB.

2. The power at the 1-mi point of interception Pr1 was −61.7 dBm.
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3. The slope γ was 38.4 dB per decade (or γ log 2 = 11.55 dB per octave),
or γ = 3.84 in linear scale.

A graphic representation of the propagation-path loss for this subur-
ban area is shown in Fig. 3.13.

The field strength of the received signal (Pr) for any given system can
be expressed as:

Pr = Pr0
α0

= Pr1
r−γα0 (3.58)

where Pr1
is the strength at 1 mi, r is in miles, and α0 is the adjustment

factor.
The standard conditions are:

h1 = 30.48 m (100 ft)

Pt = 10 watts

G1 = 6 dB (at the base) (3.59)

The adjustment factor is derived as follows:

α0 = (Adj)1(Adj)2(Adj)3

where (Adj)1 = � �
2

= � �
2

(Adj)2 = 

(Adj)3 =

The field strength of the received signal (Pr) can also be expressed in
decibels, as follows:

Pr = Pr0
+ α0 = −61.7 − 38.4 log r + α0 (3.60)

where r is in miles. It is customary to use the received-power data col-
lected at the 1-mi intercept, rather than the data collected in the area
within a 1-mi radius of the transmitter. The area around the transmit-

new base-station antenna
gain with respect to λ/2 dipole

����
4

new transmitter power (W)
����

10 W

new base-station heights (m)
����

30.48

new base-station heights (ft)
����

100 ft
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ter is often difficult to measure, since there are often few roads and
therefore not enough sampling data to calculate a true median value.

In working in the metric system, the following equation can be used
in place of Eq. (3.60); it converts the values shown in Fig. 3.15 to their
metric equivalent.

Pr = Pr0
+ α0 = −54 dB − 38.4 log r + α0 (3.61)

where −54 dB is the strength at 1 km and r is in kilometers.
For different environments and/or areas, the slopes and intercept

points will probably differ. In some urban areas where the slope is flat-
ter, its measurement at the 1-mi intercept point is lower [14]. The same
criteria used for the UHF model can also be applied to VHF, as long as
the 1-mi-intercept power and slope at the VHF frequency are known.

Example 3.3 A base station transmitting 20 W of power has an antenna gain
of 6 dB and an antenna height of 200 ft. A mobile unit with an antenna gain of
0 dB and an antenna height of 10 ft receives a −79.5-dBm signal at 5 mi and a
−91-dBm signal at 10 mi from the base station. Using the above data, plot the
field strength of the received signal to measure the path loss, as previously
illustrated in Fig. 3.15.

126 Chapter Three

Figure 3.15 Path loss in a typical suburban area at 800–900 MHz.
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The model of Okumura et al.

Of several models that are described in published studies, the Okumura
et al. model [7] is the model of choice for analyzing mobile-radio propa-
gation. The Rice-Longley-Norton-Barsis model [15] was found to be use-
ful in predicting transmission loss for long-range radio propagation but
was limited in its application to mobile-radio propagation. Longley 
subsequently published a modified model [16] that recognizes the differ-
ences between stationary-microwave-link propagation and mobile-radio-
link propagation. However, this modified approach is not as simple as
Okumura’s approach [7]. Bullington has published a simplified method
that describes radio propagation for vehicular communications [17] but
makes no distinction between urban and suburban areas.

The model of Okumura et al. is based on empirical data, compiled
into charts, that can be applied to VHF and UHF mobile-radio propa-
gation. Path-loss predictions for open rural areas and suburban and
urban areas can easily be distinguished by using the following proce-
dure. First, a basic prediction of median attenuation over quasi-smooth
terrain* in an urban area is obtained from Fig. 3.16. Second, the cor-
rection factor for either an open area or a suburban area must be sub-
tracted from the median attenuation value obtained from Fig. 3.16. The
two correction factors are shown in Fig. 3.17. Third, the correction fac-
tors for antenna heights must be applied, as follows:

6 dB per octave for base-station antenna height

3 dB per octave for mobile-antenna height 3 m < h2 < 5 m

2h2 log (h2 /3 m) for mobile-antenna height 5 m < h2 < 10 m

Additional correction factors are described in the Okumura model,
such as those for rolling, hilly terrain and for street orientation. As
these additional correction factors are added to the basic median
attenuation value of Fig. 3.16, the final prediction will more closely
approach the statistical mean value. Chapter 4 describes the use of cor-
rection factors in greater detail and expands on those that are dis-
cussed in Okumura et al.

Example 3.4 Use the Okumura method to calculate the path-loss prediction for
mobile-radio transmission over a quasi-smooth terrain in a suburban area for
the following three cases:

Case 1—The mobile antenna height h1 and the base-station antenna height h2 are
both 2 m.The distance between the antennas along the transmission path is 10 km.
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* Interdecile range approximately equals 20 m [6].
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Case 2—The mobile antenna height h2 is 2 m and the base-station antenna
height h1 is 10 m. The distance between antennas is 16 km.
Case 3—Both antenna heights, h1 and h2, are 10 m. The distance between anten-
nas is 25 km.

The results of cases 1 through 3 are plotted in Fig. E3.4.

A general formula of path loss passing
different environments

Usually a propagation path may run over more than one kind of ter-
rain contour. Assume that the propagation-path loss slope γ1 is pre-
dicted in area A and the slope γ2 in area B. A path runs over at a

128 Chapter Three

Figure 3.16 Prediction curve for basic median attenuation over quasi-smooth ter-
rain in an urban area. (From Ref. 6.)
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Figure 3.17 Correction factors for open and quasi-open
(suburban) areas as a function of frequency. (From Ref. 6.)

Figure E3.4 Path loss in a suburban area.
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distance r where r < r1 is in area A and r1 < r < r2 is in area B. Then the
expected power Pr received in area B at a distance r from the transmit-
ter P0 which is in area A can be obtained as follows:

Pr = r1 ≤ r ≤ r2 (3.62)

where γ is in linear scale.
The general formula of path loss L for a path length r which runs

over N different areas with N different path loss slopes γi, i = 1, N, can
be easily proved as

L =

= � �
−γ

1 � �
−γ

2 � �
−γ

3
⋅⋅⋅⋅⋅ � �

−γ
N

rN − 1 ≤ r ≤ rN (3.63)

Problem Exercises

1. The accuracy of path-loss predictions is affected by surface irregularities.
From Fig. P3.1, determine the effects of ground-surface roughness, where h2 >>
h1 and h2 >> h3.

2. Using Fig. P3.2, find the time-delay spread at antenna h2 due to the active
scattering region. Antenna height h1 is 100 ft, antenna height h2 is 10 ft, and
the link distance is 6 mi. Find

a. The delay spread between link a and link b1

b. The delay spread between link a and link b2

c. The range of maximum and minimum delay spread

3. Consider a link where reception over a distance of 10 km is satisfactory
with a base-station antenna height h1 of 50 m and a mobile antenna height h2

of 2 m. If the base-station antenna height is lowered to 10 m, what will be the
effect on reception in terms of distance? If the distance is the same (10 km),
how high must the mobile antenna be raised to ensure satisfactory reception?

r
�
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r3�
r2

r2�
r1

4πr1�
λ
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�
P0

1
�

��
r
r

1

��
γ
2

P0
�

��
4π

λ
r1��

γ
1

130 Chapter Three

Figure P3.1 Surface roughness data for Prob. 1.
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4. Apply the accurate prediction model for UHF (see Fig. 3.13) to find the
path loss in a suburban area over a distance of 10 km at a frequency of 800
MHz. The following are given: Base-station transmitting power is 25 W and
antenna gain is 8 dB referring to a dipole antenna. Base-station antenna
height h1 is 50 m. Mobile antenna gain is 0 dB using a dipole antenna, and the
antenna height is 5 m.

5. Using the same conditions given in Prob. 4, apply the Okumura model to
find the path loss.

6. The Helmholtz integral is used to calculate a scattered field over a rough
surface, received at a point P. The parameters for deriving the Helmholtz inte-
gral are illustrated in Fig. P3.6. Equation (3.18) represents the scattered-field
relationships:

Es(P) = �L2

L1
�E − ψ � dx

Derive the Helmholtz integral of Eq. (3.18) from the stated assumptions.
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Figure P3.2 Delay-spread model for Prob. 2.
Figure P3.6 Scattered-field
data for Prob. 6.
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Chapter

4
Path Loss over Hilly Terrain 

and General Methods of Prediction

4.1 Path-Loss Predictions Based 
on Model Analysis

As might be expected from the discussions in preceding chapters, the
propagation-path loss for hilly areas is greater than that for nonhilly
areas. It therefore follows that the methods used to predict the signal
strength of received transmissions are more difficult in hilly areas
than in nonhilly areas [1]. The various shapes encountered in the con-
tour of hilly terrain are unpredictably irregular. Often, the direct line-
of-sight path is obstructed by the tops of intervening hills. To properly
analyze the path loss in hilly areas, it is necessary to classify hilly ter-
rain into either one of two classic types that are described in terms of
the physical characteristics of the propagation path [1]. Type 1 is the
line-of-sight path over hilly terrain where surface irregularities do not
obstruct the direct signal path. Type 2 is the out-of-sight path over 
hilly terrain where surface irregularities project into, and therefore
obstruct, the direct signal path. In type 2, diffraction loss due to the
obstruction of hilltops (the out-of-sight case) must be considered. A for-
mula for approximating the diffraction-loss prediction, and other spe-
cial considerations for predicting the path loss over hilly terrain, are
discussed in subsequent paragraphs.

Figure 4.1 illustrates a simple model for predicting propagation-path
loss over flat, unobstructed terrain. As was shown in Eq. (3.46), a base-
station antenna-height gain factor of 6 dB per octave can be predicted
for this model situation. Measured data recorded in flat suburban and
urban areas support predictions based on this model. Similar models
can be used to explain phenomena associated with hilly areas.
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Figure 4.2 is the model for a base-station transmitter and a mobile
receiver separated by a large distance r over terrain that combines
level ground and a hill slope having an angle much less than 1 rad. Two
sets of conditions can be considered. In type A the mobile antenna is
located on the slope and the base-station antenna is located on level,
flat terrain. Type B is the reverse situation, where the base-station
antenna is located high on the slope and the mobile antenna is located
on level, flat terrain.

As shown in Fig. 4.2, the key parameters are defined as follows:

R = distance over which terrain is flat
r = total distance between base-station antenna and mobile-unit

antenna
h1 = height of base-station antenna above ground level
h2 = height of mobile antenna above ground level
H = difference in height between flat terrain and elevated terrain

In both situations, type A and type B, a wave is always reflected by the
slope of the hill. Consistent with Snell’s law, the spot where reflection
occurs is always close to the top of the hill. Therefore, reflection would
occur in the vicinity of the mobile unit in type A, or of the base-station
antenna in type B. The existence of a second reflected wave depends
upon the length of flat terrain and the prevailing antenna height, as
described in the following subsection.

134 Chapter Four

Figure 4.1 Model for propagation over flat terrain.

Figure 4.2 Model for propagation over terrain combining level
and sloping contours.
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For the purpose of illustrating the hilly contour, the scales on the x
and y axis are not the same. x is in meters or feet, and y is in kilometers
or miles. If x and y are used in the same scale in Fig. 4.2, which is in real-
ity, the terrain contour will look like a flat ground. The variation in con-
tour can hardly be seen. Thus we should remind the readers that the
base-station antenna mast is always vertically drawn on the sloped hill.

Second-reflected-wave conditions present

Figure 4.3 is the model for conditions that will produce a second
reflected wave where reflection occurs at the ground level. As in the
previous model discussed, the combination of level and sloping terrain
results in two sets of conditions, wherein the locations of the base-
station antenna and the mobile-unit antenna alternate.

Snell’s law applies to the conditions under which a second reflected
wave can occur. In the models for type A and type B, the distance
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between the base-station antenna and the reflection point (distance r1)
is a key parameter, as indicated in the following equations:

= � for type A (4.1)
or r1 =

= � for type B (4.2)
or r1 =

Therefore, where the condition exists that the actual distance of level
ground R, for either type A or type B, is R > r1, there will always be a
reflected wave. The method used to obtain a similar deviation in Eq.
(3.38) can also be used here, as follows:

Pr = α P0 |1 − e j∆φ1 − e j∆φ2|2 (4.3)

where ∆φ1, ∆φ2 = phase differences between the two reflected and the
direct path

α = the attenuation factor (0 ≤ α ≤ 1) due to the mobile-
radio environment; e.g., the fact that the antenna
height of the mobile unit is always below that of
nearby surroundings

P0 = Pt gt gm [as defined in Eq. (3.36)]

Assuming ∆φ1 and ∆φ2 are small and that the relationships of Eq. (3.41)
and (3.42) hold, then Eq. (4.3) becomes:

Pr ≈ α P0 (1 + 2 ∆φ1 ∆φ2)

≈ α P0 (4.4)

Equation (4.4) shows that when two waves are reflected by hilly ter-
rain, the combined power received at the mobile-unit antenna ap-
proaches or equals that received from free-space transmission. Under
such conditions, the antenna heights h1 and h2 have no appreciable
effect on the magnitude of the received power. This conclusion is based
on the mathematical approach. In the real mobile-radio communica-
tions environment the true free-space transmission path found in the
space-communications environment does not exist. Hence, Eq. (4.4)

1
�
(4πr/λ)2

1
�
(4πr/λ)2
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�
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h2r
��
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�
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only shows that under certain circumstances the received signal can be
much stronger at the receiving antenna when two reflected waves are
present. If it is assumed that the attenuation factor α, shown in Eq.
(4.3), is different for each of the three waves, one direct wave and two
reflected waves, then Eq. (4.3) becomes:

Pr = P0 |α0 − α1e j∆φ1 − α2e j∆φ2|2 (4.5)

where α0, α1, and α2 are related to the obstructions along the three
respective individual paths.

As might be expected, the energy from the one wave whose reflection
point is closer to the mobile antenna may contribute the greater amount
of reflected power to the resultant signal received by the mobile-unit
antenna. This type of reflection is known as “specular reflection” [2]. The
other reflected wave, whose reflection point is farther away from the
mobile-unit antenna, will disperse more of its energy along the path
before reaching the mobile-unit antenna.This type of reflection is known
as “diffusely scattered reflection” [2].

Hence, the value of the attenuation factor α2 associated with the
wave whose reflection point is closer to the mobile unit’s antenna is
much greater (less attenuated) than the value of the other wave’s
attenuation factor (α1):

α2 >> α1

Also, it is reasonable to assume that attenuation factors α0 and α1 are
approximately equal, since the wave reflected from the point closest to
the mobile unit, having a small grazing angle, disperses less energy
and can be compared favorably with the energy contained in the direct
wave. Then Eq. (4.5) becomes:

Pr = P0 |1 − e j∆φ2|2 (4.6)

which is essentially the same as Eq. (3.38). Equation (3.43) can also be
derived from Eq. (4.6). The main difference between Eq. (3.38) and Eq.
(4.6) is that Eq. (3.38) is based on one reflected wave and one direct
wave, whereas Eq. (4.6) is based on one effective reflected wave
selected from two reflected waves and one direct wave. Figure 4.4 illus-
trates the model for Eq. (4.6).

Second-reflected-wave conditions absent

No second reflected wave can occur when the value of R in Fig. 4.3 is
less than the value of r1. This is true for either type A or type B, as
shown by Eqs. (4.1) and (4.2). This condition is expressed:

α0
�
(4πr/λ)2

1
�
(4πr/λ)2
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R < r1

Under this condition, Eq. (3.43) can be used to determine the received
power at the mobile-unit antenna, as follows:

Pr = α P0 � �
2

(4.7)

where

h′1 = h1 � for type A (4.8)
h′2 = H + h2

and

h′1 = h1� for type B (4.9)
h′2 ≈ h2

First-reflected-wave conditions absent

In Eq. (4.7), h′1 and h′2 are the effective antenna heights measured from
the ground level at which reflections occur. The use of effective antenna
heights instead of actual antenna heights is the main difference
between the equations for propagation effects over hilly terrain and
those for propagation effects over level, nonhilly terrain, as described
in Chap. 3, Sec. 3.4.

The parameter h′1 is the effective antenna height and is of primary
importance, as expressed in the following equations:

h′1 = h1 + for type A terrain (4.10)

and h′1 = h1 + H for type B terrain (4.11)

The conclusion, as shown in Fig. 4.5, is that when there is only one
reflected wave and one direct wave and the angle ψ is small, it is nec-

Hra
�
r − ra

h′1h′2
�

r2

138 Chapter Four

Figure 4.4 Model for predicting combined effects of re-
flected and direct waves.
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essary to modify the base-station antenna height for type A terrain.
The effective antenna height h′1 for type B is simply h1 + H.

The typical-case example at 800 MHz, given in Sec. 3.5 of Chap. 3 for
a suburb in the Philadelphia-Camden area, resulted in a 38.4-dB-per-
decade slope of path loss at the 1-mi point of interception for a base-
station antenna height of 100 ft and 40 dBm (10 W) of transmitted
power. In this example, the height of the mobile-unit antenna was
given as 10 ft. This typical case can be used as a reference to calculate
the path loss for other, different cases.

Example 4.1 Given the terrain configuration of Fig. E4.1(a) and a base-station
antenna height of 150 ft with 40 dBm of transmitted power, find the path loss
along the path. Assume that the transmitting base-station antenna has a gain of
6 dB above that of a dipole, and that the mobile-unit antenna is a dipole with a
height of 10 ft above ground.

solution Since the height of the base-station antenna is 150 ft, then the 1-mi
point of interception is −61.7 + 20 log 150/100. The slope of path loss is 38.4 dB
per decade, which is the same as for the 100-ft antenna height.

The minimum distance Rmin in Fig. E4.1(b), which can produce a second reflected
wave, can be determined from Eq. (4.2) as follows:

Rmin � h2 × = = 452.5 ft

In theory, after traveling the minimum distance Rmin, the signal at the mobile-
unit receiving antenna increases because of the second reflected wave produced
by the flat terrain:

Additional gain = 20 log = 7.35 dB

It is important to note that this additional gain introduces a transit region that
occurs around the 3-mi area, as shown in Fig. E4.1(c), wherein the path loss sud-
denly decreases as the energy of reflected wave 1 carries over into reflected wave
2, as shown in Fig. E4.1(a).
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�
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��
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��
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Figure 4.5 Model for one reflected wave and one direct wave
when the angle of reflection is small.
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4.2 Diffraction Loss

Propagation over hilly terrain is often adversely affected by obstruc-
tions such as hilltops. Path loss resulting from such obstructions is
termed “diffraction loss.” Kirchhoff ’s theory on diffraction has been
found useful for predicting path loss along a transmission path contain-
ing mountain ridges and similar obstructions [3, 4, 5, 6, 7, 8, 9]. Diffrac-
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Figure E4.1 Model for determining path loss over type B terrain.
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tion loss from the round hilltop that has a small radius of curvature will
be described in Sec. 4.3.

In classic electromagnetic theory applications, the field strength of a
diffracted radio wave associated with a knife edge can be expressed:

= Fe j∆φ (4.12)

where E0 is the free-space electromagnetic field with no knife-edge dif-
fraction present, F is the diffraction coefficient, and ∆φ is the phase dif-
ference with respect to the path of the direct wave. The loss due to
diffraction is [10, 11]

�r = 20 log F (4.13)

where F = (4.14)

In the definition of F,

∆φ = tan−1 � � −

and C and S are the Fresnel integrals, expressed

C = �v

0
cos � x2� dx (4.15)

S = �v

0
sin � x2� dx (4.16)

where v is a dimensionless parameter, defined:

v = −hp �� ��� +����� (4.17)

In Eq. (4.17), r1 and r2 are the separation distances, and hp is the height
of the knife-edge shown in Fig. 4.6(a).

In predicting the effects of knife-edge diffraction, it is necessary to con-
sider the two possible situations: first, where the wave is not obstructed;
second, where the wave is diffracted by the knife-edge obstruction. Fig-
ure 4.6(b) illustrates the first condition, where the wave is not obstructed
by the knife edge and therefore hp is a negative value and v becomes a
positive value, as shown in Eq. (4.17). The range of F in Eq. (4.14), when
v is a positive value, can be expressed:

1
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�
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�
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0.5 ≤ F (4.18)

Figure 4.6(a) illustrates the second condition, where the wave is dif-
fracted by the knife-edge obstruction and therefore hp is a positive
value and v becomes a negative value. In this situation, the range of F
in Eq. (4.14), when v is negative, can be expressed:

0 ≤ F ≤ 0.5 (4.19)

The exact solution for Eq. (4.14) is shown graphically in Fig. 4.7.
Since Eq. (4.14) includes terms associated with Fresnel integrals, it

is difficult to find simple expression. An approximate solution can be
obtained as follows:

0Lr = 0 dB 1 ≤ v (4.20)

1Lr = 20 log (0.5 + 0.62v) 0 ≤ v ≤ 1 (4.21)

2Lr = 20 log (0.5e0.95v) −1 ≤ v ≤ 0 (4.22)

3Lr = 20 log �0.4 − �0	.1	1	8	4	 −	 (	0	.1	v	 +	 0	.3	8	)2	� −2.4 ≤ v < −1 (4.23)

4Lr = 20 log �− � v < −2.4 (4.24)

Equations (4.20) through (4.24) greatly simplify the computation
process.

0.225
�

v
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Figure 4.6 Effects of knife-edge obstructions
on transmitted radio waves: (a) knife-edge dif-
fraction; (b) nonobstructed knife-edge propa-
gation effects.

(b)

(a)
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Double knife-edge diffraction

In many instances, there is more than one knife-edge-diffraction source
along a given propagation path, as shown in Fig. 4.8. The excess path
loss (that loss that exceeds the free-space loss) resulting from double
knife-edge diffraction can also be used to describe triple or more com-
plex knife-edge diffraction that may occur along a given propagation
path. The following discussion deals primarily with the phenomenon of
double knife-edge diffraction.

There are many models that could be used to calculate path loss; how-
ever, there are basically three models that will enable calculation of ex-
cess path loss with results that are approximately equal to a theoretical
solution. There are no exact solutions for double knife-edge diffraction.
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Figure 4.7 Magnitude of relative field strength E/E0 due to diffraction loss.
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In Bullington’s model [12], two tangential lines are extended, one
over each knife-edge obstruction, and the effective height of the knife-
edge obstructions is measured as shown in Fig. 4.9(a). This model can
be difficult to apply, since the same effective height may be associated
with various obstruction heights and separations, as shown in Fig.
4.9(b). For example, the same effective height could be used to describe
pair a or pair b. This model affords reasonable accuracy when two
knife-edge obstructions are relatively close to each other.

144 Chapter Four

Figure 4.9 Double knife-edge diffraction: (a) and (b) Bullington’s models; (c) and (d) Epstein and
Peterson’s models; (e) and (f) Picquenard’s models.

Figure 4.8 Multiple-knife-edge diffraction model.

(e) (f)

(c) (d)

(a) (b)
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In Epstein and Peterson’s model [13], the heights hp1 and hp2 of the
two effective knife-edge obstructions are obtained as shown in Fig.
4.9(c). The excess path loss is the loss due to hp1 plus the loss due to hp2.
This model is difficult to apply when the two obstructions are relatively
close together, as shown in Fig. 4.9(d). This model provides the highest
degree of accuracy when the two knife-edge obstructions are a large
distance apart.

In Picquenard’s model [14], the limitations that were apparent in
Bullington’s and Epstein and Peterson’s models are not present. Picque-
nard’s technique is illustrated in Fig. 4.9(e). The height of one obstruc-
tion, hp1, is obtained first without regard for the second obstruction, as
though it did not exist. The height of the second obstruction, hp2, is then
measured by drawing a line from the top of the first obstruction to the
receiver. The total path loss is then calculated from two loss terms. One
term is derived from hp1 and d1, and the other from hp2 and d2. Since this
method provides accurate results without the limitations previously
noted [see Fig. 4.9( f )], it is recommended for general use.

Example 4.2 Figure E4.2 is the model for calculating diffraction loss due to a
knife-edge obstruction along a 4-mi transmission path. The base-station antenna
is 100 ft above ground, and the mobile-unit antenna is 10 ft above ground. Based
on the parameters shown in Fig. E4.2, calculate the diffraction loss at a trans-
mitted frequency of 850 MHz.

solution By analysis of Fig. E4.2, it becomes apparent that hp = 430 ft. Then, from
Eq. (4.17), the following information is derived:

v = −430 �� ×� 2� ����� = −7.78 (E4.2.1)

Finally, from Eq. (4.24), the diffraction loss is calculated:

�r = 20 log �− � = −30.77 dB (E4.2.2)

Example 4.3 Figure E4.3 illustrates a situation where the base-station antenna
is 200 ft in height and the mobile-unit antenna, 8 mi away, is 10 ft in height. An

0.225
�
−7.78

1
�
10,560

2
�
1.157
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Figure E4.2 Model for calculating diffraction loss due to a knife-edge
obstruction.
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obstruction 150 ft in height is located somewhere along the propagation path and
constitutes a 15-dB diffraction loss. The transmitted frequency is 850 MHz. How
far is the obstruction located from the base-station antenna?

solution According to Fig. 4.7, a 15-dB loss correlates to v = −1.15. Then,

v = hp �� ��� +�����
= −hp �� ��� +����� (E4.3.1)

The value of r1 can then be obtained as follows:

≈ 0.004498 (E4.3.2)

1.15 = hp ����� +����� (E4.3.3)

As a result, the following values are derived:

hp = 82.559 ft

r1 = 12,770 ft

Example 4.4 Based on the parameters given in Fig. E4.4, calculate the excess
loss due to double knife-edge diffraction at 850 MHz, using Picquenard’s methods.

solution The loss due to the first obstruction can be obtained from parameter v
of obstruction 1, expressed:

v = −hp1 �� ��� +����� = −2.56 (E4.4.1)
1
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Figure E4.3 Model for calculating distance based on a 15-dB diffraction loss.

Figure E4.4 Model for Example 4.4.
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As shown in Fig. 4.7, the loss due to the diffraction by obstruction 1 is:

�1 = 21.1 dB (E4.4.2)

The loss due to the second obstruction can be obtained from parameter v of
obstruction 2, expressed:

v′ = −hp2 �� ��� +����� = −1.219 (E4.4.3)

From the curves of Fig. 4.7, the additional loss due to the diffraction by obstruc-
tion 2 is:

�2 = 14.7 dB

Therefore, the total loss due to diffraction by obstructions 1 and 2 is:

�1 + �2 = 35.9 dB

4.3 Diffraction Loss over Rounded Hills

The measurement [25, 26] has shown that the knife-edge prediction
value is always either above or below the measurement data values
depending on the polarization of waves when the signal is diffracted
over a rounded hill.

1. The formula of Eq. (4.14) for a knife-edge hill comes from the follow-
ing integration.

F(v) = �∞

v
exp � � dz (4.25)

The parameter v is shown in Eq. (4.17). It can be expressed another
way, as

v = � �
1/2

⋅ θ (4.26)

= + (4.27)

θ is the scattering angle shown in Fig. 4.10 with hp shown in Fig. 4.6.

θ ≈ �hp � + � (4.28)

2. The calculation of the correction factors of using knife-edge formula
due to a round hill top we apply the antenna shift [27] δ, which is
also called the visual displacement in height. Assuming that r1 > r2,
then
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δ = +0.316 �1 + � ⋅ λ ⋅ � �
1/3

vertical polarization (4.29)

= −0.333 �1 + � ⋅ λ ⋅ � �
1/3

horizontal polarization (4.30)

The difference σ in power between the knife-edge diffraction loss
and the rounded-hill diffraction loss can be found as

σ = K ⋅ δ (4.31)

where

K = ⋅ �� for r1 > r2

The power difference σ is shown in Fig. 4.11. The received power
for vertical polarization wave over the rounded hills is stronger

2βr
�

π
1

��
2(r1 + r2)2

1
�
2r2

R
�
λ

r2
�
r1

R
�
λ

r2
�
r1
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Figure 4.10 Geometry of obstacle arrangement for rounded
hills.
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than that over the knife-edge, but the received power for horizon-
tal polarization wave over the rounded hills is weaker than that
over the knife-edge. In other words, for vertical polarization, the
region behind the hill is brighter than that behind a knife-edge; for
horizontal polarization, the region behind the hill is darker.

4.4 Path-Clearance Criteria

Path clearance over a hilltop can be calculated by using Fresnel zone
equations. Figure 4.12 illustrates the parameters for establishing the
criteria for path-clearance calculations.

As a consequence of the intervening hilltop, it can be assumed that
the direct-wave-path distance is d0, whereas the reflected-wave-path
distance is d1 + d2, as shown in Fig. 4.12. If the difference between the
direct and reflected waves is more than λ/2 when received at the mobile
unit as a result of the different path lengths, then it can be assumed
that the reflected wave is not significantly affected by diffraction. This
condition is expressed:

β(d1 + d2 − d0) > (4.32)

The height H of the direct wave path above the top of the hill can be
calculated from Eq. (4.32) and expressed in approximate value by:

H ≥ �� ≥ �� (4.33)

4.5 Lee’s Macrocell Model

The macrocell model is used for the distance from the base station that
is greater than 1 km. The microcell model is used for the distance that is
less than 1 km. This is because the environment at a distance greater
than 1 km is different from that at a distance less than 1 km, as shown

λd01d02�
d0

λd1(d0 − d1)
��

d0

π
�
2
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Figure 4.12 Model for calculation of path clearance over a
hilltop.
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in Fig. 4.13. Within 1 km, the power received from a perpendicular street
as soon as the mobile unit is turning from a radial street, has drastically
dropped. It is more pronounced at a close-in location as shown in Fig.
4.13. When the mobile unit is 1 km or further away from the base sta-
tion, there is no power difference received at the mobile unit between
two streets near a corner.The cause of this phenomenon is due to the lay-
out of the building blocks.

It would be difficult for the signal to arrive at perpendicular streets
when the streets are close to the base station, because there are only a
few buildings surrounding the base station, and those buildings cause
very few reflected waves that have less chance to reach the close-in cor-
ner. This is why the corner signal is weak, but there are many buildings
in between the base station and the far-out corner, and those buildings
cause many reflected waves that can reach the far-out corner with a
great probability. Thus, the far-out-corner signal is no different between
the radial street and the perpendicular street. Therefore, within 1 km,
the received signal is affected by the city building layout map. Over 1
km, the building layout is not affected by the street orientation any-
more. In this section, we are describing a macrocell prediction model
(over 1 km) that is not affected by the building layout map.

The mobile radio signal arrival is caused by two factors. One factor is
the human-made structures, and the other factor is the terrain contour.
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Figure 4.13 Power differences between that of the radial and perpen-
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 = Power received from a radial street (o)
P⊥ = Power received from a perpendicular street (x)
∆ i = Power difference = P
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Since the building structure or the layout in each human-made city is
different, we have to find a way to characterize any given city.

The human-made effect—interpret path loss
in a different way

Either we can collect enough measured data of signal strength to cover
all possible terrain contours in one city, or we can collect enough mea-
sured data of signal strength from the selected high and low spots 
in the city. Although the standard deviation from all data points retains
the terrain-contour variation, the generated path loss curve through 
the averaging process washes out the terrain contour variation. The
path loss curve now represents the character of that given human-made
city as if the city were situated on flat ground.

In Fig. 4.14, the path loss curve for each city is normalized to stan-
dard conditions (see Eq. 3.59) and thus can be plotted on the same
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Figure 4.14 Propagation path loss in different areas. All data are normal-
ized to the standard conditions (Eq. 3.59).
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chart using Eq. (3.58). The one-mile intercept and the path loss slope
for each city are indicated. The explanation of the different values for
different cities is stated in Chap. 16.6.

The terrain-contour effect

The terrain-contour effect can be treated differently in three condi-
tions: the nonobstructive condition, the obstructive condition, and the
over-the-water condition.

The nonobstructive condition. We obtain the effective antenna height
h′1 according to Eq. (4.10) for type A and Eq. (4.11) for type B to accom-
modate the terrain variation. Then, by Eq. (3.45) listed below,

∆G = 20 log (h′1/h1) in dB

This equation is used to find a gain or loss as comparing h′1 with the
actual antenna height h1. If h′1 > h1, ∆G is a gain. If h′1 < h1, ∆G is a loss.

The obstructive condition. In the obstructive condition, the knife-edge
diffraction loss calculation is used—this is described in Sec. 4.2. Also,
the modification of the knife-edge diffraction due to rounded hilltops is
described in Sec. 4.3.

Over-the-water condition. Since there are no human-made structures
over the water, the reflected wave over the water (as shown in Fig. 4.15)
is still considered a specular reflected wave, although the reflection
point of this specular reflected wave is at a distant location away from
the mobile unit.

We may use one direct wave and two reflected waves as shown in Eq.
(4.3) to obtain the received signal. Equation (4.3) leads to the result

152 Chapter Four

Figure 4.15 Over-the-water condition. If θ1 and θ2 << 1 rad, then the three
waves add → to create free space loss

|1 − e−jφ1 − e−jφ2|2 � 1

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.

Path Loss over Hilly Terrain and General Methods of Prediction



shown in Eq. (4.4), which is the free-space formula. It is also verified by
measuring the signal-strength-over-water condition from the San Diego
base station to the Oceanside mobile unit. The received signals are very
strong when the two specular reflected waves prevail at those locations.
The received signal becomes weaker as soon as one specular reflected
wave disappears due to the location changes.

Lee macrocell prediction model

The received signal can be predicted by the following:

Nonobstructive condition

Pr = Pr1
− γ log + α o + 20 log − n log (4.34)

Effected by human-made Effected by (Fig. 3.12) 
structure (Fig. 4.14) terrain contour

(Eq. 3.45) 

Obstructive condition

Pr = Pr1
− γ log + α o + L(v) − n log (4.35)

Effected by human-made Diffraction
structure (Fig. 4.14) loss (Fig. 4.7

& Fig. 4.11)

Over-the-water condition—free-space loss [see Eq. (4.4)]

Pr = α ⋅ Po ⋅ (4.36)

In all three equations, fo = 850 MHz, and n is

n = �20 f < fo

30 f > fo

(4.37)

The early version of the Lee Model was first formed in 1976 at AT&T
Bell Labs. It was used in the ACE tool for designing the AT&T cellular
systems. Later, the name of the tool was changed to ADMS and PACE.
Lee Model predicts the local means and uses the terrain database.

4.6 Lee’s Microcell Model [28]

As mentioned in Sec. 4.5, the microcell model is used for a distance of
up to 1 km. When the size of a cell is small—less than 1 km—the street
orientation and individual blocks make a difference in signal reception.

1
�
(4πr/λ)2

f
�
fo

r
�
ro

f
�
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h′1
�
h1

r
�
ro
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The particular buildings directly affect the received signal strength
level and are considered a part of the path loss. Although the strong
received signal at the mobile unit is coming from the multipath re-
flected waves, not from the waves penetrating through the buildings,
there is a correlation between the attenuation of the signal and the
number of building blocks along the radio path. The larger the number
of building blocks and the size of the blocks, the higher the signal
attenuation. The propagation mechanics within the microcell are
shown in Fig. 4.16. The microcell prediction formula is

Pr = Pt − Llos(dA,h1) − Lb (dBm) (4.38)

where Pt is the ERP in dBm and Llos(dA,h1) is the line-of-sight path loss
at distance dA with the antenna height h1. The Llos(dA ,h1) can be found
in Fig. 4.17 as the curve a indicated at the antenna height h1 = 20 feet.

154 Chapter Four

Figure 4.16 The propagation mechanics of low antenna height at the cell site.

Figure 4.17 Microcell parameters.
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In the microcell environment, the antenna height and gain relation-
ship follows a 9-dB/dec rule [28] as

∆G = 30 log (4.39)

LB in Eq. (4.38) is the loss due to building blocks. The value of LB is
obtained by first calculating the sum of lengths of building blocks
between antenna site and location A as shown in Fig. 4.18. The total
block length is B = a + b + c. In Fig. 4.18, we can find Lb from the curve
b. The LB will remain unchanged when the total block length B exceeds
1000 feet. Curve a and curve b are empirical curves.

The theoretical Llos(dA,h) also can be obtained from Eq. (3.48) as

Llos = 20 log (free space loss) dA < Df

= 20 log + γ log dA > Df (4.40)

where Df is the Fresnel-zone distance, Df = 4h1h2/λ. Equation (4.40) is
plotted in Fig. 4.17 as curve c. The measurements are carried out along
various routes, as shown in Fig. 4.19. The measurement on the zigzag
route (R2) in San Francisco was shown in Fig. 4.20 with a frequency at
1.9 GHz, h1 = 13.3 meters, and the power at ERP = 1 watt. The mea-
sured and the predicted curves agree fairly well with each other [29].

dA
�
Df

4πDf
�

λ

4πdA
�

λ

h′1
�
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Figure 4.18 Building block occupancy between antenna site and location A.
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A simple method of prediction

Since the digitalization of the building layout map in a city is a tedious
job, we may simplify by only digitizing the streets instead of the build-
ings, as shown in Fig. 4.21. The methodology is as follows:

1. Digitize the streets (see Fig. 4.21).

2. Identify the street blocks.

3. Calculate the percentage of building occupation within each street
block (density).

Pi = density of ith street block =

Indicate Pi for each street block as shown in the figure.

total building occupation area
����

street block area

156 Chapter Four

Figure 4.19 A sample of building layout with various combination of routes.

Figure 4.20 Measured and predicted vs. mobile distance from the start of the drive—
Microcell model predictions compared to measurements vs. delta.
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4. Take the line-of-sight path loss curve Llos(dA,h1) from Fig. 4.17 curve
a or c.

5. At point A, there are three street blocks—a, b, and c (see Fig. 4.21).

6. Calculate the total equivalent block length Beq by taking care of the
density of each street block shown in Fig. 4.21.

Beq = a ⋅ pa + b ⋅ pb + c ⋅ pc

= a ⋅ (0.347) + b ⋅ (0.31) + c ⋅ (0.41)

7. Find LB from Fig. 4.17 curve b for the value of Beq.

8. The predicted signal strength is

Pr(at A) = Pt − Llos(dA, h1) − LBeq (4.41)

Equation (4.41) is similar to Eq. (4.38). However, Eq. (4.41) is much
easier to obtain.

4.7 Inbuilding Prediction Models [29]

The inbuilding prediction model is not as important as the macrocell
prediction model (Sec. 4.5) and microcell prediction model (Sec. 4.6).
The reason is that the structure of each building is different and the
layout of each floor is different. To digitize each floor layout would be
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Figure 4.21 A simple method of estimating building blocks.
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labor intensified. Why not just take a quick real-time measurement of
each floor? Therefore, the inbuilding prediction is more or less an aca-
demic topic, not a practical application. Secondly, the ray tracing tech-
nique based on each floor layout is still a statistical approach, not a
deterministic approach. It means that the ray tracing technique cannot
predict the signal amplitude and phase at each spot. It can only get a
local mean through the average of random data points. Section 16.13
has addressed this topic.

Here, a simple method based on the statistical approach is intro-
duced.

Path loss slope

The path loss slope measured inside the building is shown in Fig. 4.22.
Surprisingly, the slope follows 20 dB/dec for a distance within the Fres-
nel’s zone and 40 dB/dec for the distance beyond the Fresnel’s zone

L = 20 log d and d′ < Df (4.42)

L = 40 log d and d′ > Df (4.43)

where d and d′ are the distance from the inbuilding base transmitter.
Equation (4.43) shows that a two-wave model (Sec. 3.4) can be applied
to the inbuilding propagation as well.

d′
�
d

d′
�
d
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Figure 4.22 Inbuilding measured data.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.

Path Loss over Hilly Terrain and General Methods of Prediction



The total received power

Pr = Pt + Gt + Gr − L (4.44)

where Gt and Gr are the gains of transmitter and receiver, respectively.
L is the path loss, which can be obtained from Eq. (4.42) or Eq. (4.43).

When the signal penetrates through one of the special rooms, the walls
of which are causing high penetration loss, then

L(d2) = γ log [(d1 + d2)/d1]

where d2 is the path length in the special room, and γ is the slope and
is obtained by the measurement.

If d1 is the distance passing through normal rooms and d2 is the dis-
tance passing through one or more special rooms, then the losses L(d1)
and L(d2) are obtained depending on whether d1 or d2 or d1 + d2 is
beyond the Freznel’s zone, as shown in Fig. 4.23. The loss L can be
obtained as

L = 20 log + 40 log + γ log (for Df < d1 + d2) (4.45)

L(d1) L(d2)

The predicted curve obtained from Eq. (4.45) has been shown to agree
fairly with the measured data [29].

4.8 Effects on Field-Strength Prediction

Various methods for predicting the field strength of radio waves arriv-
ing at the mobile receiving terminal have been discussed in Chap. 3
and in the preceding sections of Chap. 4. Since the reciprocity theo-
rem always holds true, the predictions for field strength at the mobile

d1 + d2
�

d1

d1
�
Df

4πDf
�

λ
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Figure 4.23 Top view, receiver not in Fresnel zone.
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receiving terminal are the same as those predictions for the base-
station location, under prevailing sets of circumstances. Such reciproc-
ity means that the same findings and predictions for transmitted
power and received field strength at either location are applicable to
both the base-station and mobile-terminal locations.

In predicting the mean field strength of a signal received at a given
distance r, the following equation is a valid assumption:

Pr = (Pr0
α0)�rα1α2 ⋅⋅⋅ αn (4.46)

where all α values are directly applicable and not caused by other 
factors. In Eq. (4.46), the value Pr0

α0 is the same as that shown in Eq.
(3.58). �r is the diffraction loss shown in Eqs. (4.21) through (4.24). αi

(i = 1, 2, . . . , n) represents the additional path-loss factors due to many
other causes. Equation (4.46) can be expressed in dB:

Pr = Pr0
+ �r + α0 + α1 + ... + αn dBm (4.47)

All of the factors in Eq. (4.47) are median values based on the following
types of causes:

Effects of street orientation

In urban areas, streets that run radially from the base station tend to
enhance the received signal because of a phenomenon known as the
“channeling effect.” In New York City, the difference in signal strengths
due to the different directions of streets may vary over a range of 10 to
20 dB at frequencies of 11 GHz. At frequencies of 1 GHz and lower, the
channeling effect is appreciably less. In general, the area of signal-
strength measurement should include an even mix of streets that are
parallel and those that are perpendicular to the propagation path, so
that the average values are not biased by street orientation.

Effects of foliage

Radio-wave propagation in forested environments has been investi-
gated by many authors [15–22], and their studies of propagation condi-
tions [16–18] reveal that the presence of vegetation produces a constant
loss, independent of distance, between communication terminals that
are spaced 1 km or more apart. Since the density of foliage and the
heights of trees are not uniformly distributed in a forested environ-
ment, the results are not surprising. Tamir [19] measured the signal
loss due to foliation at a distance of 1 km, with both the transmitting
and receiving antennas at treetop heights. The signal loss versus fre-
quency as a function of foliage effects is shown in Fig. 4.24. Tamir also
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made a theoretical prediction that the loss increases at the rate of f 4 as
the frequency increases. His studies also indicate that the signal loss 
for vertically polarized waves is slightly greater than for horizontally
polarized waves in areas with dense foliage. In Fig. 4.24, the measure-
ment made by Reudink and Wazowicz [20], with one antenna clear of
the treetops and the other antenna completely immersed in vegetation,
shows that under these conditions losses were less than those measured
by Tamir, except at one point.

The Environmental Sciences Services Administration (ESSA) [21]
measured the signal loss during the summer when the trees were in full
leaf, and again during the winter when the trees were bare. A 3-km path
was chosen that was a line-of-sight path except for the existing inter-
vening trees. The transmitting antenna was placed at a height of 6.6 m
above the ground, whereas the receiving antenna was set at different
heights. At heights up to 3 m above ground, the receiving antenna was
below the average level of the tree foliage, with tree crowns extending
upward to approximately 4 to 19 m above the ground. The curves shown
in Fig. 4.25 were measured at a distance of 3 km and plotted for differ-
ent antenna heights from 2 to 24 m. Since the signal loss due to foliage
seems to be independent of the distance, the range of losses for different
antenna heights and foliage conditions shown in Fig. 4.25 can be trans-
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Figure 4.24 Signal loss due to the effects of foliage (ESSA measurements vs. Tamir
measurements and Reudink and Wazowicz measurements).
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lated into differences in path loss due to free-space loss from 3 km to 
1 km, as plotted in Fig. 4.24.

ESSA’s data show less loss than Tamir’s, and among the three differ-
ent sources, Tamir’s data show the highest loss in worst-case dense-
foliage areas at each different frequency. Based on signal-strength
measurements along the same suburban streets in both summer and
winter, variations of up to 10 dB have been observed. However, it is
improbable that radio waves would propagate through heavily wooded
areas that extended over an entire path.

Effects of attenuation within tunnels

Signal-attenuation measurements made within the Lincoln Tunnel,
connecting New Jersey and New York, showed attenuations of 40 dB
at 150 MHz, 14 dB at 300 MHz, 4 dB at 1 GHz, and negligible loss 
at 11.2 GHz when measured at a distance of 1000 ft inside the tun-
nel [23].

Measurements of signal attenuation in mines [24] show losses of 15
to 20 dB within the optimal frequency range of 500 to 1000 MHz at dis-
tances of 1000 ft from the mine entrance. The attenuation loss increases
drastically at frequencies below 400 MHz, and losses gradually increase
at frequencies above 1000 MHz.
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Figure 4.25 Transmission loss vs. antenna height along a 3-km path: effects of foliage. (From Ref. 21.)
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Effects of buildings and structures

The Pr0
in Eq. (4.47) will be different in value for the different kinds of

buildings and structures which are characterized by area and environ-
mental classifications for both flat and hilly terrain. There are many
human-made variables that contribute to path loss. To simplify the
analyses and examples presented herein, the selected Pr0

values have
been based on suburban areas rather than the more complex urban
areas. A similar Pr0

can be found for urban areas too.

Relationship between path loss 
and local mean

In Eq. (4.47), assume that all additional path-loss factors are not mean
values but are slow random variables received at a given distance r
from the transmitting location, expressed as follows:

�r = [Pr0
+ �r + α0 + α1 + ... + αn]all are variables

= [m̂(r)]2 (4.48)

where �r is also a random variable and m̂(r) is the local mean shown in
Eq. (3.49). �r is called the signal strength of long-term fading and
directly related to m̂(r). As previously discussed in Sec. 2.1, �r becomes
Gaussian-distributed for a sum of many variables. Since each element
is in decibels, �r will have a lognormal distribution at any given dis-
tance r. The equation for lognormal distribution given in Chap. 2—
Eq. (2.41)—can also be expressed as follows:

p�r(x) = exp �− 
 (4.49)

where σx is a standard deviation of 8 dB and Pr is the mean value in
decibels obtained from Eq. (4.47). Averaging the long-term fading �r

becomes Pr :

Pr = �	r	 = [	m		̂ (	r	)	]	2	

4.9 Signal-Threshold Prediction

There are two accepted methods for predicting signal coverage. One is
based on signal-reception threshold values which is a function of time,
and the other is based on signal field strength within the coverage area
which is a function of space. As found in Eq. (4.49), the field-strength
predictions are based on a lognormal distribution. The probability that
the signal is above a predetermined threshold value A, expressed in
decibels, is:

(x − Pr)2

�
2σx

2

1
�
�2	π	 σx
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Ppr
(x ≥ A) = �∞

A
exp �− 
 dx

= �∞

(A − Pr)/σPr

exp �− � dz

= P �z ≥ � (4.50)

Example 4.6 Given that the mean field strength at 8 mi is −100 dBm and the
standard deviation σP is 8 dB, then the percentage of signal field strength above
−110 dBm can be obtained from Eq. (4.50):

P�z ≥ � = P(z ≥ −1.25)

= 89.44% (4.51)

4.10 Signal-Coverage-Area Prediction

The signal coverage within a given area is usually specified as a per-
centage of the signal field strength above a predefined threshold estab-
lished for that area. The term R defines the radius of a cell within
receiving range of a base-station antenna. For a signal received at r = R,
50 percent of the measured signal field strength would be greater than
PR and 50 percent would measure less than PR. Signal-measurement
techniques were discussed in Sec. 3.5 of Chap. 3. There are two ap-
proaches, stated as follows:

Approach A

Find the percentage of signal strength above a new threshold with a
new cell radius. In this case, the new threshold level can be increased
or decreased corresponding to the distance between the mobile unit
and the base station. Equation (4.50) provides the probability that the
signal is above a predetermined threshold value A for field strength 
Pr = x, which is in dB, and

σ x = σPr
= 8 dB (4.52)

is assumed. Pr is obtained from Eq. (3.58) as follows:

Pr = Pr1
− γ log r (4.53)

where r is expressed in miles. For r = R, the equation can be written:

PR = Pr1
− γ log R (4.54)

There are two conditions that can be stated in approach A.

−110 + 100
��

8

A − Pr
�

σPr

z2

�
2

1
�
�2	π	

(x − Pr)2

�
2σPr

2

1
�
�2	π	 σPr
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Condition 1. When a radius ra is less than R, find a level Pra
at r = ra

having the same percentage K of the signal strength x above the level
A at r = R.

P (x ≥ A) = P (x ≥ Pra
) = �∞

Pra

Prr
(x) dx = K% (4.55)

(at r = R) (at r = ra)

or

P (x ≥ PR) = P (x ≥ Pra
) = 50%

(at r = R) (at r = ra)

(4.56)

The interpretation of Eq. (4.55) and Eq. (4.56) is shown in Fig. 4.26.

Condition 2. When K% of the signal strength x is above the level PR at
r = R, find the percentage K′ of the signal strength x above the same
level PR at r = ra.

If

P (x ≥ A) = K at r = R (4.57)

find K′% such that

P (x ≥ A) = K′% at r = ra (4.58)

If Level A = PR , which is the average signal strength level, then 
K = 50 percent.

Figure 4.26 graphically illustrates the Gaussian-type distribution of
the field-strength variables.

To find the solutions of these two conditions, we may start with the
calculation of P (x ≥ A) as follows.
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Figure 4.26 Gaussian distribution of long-term signal
strength �r for radius r.
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Equation (4.55) can be expressed as follows:

P (x ≥ A) = �∞

A
exp �− 
 dx

= 0.5 − �(A − Pr)/σPr

0
exp �− � dy (4.59)

where

�(A − Pr)/σ
Pr

0

exp �− � dy = 0.5 erf � � = −0.5 erf � �
= 0.5 − K% (4.60)

If K is given, and Pr = PR at r = R then r = ra can be found from Eq. (4.60)
for the same K at the threshold level PR; and from Eqs. (4.53) and
(4.54), the following is obtained:

A − PR = γ log (4.61)

Also, if γ is known, then the ratio R/r can be found.
Figure 4.27 shows how the path-loss slopes for three values of γ can

be plotted from the combined Eqs. (4.60) and (4.61). Where γ = 38.4 dB

R
�
r

Pr − A
�
�2	σpr

A − Pr
�
�2	σpr

y2

�
2

1
�
�2	π	

y2

�
2

1
�
�2	π	

(x − Pr)2

�
2σ2

Pr

1
�
�2	π	 σPr
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Figure 4.27 Typical plot of three path-loss slopes within a circle radius of 8 mi.
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per decade and R = 8 mi, then 90 percent of the signal is above PR in a
circle where the radius ra = 0.539 R, a radius of 4.31 mi. This approach
shows that the probability of a signal strength above the level PR is 90
percent at the circle of r = ra.

Example 4.7 Figure E4.7 illustrates the signal-coverage parameters for an area
having a circle radius PR of 8 mi. Calculate the signal-coverage area in which 75
percent of the signal is above the PR value.

solution With reference to Fig. E4.7, assume that:

γ = 38.4 dB per decade and σ = 8 dB (E4.7.1)

Solving for the distance along the radius ra wherein 75 percent of the signal is
above the PR median value yields the following:

ra = 0.72 R = 5.76 mi (E4.7.2)

From Eq. (E4.7.2), 75 percent of the signal strength above the PR median value is
contained in an area having a circle radius of 5.76 mi.

Approach B

Find the percentage of the area H that strength is the percentage of
signal above a threshold.

The percentage of the area H can be calculated by integrating

H = = � P (x ≥ A) da

= �R

0
�0.5 − 0.5 erf � �
 d(πr2)

= ��
R

0
0.5 (2πr) dr − �R

0
0.5 erf � � ⋅ (2πr) dr


= 0.5 − �R

0
r ⋅ erf � � dr (4.62)

A − Pr
�
�2	 σpr

1
�
R2

A − Pr
�
�2	 σpr

1
�
πR2

A − Pr
�
�2	 σpr

1
�
πR2

1
�
πR2

Area
�
πR2
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Figure E4.7 Model for calculating signal coverage
as a percentage of signal greater than PR.
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where Pr is a function of distance

Pr = Pr1
− γ log r (4.63)

and the mean value PR at r = R is

PR = Pr1
− γ log R (4.64)

If A = PR at r = R, then combining Eq. (4.63) and Eq. (4.64) yields

A − Pr = PR − Pr = γ log r − γ log R = γ log (4.65)

Substituting Eq. (4.65) into Eq. (4.62), the results are as follows:

H = 0.5 + exp � �
2

�1 − erf � �
 (4.66)

If A < PR , then PR − A = δ in db at r = R:

A − PR = PR − δ − Pr = γ log − δ (4.67)

Substituting Eq. (4.67) into Eq. (4.62), the result is

H = 0.5 �1 + erf � � + exp � �
− � ��1 − erf � − �
� (4.68)

When δ = 0, Eq. (4.68) equals Eq. (4.66).

Comparison of the two approaches

The difference between two approaches is addressed as follows. In
approach A, we may find out K% of locations along the circumference
that the signal x ≥ A. We reduce the radius and keep the K% by increas-
ing the threshold level.

In approach B, we may find out the H% of area in a cell that the sig-
nal x ≥ A.

In designing a system, approach A is very important for getting a
boundary of a cell at which the signal strength exceeds the threshold
90 percent of the time. We will take the following steps. First, calculate
the threshold level A at which the signal is 50 percent above the level
at the boundary of a cell. Then, if we want a new cell boundary that can
provide the signal 50 percent above threshold B, we just simply mea-

δ
�
�2	σ

�2	
�
0.434λ

2σ2

�
0.434γ

2δ
�
0.434γ

δ
�
�2	σ

r
�
R

�2	 σpr
�
0.434λ

�2	 σpr
�
0.434λ

1
�
2

r
�
R
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sure the signal strength (average) at the level B. The interpretation is
that the probability of signal x, P (x ≥ B) = 50 percent, corresponds to 
P (x ≥ A) = 90 percent if the signal strength B = A + 10 dB at the new
cell boundary.

4.11 Wideband Signal Propagation

Path loss of a wideband signal

Suppose that the transmitting power is Pt and the antenna gain is Gt.
The pointing vector (power density) Ut is

Ut = (4.69)

At the receiving end, the signal is arrived after passing through the
mobile radio environment. The received power of a narrowband signal
can be expressed as

Pr = Ut ⋅ C(d, f ) Ae(f ) (4.70)

where C(d, f ) is the medium characteristic, which can be expressed as

C(d, f ) = (4.71)

Ae(f ) is the effective operative of the receiving antenna at the receiving
end, and it can be expressed as

Ae(f ) = (4.72)

where c is the speed of light and Gr is the gain of receiving antenna.
Substituting Eq. (4.71) and Eq. (4.72) into Eq. (4.70), the received
power of a narrowband signal is

c2Gr
�
4π f 2

k
�
r2f

PtGt
�
4πr2
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Figure 4.28 Illustration of P (x ≥ A) = 90 percent within the
cell.
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Pr = ⋅ (4.73)

Suppose that a transmit power Pt in watts is used to send a wideband
signal with its bandwidth B in hertz along a mobile radio path. The
power spectrum density St(f ) at the transmitting end is used to define
the transmit power.

Pt = �f
0

+ B/2

f0 − B/2
St(f ) df (4.74)

At the receiving end, the received power of a wideband signal after
passing through a mobile radio environment can be obtained:

Pt = �f
0

+ B/2

f0 − B/2
St(f ) ⋅ C(d, f ) ⋅ Ae(f ) df (4.75)

which is different from receiving a narrowband signal, shown in Eq.
(4.70). Substituting Eq. (4.71) and Eq. (4.72) into Eq. (4.75) yields

Pr = �f
0

+ B/2

f0 − B/2
St(f ) df

= �f
0

+ B/2

f0 − B/2
St(f ) df (4.76)

Assume that the waveform of the sending pulse is

p(t) = A sin c (t ⋅ B) − < t < (4.77)

where A is the amplitude of the pulse and B is the total bandwidth. The
power spectrum density St(f ) of the pulse p(t) is:

St(f ) = constant = f0 − ≤ f ≤ f + (4.78)

Substituting Eq. (4.78) into Eq. (4.76),

Pr = �f
0

+ B/2

f0 − B/2
df

= K (4.79)
1

��
f 0

3[1 − (B/(2f0))2]2

1
�
f 3

kc2GtGr A
��
(4πr2)2B

B
�
2

B
�
2

A
�
B

1
�
B

1
�
B

1
�
f 3

kc2G
�
4πr2

c2G
�
4πr2

K
�
r2f

1
�
4πr2

1
�
4πr2

1
�
f 3

kczGtGrPt
��

(4πr2)2
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where

K = (4.80)

When the bandwidth B approaches zero, Eq. (4.79) becomes

Pr = K (4.81)

which agrees with Eq. (4.73) as the received power of a CW wave. From
Eq. (4.79), we find that the received power of a wideband signal at a
bandwidth B = f0/2 is merely 0.28 dB higher than the received power of
a CW wave. Equation (4.79) is plotted in Fig. 4.29. From the figure, we
find that, when the bandwidth is extremely wide (B = f0), the received
power is about 2.5 dB higher than that of a CW signal. Therefore, in
any practical situation, the received power of a wideband signal is the
same as that of a CW signal. The path loss rule of a CW signal can be
used to estimate the path loss of a wideband.

Multipath fading characteristic on wideband

The wideband pulse waveform p(t) has been shown in Fig. 4.29(a) and
expressed in Eq. (4.77)

p(t) = A sin c(t ⋅ B) = A (4.82)

where A is the amplitude. The received signal can be represented as

S(t) = � � �
∞

m = −∞

bm(t) (4.83)

The pulse width of 1/B is the time interval of the pulse occupied. We
count all bm that do not vanish over a range of a finite number of m cor-
responding to a time delay spread ∆. Since the wideband signal has less
fading than the narrowband signal, we may use an equivalent number
of diversity branches Meq to represent the less faded signal as

Meq = = B ⋅ ∆ + 1 (4.84)

The equivalent number of diversity branches Meq varies from different
human-made structure. Since the delay spread ∆ is larger in the urban
than in the suburban area, we may find the equivalent number of diver-

∆ + 1/B
�

1/B

sin πB(t − m/B)
��

π(t − m/B)
A
�
B

sin (πBt)
��

πt

1
�
f 0

3

kcGrGr A
��

(4πr2)2
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sity branches Meq of a fading signal with different bandwidths and dif-
ferent human-made environments as shown in the following table.

From Table 4.1, we find that the delay spread does not affect the nar-
rowband fading signals but reduces the number of fades for wideband
signals. For B = 1.25 MHz, the signal fading is reduced more in urban

172 Chapter Four

Figure 4.29 The wideband signal received with given St(f ): (a) waveform of p(t)
and band-limited St(f ); (b) the received signal due to the wide bandwidth.

(b)

(a)

TABLE 4.1 The Equivalent Diversity Branches Meq for Fading Signal

Human-made
environment ∆ (µs) B = 25 kHz B = 30 kHz B = 1.25 MHz B = 5 MHz

Enclosed area 0.1 1.0025 1.003 1.125 1.5
Open area 0.2 1.005 1.006 1.25 2
Suburban 0.5 1.0125 1.015 1.625 3.5
Urban 3 1.075 1.09 4.75 16
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(Meq = 4.75) than suburban (Meq = 1.625). The delay spread only reduces
the short-term fading, not the long-term fading.

Problem Exercises

1. Based on the parameters given in Fig. P4.1, what is the number of reflected
waves that may occur? Where are the reflection points located in Fig. P4.1?

2. Based on the parameters given in Fig. P4.2, calculate the increase in gain
at the mobile receiver when the base-station height is raised from 30 m to 45 m.

3. Based on the parameters given in Fig. P4.3, assuming that the path loss is
40 dB per decade over the distance, calculate the distance D at which the
received-signal power at the mobile unit is the same for the two base-station
antenna transmissions.

4. How much higher must the antenna in Fig. P4.2 be raised in order to
obtain the equivalent of free-space loss? The model for predicting propagation
loss over flat terrain, described in Sec. 3.6, can be used for reference.

5. Based on the parameters given in Fig. P4.5, calculate the diffraction loss
due to a single knife-edge obstruction.

6. If the height Ht of the obstruction in Fig. P4.5 remains constant but its
location between the base-station and mobile antennas can be changed, at
what location will Ht cause maximum diffraction loss?
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Figure P4.1 Data for Prob. 1.
Figure P4.2 Data for Probs. 2 and 4.

Figure P4.3 Data for Prob. 3. Figure P4.5 Data for Probs. 5 and 6.
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7. Based on the double knife-edge diffraction parameters given in Fig. P4.7,
use Picquenard’s model [Fig. 4.9(e) and (f )] to calculate the total diffraction
loss.

8. Given a mean signal field strength of −90 dBm at 10 km and a standard
deviation σpr

of 8 dB, what percentage of the field strength is above −100 dBm
at a distance of 10 km from the base-station transmitting antenna?

9. If the signal at the receiving location covers an area of 10 km what is 
the size of the coverage area in which 65 percent of the signal is above the Ṕr

value?

Note The Pr value is the mean signal field strength received at a given
distance from the transmitting antenna.
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Chapter

5
Effects of System RF Design 

on Propagation

5.1 Effects of Antenna Design

In Chaps. 3 and 4, the effects of the natural environment on radio-wave
propagation were described in some detail. Other factors associated
with mobile-radio system RF design can also have a significant effect
on radio-wave propagation. Such RF design factors include the type of
antenna employed, the directivity characteristics of the antenna, and
various field components of the transmitted energy, signal polariza-
tion, and gain factors.

To properly evaluate the effects of antenna design on mobile-radio
propagation, it is first necessary to develop an expression for the
amount of transmitted power received by the mobile unit. Since the
typical environment of a mobile unit includes both natural and human-
made obstructions—i.e., trees, hills, buildings, structures, and other
vehicles—the expression for the amount of transmitted power received
by the mobile unit is quite different from that used to describe conven-
tional line-of-sight propagation parameters.

The power Pt radiated by a base-station antenna is equal to the sur-
face integral of the radiation pattern distributed over the surface of a
large sphere with the base-station antenna located at its center. The
radiated power Pt can be expressed:

Pt = �
S

Gt(θ, φ) dS (5.1)

where S is the surface of a large sphere. Figure 5.1 illustrates the
spherical-surface concept of a large sphere in the far field with a cen-
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trally located base-station transmitting antenna. With the coordinates
illustrated in the figure, Eq. (5.1) may be written:

Pt = �
S

Gt(θ, φ)r1
2 sin θ dθ dφ (5.2)

where

Gt(θ, φ) = Re (EθH*φ) = |Eθ|2 (5.3)

and

θ, φ = angles in different planes
Eθ = electric-field component
Hφ = magnetic-field component, H*φ indicates complex conju-

gate of Hφ

Z0 = intrinsic impedance of free space (377 Ω)
r1 = distance from transmitter to receiver

If the base-station antenna radiation pattern is the same in all direc-
tions (and thus is denoted by Giso), then the radiated power Pt derived
from Eq. (5.2), is:

Pt = Giso �2π

0
�π

0
r1

2 sin θ dθ dφ = Gisor1
24π (5.4)

or Giso = (5.5)
Pt

�
4πr1

2

1
�
2Z0

1
�
2
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Figure 5.1 Spherical coordinates for radiated
power Pt.
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If the transmitting antenna is not omnidirectional but has a gain gt,
then:

Ggain = (5.6)

The equation for expressing the received power at the mobile-unit
receiver is

Pr = αGgainAe (5.7)

where α is the attenuation factor associated with the mobile-radio
environment and Ae is the effective aperture. Ae can be expressed:

Ae = (5.8)

where gr is the gain factor for the receiving environment. Substituting
Eqs. (5.6) and (5.8) into Eq. (5.7) gives the following:

Pr = � �(αgr) (5.9)

where on the right side of Eq. (5.9) the quantity within brackets is the
free-space path-loss formula and α and gr are the two factors affected
by the local environment surrounding the mobile unit. Alpha is the loss
factor depending on the angle of signal arrival, and gr is the antenna
gain factor as a function of the following two parameters at the receiv-
ing site: (1) the pattern of radiation received by the mobile unit’s
antenna, Gr(θ, φ), and (2) a relatively new term associated with the
probability density function (pdf) of angular wave arrival, pr(θ, φ),
which represents the probability that radio waves arrive at the
antenna from every angle in θ and φ, respectively, as shown in Fig. 5.2.
On the basis of the parameters illustrated in Fig. 5.2, the gr can be
expressed:

gr =

= �2π

0
�π

0
Gr(θ, φ)pr(θ, φ) sin θ dθ dφ (5.10)

where k1 is a constant.

k1
�
4π

�2π

0

�π

0

Gr(θ, φ)pr(θ, φ)r2
2 sin θ dθ dφ

����
(1/k1) �2π

0

�π

0

r2
2 sin θ dθ dφ

Ptgt
�

��
4π

λ
r1
��

2

grλ2

�
4π

Ptgt
�
4πr1

2
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The term pr(θ, φ) can be obtained approximately by using either a
highly directional antenna or a method introduced by Lee [1]. Equation
(5.10) defines gr more precisely than Gm was defined in Eq. (3.33) in
Chap. 3. When pr(θ, φ) is uniformly distributed,

pr(θ, φ) = (5.11)

and the constant k1 in Eq. (5.10) equals 2π2, then Eq. (5.10) becomes:

gr = �2π

0
�π

0
Gr(θ, φ) sin θ dθ dφ = Gm (5.12)

which is the antenna gain specified by the manufacturer. Equation
(5.9) is primarily used to study effects that are caused by the mobile-
radio environment.

Example 5.1 Figure E5.1(a) shows the configuration of a rectangular horn
antenna. Assuming that at a frequency of 850 MHz the horn is 100 percent effi-
cient, the following information can be obtained:

1. The gain of the antenna horn is

G = × Aperture = 113.1 ≈ 20.5 dB (E5.1.1)

2. The directivity and gain are the same; therefore the beamwidth of the
antenna pattern in the xz and yz planes can be expressed:

D = = (ab) φ, θ in degrees (E5.1.2)

φ1θ1 = � �� � = (22°)(16°) (E5.1.3)

as shown in Fig. E5.1(b).

57.3λ
�

b
57.3λ
�

a

4π
�
λ2

41,250
�

φ1θ1

4π
�
λ2

1
�
4π

1
�
2π2
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Figure 5.2 Coordinates of angular radio-
wave arrival.
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3. Figure E5.1(c) shows that this type of rectangular horn antenna cannot
cover 45° of incident wave arrival in the xz plane, since:

θ1 = 16° (E5.1.4)

Example 5.2 Given an antenna beam pattern of Gr(θ, φ) = cos θ and a probabil-
ity density function (pdf) of angular wave arrival of pr(θ, φ) = cos θ/π, then the gain
gr from Eq. (5.10) can be expressed:

gr = �2π

0
�π

0
dθ dφ (E5.2.1)

Since the pattern of cos2 θ in Eq. (E5.2.1) is maximum at θ = 0 and null at θ = 90°,
the range of θ is from 0 to π/2. Therefore, the gain can be expressed:

gr = �2π

0
�π/2

0
dθ dφ = (E5.2.2)

In the mobile-radio environment, it is commonly assumed that the pdf of angular
wave arrival pr(θ, φ) is uniformly distributed in both the azimuth angle φ and the

k
�
6π

cos2 θ sin θ
��

π
k

�
4π

cos2 θ sin θ
��

π
k

�
4π

Effects of System RF Design on Propagation 181

Figure E5.1 (a) Rectangular horn antenna; (b) beamwidth of antenna
pattern; (c) angle of incident wave arrival.

(c)

(b)

(a)
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elevation angle θ. If this were true, the gain factor gr of Eq. (5.12) would be cor-
rect; however, the actual distribution of elevation angle θ is not exactly uniform
and thus causes slight differences in the measured data. These effects are
described in greater detail in Sec. 5.4.

5.2 Effects of Antenna Directivity

As might be expected, improving antenna directivity at the base sta-
tion usually results in an increase in the power received at the mobile
unit. Figure 5.3(a) shows how a directional antenna concentrates its
radiated energy in the direction of the mobile unit. Figure 5.3(a) illus-
trates that even though the energy transmitted by the base-station
antenna is directional, the mobile unit’s received signal is the com-
bined direct and reflected signals from scatterers located in all direc-
tions around the mobile unit.

The use of a directional antenna by the mobile unit [Fig. 5.3(b)]
would be expected to add some additional gain to the received signal;
however, a directional receiving antenna would limit reception to a cer-
tain angular sector of the field of propagation. Those radio waves out-
side the directional beamwidth would not contribute to the received

182 Chapter Five

Figure 5.3 Directional antennas improve signal recep-
tion: (a) directional propagation increases signal recep-
tion; (b) effects of scatterers on directional propagation.

(b)

(a)
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power. While it is true that a narrower beamwidth equates with higher
gain, it is also true that fewer incoming radio waves are received, and
therefore, the advantages of a directional antenna at the mobile unit
are counterbalanced by the obvious disadvantages. Consequently, it is
more or less to maintain a constant level of reception over an omnidi-
rectional coverage area.

If Eq. (5.12) is applied for a directional antenna with a beamwidth of
∆θ ∆φ, where ∆θ is the beamwidth of the elevation and ∆φ is the beam-
width of the azimuth, then the following expressions can be derived:

gr = �2π

0
�π

0
G(θ, φ) sin θ dθ dφ ≈ (5.13)

Equation (5.13) is a common equation found in many antenna text-
books [2]. The loss factor α in Eq. (5.9) due to an antenna beamwidth of
∆θ ∆φ can be expressed:

α = �∆θ

0
�∆φ

0
pr(θ, φ) dθ dφ = (5.14)

since pr(θ, φ) = 1/2π2 is uniformly distributed. From the relationship
between Eq. (5.13) and Eq. (5.14), it follows that

αgr = (5.15)

Equation (5.15) indicates that the product of the loss factor α and the
gain factor gr will remain substantially constant within a mobile-radio
environment, regardless of the beamwidth of the mobile unit’s direc-
tional antenna. Substituting Eq. (5.15) into Eq. (5.9) gives the following
expression:

pr ≈ � �� � (5.16)

The received power at the mobile unit, therefore, is also independent of
the beamwidth of the mobile-unit directional antenna, as shown in Eq.
(5.16). This result was confirmed in experiments performed by Lee [3]
in the 836-MHz frequency range using linear monopole antenna arrays
with half-power azimuth beamwidths of 45, 26, and 13.5°, respectively.
The average received power of each linear monopole antenna array
was about the same as that received by an omnidirectional monopole
antenna independently of the beamwidth measured, in a plane 90°
from the azimuth; i.e., the plane of θ was equal to 90 degrees, as illus-
trated in Fig. 5.2. The exact distribution of θ varies slightly from the

k2
�
2π2

ptgt
�
(4πr1/λ)2

k2
�
2π2

∆θ ∆φ
�

2π2

k2

�
∆θ ∆φ

1
�
4π
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assumed uniform distribution, as will be shown in Sec. 5.4; hence Eq.
(5.16) is an approximate solution. However, Eq. (5.16) does explain the
independence of antenna beamwidth and received power.

If there is any advantage in using a directional antenna on a mobile
unit, it is that the relatively small number of incoming waves within
the angular sector of the directional beamwidth will result in less sus-
ceptibility to severe fading. Multipath fading was described in Chap. 1,
and the effects of short-term fading are further discussed in Chap. 6.

Example 5.3 The use of a corner-reflector antenna, as shown in Fig. E5.3, can
sometimes be helpful in obtaining signal gain and coverage.Assuming that the fre-
quency of the transmitted signal is 850 MHz and θ1 = 78°, and that the field inten-
sity is expressed in volts per meter, what is the gain of the corner-reflector antenna
in decibels? What is the coverage angle φ1 of the corner reflector in degrees?

solution To find the gain and angle of coverage for the corner-reflector antenna,
the following procedure is used. The four source points associated with the image
planes are symmetrical. The pattern for the E field can be expressed:

E(φ) ∝ cos (βS cos φ) − cos (βS sin φ) (E5.3.1)

The following parameters are given for Fig. E5.3:

S = (E5.3.2)

E(φ) ∝ cos (π cos φ) − cos (π sin φ) (E5.3.3)

E(φ = 0) = −2 (E5.3.4)

E(φ1 = 22°) = −1.414 (E5.3.5)

Hence, the coverage angle is

φ1 = 44° (E5.3.6)

λ
�
2
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Figure E5.3 Corner-reflector antenna.
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and therefore, the gain is:

G = = 8.45 ≈ 9.3 db (E5.3.7)

5.3 Antenna-Pattern Ripple Effects

When an antenna pattern is measured at the mobile receiver in the
vicinity of a second, colocated antenna, small fluctuations or ripples
can be observed along the fringes of the pattern due to the presence of
the adjacent antenna. The effects of such ripples on an omnidirectional
mobile antenna are not significant, since the patterns of the two anten-
nas on the roof of the vehicle usually are not the same and the antenna
pattern itself is dependent upon the antenna mounting site, and there-
fore the antenna pattern is somewhat deformed. On the other hand,
the antenna pattern at the base-station multiple-antenna configura-
tion conforms closely to the free-space pattern with regard to the
antenna pattern ripples caused by the adjacent antenna.

As an example, suppose that a signal is transmitted from a mobile
unit traveling at 15 mi/h and received by two identical base-station
antennas separated by only 8 wavelengths. Under this set of condi-
tions, one would intuitively suspect that the average power of the two
received signals over the period of a short 10-s interval would be about
the same. However, the results of studies prove that they are not the
same, as shown in Fig. 5.4. In a 1-min time interval, the average signal
level of one antenna with respect to the signal level from the other
antenna can vary as much as 4 to 5 dB. In the next time interval, the
reverse can be true. To eliminate the possibility that this phenomenon
is the result of instability in the local oscillators of the two receivers,
the data from a number of identical test runs conducted at various
times were compared [4]. Analysis of the various test-run data proved
that receiver oscillator instability was not the cause, since the data
results were reproducible.

Another possible cause that was studied was the interaction of base-
station antenna patterns where two colocated antennas are separated
by very small distances. The following method was used to study the
phenomenon of antenna-pattern ripples and their effects.

The first phase of the study was to obtain measurements of the free-
space patterns of the received signal from two base-station antennas of
a three-antenna multiple-array configuration, as shown in Fig. 5.5.
This antenna multiple-array configuration consisted of three antennas
mounted on a triangular structure at a height of 100 ft. One antenna of
the multiple array was used for transmitting, while the other two
antennas were used for diversity-combined reception of mobile trans-
missions. The three antennas of the multiple array were equally sepa-

29,000
�
78 × 44
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rated by about 8 wavelengths, based on an operational frequency of 850
MHz. The heights and spacing for multiple-array antennas operating
at other particular frequencies are described in greater detail in Sec.
9.4 of Chap. 9. Analysis of the free-space patterns of the two receiving
antennas revealed that the antenna-pattern ripple effects were caused
by interaction of the adjacent, colocated antennas.

The second phase of the study consisted of road testing within a des-
ignated sector of approximately 15° between 330 and 345° with respect
to the base-station orientation shown in Fig. 5.6(a). The two base sta-
tions are simultaneously receiving the signal from the mobile. The dif-
ference in power between the two received signals, P1 − P2, is plotted in
Fig. 5.6(b). Note that the power difference is not dependent upon the
path loss of each signal.

In the third phase of the study an analysis was made of the recorded
power differences between the two base-station receiving antennas as
the mobile unit traveled across a particular radial line within the test
sector. For example, six radial lines (θ1 to θ6) were chosen, as shown in
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Figure 5.4 Plot of received power for two base-station antennas.
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Figure 5.6 Demonstration of antenna-pattern ripple effects: (a) geographic sector and
area of coverage during second phase of road testing of dual base-station antenna sig-
nal reception.

(a)
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Fig. 5.6(a). The power differences between the two antennas were
recorded at the base station each time the mobile unit was traveling
across each particular radial line. The power differences at six spots on
the θ1 radial line are shown in Fig. 5.6(b) at their corresponding spot
locations. Note that a constant of −2 dB signal difference was observed
for the mobile in passing each spot of the θ1 radial line. The constants
of power differences in other values are observed from other radial
lines, as shown in the figure. It proves that only the constant difference
between two base-station antenna patterns at any radial line due to
the ripple effect can cause this result. By comparing the power differ-
ences of Fig. 5.6(b) with that from two free-space patterns plotted in
Fig. 5.6(c), a distinct similarity can be observed, also.

The conclusion that can be drawn from this three-phase study is that
the base-station antenna-pattern ripples are caused by the interaction
between antennas in the multiple-array configuration. Consequently,
the antenna-pattern ripples have a pronounced effect on signals
received or transmitted at the base station, as was shown in Fig. 5.4.
The range of �2 dB in differences in power resulting from antenna-
pattern ripple effects, as shown in Fig. 5.6(b), will degrade performance
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Figure 5.6 (Continued) (b) typical plot of received-power differences between anten-
nas 1 and 2; (c) received-power differences of two free-space antenna patterns from
colocated antennas.

(b)

(c)
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in a diversity-combining receiver. Other factors affecting diversity com-
bining are discussed in Chap. 9.

5.4 Effects of High-Gain Antennas

High gain is obtained by suppressing the amount of high-elevation-
angle radiation, which increases the amount of radiation propagated at
low elevation angles. As previously discussed in Sec. 5.2, the antenna
pattern should cover the angular sector—both in azimuth and eleva-
tion—wherein mobile radio waves are present. It has also been shown
that increasing the directivity of an antenna does not necessarily result
in an increase in the power of the received signal. These conclusions
also apply, with certain limitations, to the effects of high-gain antennas.

To properly design a high-gain antenna, it is first necessary to deter-
mine the range of elevation angles within which mobile-radio signals
are propagated for optimal mobile communication. The vertical-pattern
characteristics of the high-gain antenna can then be designed to cover
that particular area. The use of a properly designed high-gain antenna
by the mobile unit will greatly improve signal reception. Studies have
been conducted by Lee and Brandt [5] in which two types of mobile-unit
antennas were evaluated. One had a gain of 6 dB with elevation cover-
age of 16°.This antenna’s gain was 4 dB higher than the other antenna’s,
which was a λ /4 whip antenna with elevation coverage of 39°. Table 5.1
lists the results of field-strength data measurements in a typical subur-
ban area of New Jersey.

In Table 5.1, the line-of-sight signal strength from the high-gain
(vertical-directivity) antenna averaged 4 dB above that recorded for
the whip antenna. The line-of-sight path for the greatest amount of
incoming signal energy always lies near the horizontal plane, since the
difference in antenna heights of the base-station and mobile antennas
is less than 300 ft and the intervening distance is more than 1.5 mi.

For the out-of-sight condition, the signal strength from the same
high-gain antenna was generally 2 to 3.5 dB above that of the whip
antenna on virtually every location sampled. The results tabulated in
Table 5.1 confirm that the major portion of signal arrival is within 16°
of the horizontal plane. In a sampling of 14 locations on 11 streets, only
one street (Maple Place, Keyport) showed no improvement in high-
gain-antenna performance. This could mean that under certain condi-
tions a major portion of the signal is above the 16° elevation coverage
of the high-gain (vertical-directivity) antenna, but still within the 39°
elevation coverage of the whip antenna. The conclusion is that the
spread of the vertical incident angles from the horizontal can be some-
what larger than 16° but is usually smaller than 39°. It can also be con-
cluded that the high-gain (vertical-directivity) antenna is the antenna
of choice in suburban, residential, and small-town areas.
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5.5 Independence of Electric and Magnetic
Fields in the Mobile-Radio Environment

When a vertically polarized electric wave is transmitted, the time-
changing magnetic field generates a time-varying electric field, and
vice versa. The resultant electromagnetic energy is propagated
through time and space at the velocity of light. The coincidental elec-
tric and magnetic fields are considered interdependent.

When a vertically polarized electric wave is transmitted from an
antenna through any radio environment, the received signal contains
the information present in both the electric and magnetic fields of the
propagated wave. The mathematical expression for the three field com-
ponents of an incoming wave arriving at the mobile unit’s receiving
antenna can be written:

Ez = ãi exp (−jβV ◊ uit) e jω0t V/m (5.17)

Hx = η0hx = ãi sin φi exp (−jβV ◊ uit) e jω0t (5.18)

Hy = η0hy = −ãi cos φi exp (−jβV ◊ uit) e jω0t (5.19)

where ãi = complex term expressed in Eq. (1.4)
u = direction vector of wave arrival
φi = angle of wave arrival
V = velocity vector of motion

The coordinates for the arrival of an incoming wave at the mobile unit
are shown in Fig. 5.7.
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TABLE 5.1 Differences in Signal Strength between a Vertical-Directivity
Antenna (6 dB) and a l/4 Whip Antenna (2 dB)

Difference in Difference in
dB average dB (line-of-

Name of street Town (out-of-sight) sight)

1. Main St. (S→N) Keyport 2 3
Main St. (N→S) Keyport 2 4

2. Maple Pl. Keyport 1 3
Maple Pl. Keyport 0 4

3. Broadway Keyport 2 4
Broadway Keyport 1 4

4. American Legion Dr. Keyport 2
5. First St. Union Beach 2
6. Stone Rd. Union Beach 2 4
7. Poole Ave. Raritan 3 4
8. Annapolis Dr. Raritan 3.5 4
9. Idlebrook Rd. Matawan 3 4

10. Idlestone Rd. Matawan 3.5 4
11. Van Brackle Rd. Matawan 2 4

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.

Effects of System RF Design on Propagation



To simplify the calculation of Eqs. (5.17), (5.18), and (5.19), where η0

is the intrinsic impedance of 377 Ω, the time variation ejω0t can be
dropped from the three equations. Also, all three field components Ez,
Hx, and Hy can be expressed in volts per meter. The field component Ez

is linearly polarized in the z direction only, whereas the field compo-
nent H is linearly polarized in both the x and y directions. Equations
(5.17) through (5.19) reasonably assume that electromagnetic waves
normally propagate close to the ground plane in the mobile-radio envi-
ronment.

When N vertically polarized electric waves coming from N directions
are received by an isotropic antenna of a mobile-radio terminal, the
three field components become:

Ez = �
N

i = 1

ãi exp [−jβVt cos (φi − α)] (5.20)

Hx = �
N

i = 1

ãi sin φi exp [−jβVt cos (φi − α)] (5.21)

Hy = −�
N

i = 1

ãi cos φi exp [−jβVt cos (φi − α)] (5.22)

Then, the three resultant field components at the mobile receiving
antenna do not have an interdependent relationship but are consid-
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Figure 5.7 Coordinate system for an incoming
wave.
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ered mutually independent [6, 7]. Figure 5.8 illustrates the properties
of an energy-density antenna which is capable of receiving the three
field components Ez, Hx, and Hy separately [8]. The functional design of
the energy-density antenna is based on the principle that the electric
fields received along two edges of the loop and having the same polar-
ity, simply add. This principle, applied to the E field component Ez, is
illustrated in Fig. 5.8(b).

Figure 5.8(c) shows that the loop current induced by the Hy field com-
ponent flows in opposite directions along the two edges; subtracting
the outputs results in the Hy signal component. Similarly, the loop cur-
rent induced by the Hx field component in Fig. 5.8(d) also is opposite
and subtracts to produce the Hx signal component. Collectively, the
functions of the energy-density antenna can be considered as field-
component diversity [7], since each field component carries the same
communication intelligence. Although a transmitted radio wave con-
sists of both an E field and an H field, the receiving antenna normally
uses the E field component to develop signal information. Since the
receiving antenna does not use the H field component to develop signal
information, this component is wasted.
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Figure 5.8 Structure and functions of an energy-density antenna.

(a)

(b)

(c) (d)
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One way to receive all three field components at the mobile receiver
would be to have three omnidirectional antennas, one for each field
component in the xy plane. There is no problem in having an omnidi-
rectional antenna for the E field component as shown in Fig. 5.8(b);
however, the semiloop antennas required for the Hy and Hx field com-
ponents [Fig. 5.8(c) and (d)] are not omnidirectional antennas refer-
enced to the xy plane. For example, Fig. 5.9 shows the antenna pattern
for the Hx loop function in the xy plane shown in Fig. 5.8(d).

The antenna pattern Gr(θ, φ) for a loop antenna can be expressed:

Gr(θ, φ) = sin2 φ (5.23)

Assuming that the angular probability density function (pdf) of wave
arrival is uniform:

pr(θ, φ) = (5.24)

then, by substituting Eqs. (5.23) and (5.24) into Eq. (5.10), the following
equation for gain is obtained:

gr = �2π

0
�π

0
sin2 φ sin θ dθ dφ = (5.25)

Equation (5.25) indicates that there is a 3-dB power loss due to the
effects of the mobile-radio environment on the antenna pattern of a

1
�
2

1
�
k1

k1
�
4π

1
�
k1
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Figure 5.9 Antenna pattern for Hx field
component.
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loop antenna at the mobile unit. This is similar to the 3-dB power loss
in receiving the Hy field components as shown in Fig. 5.8(c).

Example 5.4 When a radio wave is transmitted, the wave consists of an E field
and an H field. The receiving antenna is normally used to extract either the E
field or the H field, but not both.

It can be assumed that the E field and H field components are always present
when a radio wave is propagated, and that the E field and H field components
received at the same spot are always uncorrelated. Under these conditions, is it
practical to use two antennas at the receiving terminal to extract components of
both the E field and the H field?

solution It is practical and desirable, in theory, to use two different receiving
antennas to receive the E field and H field components. However, in certain cir-
cumstances it is desirable to use two identical receiving antennas to receive
either two E fields or two H fields simultaneously. As noted in the assumptions,
the E and H field components received at the same spot are always uncorrelated,
whereas the two E field signals are only uncorrelated when the two E field anten-
nas are placed at least λ /2 apart. At low transmission frequencies approaching
the 10-m wavelength, λ /2 is 5 m, which is an impractical separation for mobile-
radio antenna installations. It is therefore desirable to use E/H-type antennas for
mobile installations. At higher frequencies, this physical constraint is no longer
valid and the use of two identical E or H antennas becomes a practical solution.
Besides, to use E/H-type antennas with the portable units is always a desirable
solution to achieving diversity (see Chap. 9).

5.6 Effects of Radio-Wave Polarization

The effects of radio-wave polarization have been documented by Lee
and Yeh [9], Rhee and Zysman [10], and Lee [11], which are the basis
for the following discussion. When a vertically polarized wave Ev and a
horizontally polarized wave Eh are transmitted simultaneously, a prop-
agation effect known as “cross-coupling” can occur. Since the mobile-
radio propagation medium is linear, the principles of reciprocity can be
applied. The two differently polarized waves arriving at two colocated
mobile-unit receiving antennas can be expressed:

Ev = Γ11 + Γ21 (5.26)

Eh = Γ22 + Γ12 (5.27)

When the principles of reciprocity are applied, the two differently
polarized waves arriving at two colocated base-station receiving anten-
nas are:

E′v = Γ11 + Γ12 (5.28)

E′h = Γ22 + Γ21 (5.29)
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where Γ11 = transmit vertical, receive vertical
Γ12 = coupling between vertical at the base and horizontal at

the mobile
Γ21 = coupling between horizontal at the base and vertical at

the mobile
Γ22 = transmit horizontal, receive horizontal

Figure 5.10 illustrates the horizontal and vertical polarization rela-
tionships expressed in Eqs. (5.26) through (5.29). For purposes of dis-
cussion, assume that the two colocated mobile-unit antennas, one
vertically polarized and the other horizontally polarized, are mounted
in the same spot on top of the mobile unit, as shown in Fig. 5.11.

The following equation can be obtained from Eq. (1.20):

Γ11 = �
N

i = 1

aie jψ i (5.30)

where ai and ψi are the amplitude and phase, respectively, of the ith
incoming wave. If horizontal- and vertical-polarized antennas are colo-
cated at both the base-station and mobile-unit terminals, then it can be
assumed that the two transmitted waves will follow the same propaga-
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Figure 5.10 Reciprocity of horizontally and vertically polarized waves.

Figure 5.11 Physical arrangement of horizontal and ver-
tical mobile-unit antennas.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.

Effects of System RF Design on Propagation



tion path between the two terminals. It is important, however, to note
that the reflection coefficients for the two waves are different, as
expressed in Eqs. (3.6) through (3.9). The reflection coefficient for the
vertically polarized wave is:

av ≈ −1 ground-reflected wave

ah ≈ −1 building-reflected wave

The reflection coefficient for the horizontally polarized wave is:

ah ≈ −1 ground-reflected wave

−1 ≤ av ≤ 1 building-reflected wave

where

av ≈ −1 for incident angles to the building wall << 10°

av ≈ +1 for incident angles to the building wall ≈ 90°

Therefore, the horizontally polarized wave Γ22 can be expressed:

Γ22 = �
N

i = 1

(ai + ∆ai)e j(ψ i + ∆ψ i) (5.31)

where ∆ai and ∆ψi are the amplitude and phase difference, respectively,
of each wave path as compared with Eq. (5.30). The expressions for the
waves in Eqs. (5.30) and (5.31) are similar; however, because of the dif-
ferences in amplitude and phase, Γ11 and Γ22 are proved statistically
independent [9]. If the two waves, one horizontally polarized and the
other vertically polarized, are transmitted simultaneously, then polar-
ization cross-coupling occurs. The terms Γ12 and Γ21 in Eqs. (5.26) and
(5.27) are also important and are discussed in subsequent paragraphs.

In analyzing the distribution of Ev and Eh, it was found that the local
means or long-term-fading characteristics of the two signals Γ11 and Γ22

are lognormal-distributed. Ev and Eh also include the two signals Γ21

and Γ12, as expressed in Eqs. (5.26) and (5.27). From the field studies
described by Lee and Yeh [9], the local means of the two signals Ev and
Eh exhibited the same shadowing effects. Both signals peaked up and
down at approximately the same street locations among those where
data were recorded. However, the local means of the two signals were
by no means exactly equal. There are two main parameters for the sta-
tistical distribution of Ev and Eh: the cumulative probability distribu-
tion and the spread difference between the two local means.

The cumulative probability distribution of the local means of both Ev

and Eh appeared to be lognormal-distributed, as were the distributions
for Γ11 and Γ22. The spread S, expressed in decibels, for the difference
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between the two local means of Ev and Eh was found to be lognormal-
distributed, with a standard deviation of σ = 2 dB in suburban areas:

S = |Ev
2| − |Eh

2| dB

The 50 percent point is very close to 0 dB, which makes it simple to com-
bine the two signals for diversity reception, as discussed in Chap. 9.

In comparing the local means of Ev and Eh in a suburban area, there
are no gross differences between the average local mean levels of Ev

and Eh. However, on the basis of measured data recorded within a 3-mi
radius of the base station located in the Keyport-Strathmore area of
New Jersey, it was noted that Ev was slightly higher than Eh [9].

In comparing the local means of Γ11 and Γ22 in urban areas, it was
found that the local mean of Γ11 was always higher than that of Γ22. Fig-
ure 5.12 plots the decibel difference between Γ11 and Γ22 based on mea-
sured data recorded in downtown Philadelphia in 1972 [10]. A 4 dB
difference between signals Γ11 and Γ22 was found at distances of approx-
imately 1 mi or more from the base-station antennas.

Published literature does not reveal very much information on polar-
ization cross-coupling effects. It is therefore interesting to note the
cross-coupling comparisons obtained from the same data measured in
downtown Philadelphia in 1972, as shown in Figs. 5.13 and 5.14 [10,
11]. The conclusion that can be drawn from the polarization cross-
coupling studies involving measured data is that the cross-coupling of
energy from a transmitted vertically polarized wave into a horizontally
polarized wave is appreciably less than the cross-coupling of energy
from a transmitted horizontally polarized wave into a vertically polar-
ized wave. The postulation for this phenomenon is that since most
structures, buildings, electric poles, and similar reflectors are parallel
to the vertically polarized wave, there is less chance of vertical-signal
depolarization after each such reflection. Therefore the cross-coupling
effects are noticeable in urban areas but not in suburban areas.

198 Chapter Five

Figure 5.12 Plot of the difference between sig-
nals Γ11 and Γ22 (dB).
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Base-station polarization antenna

Sometimes, the whip antenna’s mounting on the mobile unit is not
always erected vertically. Also, the antenna of portable phones used by
people always tilt to an angle from the vertical position. Therefore, the
cross-dipole polarization antenna is proposed for receiving signals at
the base station. The transmitting signal still comes from the whip
antenna of a mobile (or portable) terminal. The polarization antenna
mounted at the base station can increase the signal gain and also pro-
vide the diversity gain at the base station. Thus, it tries to replace the
space diversity antenna and save more space and cost. The antenna
structure is shown in Fig. 5.15. The antenna structure is very favorable
to mount on an antenna master. However, the diversity gain compared
to the space diversity antenna is much weaker, as discussed in Chap. 9.
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Figure 5.13 Plot of the difference be-
tween signals Γ11 and Γ12 (dB).

Figure 5.14 Plot of the difference be-
tween signals Γ21 and Γ22 (dB).
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Problem Exercises

1. Explain in physical rather than mathematical terms why the average
power received by a mobile directional antenna is roughly independent of the
beam pattern.

2. Explain why two identical base-station antennas receive different levels of
average power within the same given time interval. Are the average power
ratios of the two received signals always constant?

3. Figure P5.3 shows the free-space propagation pattern for two colocated
base-station antennas. Given the conditions that the mobile unit is traveling
within a 5° sector (45° to 50°) of the antenna pattern at a distance of 2 km and
that the two antennas are transmitting on different frequencies, how far would
the mobile unit have to travel in a circular direction to cause the peak signal
reception at the base station to change from one antenna to the other?

4. A mobile unit is equipped with a 4-dB high-gain antenna (that is, 4 dB
with reference to a dipole antenna); the field strength of the received signal is
only 2 dB over that of a dipole antenna. Under this assumption, what is the ele-
vation angle of wave arrival?

5. Prove that the power-combining function of an energy-density antenna is
less than the power-combining function of three Ez field antennas.

6. Prove that the antenna configuration shown in Fig. P5.6 can be used as an
energy-density antenna [12].

200 Chapter Five

Figure 5.15 Sketch of cross-dipole polarization antenna.
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7. Explain why a vertically polarized wave is preferred over a horizontally
polarized wave for mobile-radio communications.
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Chapter

6
Received-Signal Envelope Characteristics

6.1 Short-Term versus Long-Term Fading

When an instantaneously fading signal s(t) is received at any time t in
a mobile-radio environment, this signal can be expressed:

s(t) = r(t)e jψ(t) (6.1)

where ψ(t) is the term for the phase of the signal s(t) and r(t) is the term
for the envelope of the signal. Furthermore, r(t) can be separated into
two terms:

r(t) = m(t)r0(t) (6.2)

where m(t) represents long-term signal fading, as previously described
in Sec. 3.5, and r0(t) represents short-term signal fading. If m( y) repre-
sents any physical spot y corresponding to time t during the test runs,
then m( y) is the local mean. In this situation, Eq. (6.2) can be
expressed:

r( y) = m( y)r0( y) (6.3)

The instantaneous fading signal s(t) received in the field contains
both envelope information r(t) and phase information ψ(t). Although
the phase information ψ(t) is not used when calculating path loss, it
directly affects signaling performance and voice quality, as is discussed
later in Chap. 7.

In Chaps. 3 through 5, the model for explaining propagation-path
loss and the methods for calculating the loss from the local means m( y)
are described. If no multipath fading is present, then the propagation-
path loss is the only major factor that must be considered. However, if

203

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.

Source: Mobile Communications Engineering



severe multipath fading is present in the mobile-radio environment,
this means that r0( y) in Eq. (6.3) cannot be treated as a constant and in
order to obtain r0( y) it is first necessary to obtain m( y) by estimation of
m̂(x = y), as shown in Eq. (3.43). The term m̂( y) is derived from an aver-
aging process applied to the envelope r( y) of an instantaneous fading
signal s( y) at any spot y. Thus, m̂( y) will be factored out from r( y) in
order to obtain r0( y). The envelope of a fading signal contains both
long-term-fading and short-term-fading components. The long-term-
fading components, which contribute only to propagation-path loss,
must be removed, and the short-term-fading components, which are
the result of the multipath phenomenon, must be retained.

As was previously shown by Eq. (3.43), the estimate of the local mean
m̂(x) is different from the true local mean m(x) and can be expressed [1]

m̂(x) = m(x) � x + L

x − L
r0( y) dy (6.4)

as illustrated in Fig. 6.1. The local means obtained from Eq. (6.4) are
called the “running means”; i.e., the data points within a length L on
both the left and right sides of point x are used to obtain an average for
that point.

If the length L is not long enough, m(x) itself retains partial short-
term-fading information and therefore m̂(x) is different from m(x).
When L is too long, the details of the local means are wiped out from
the averaging process of Eq. (6.4); again, m̂(x) is different from m(x). If
the length of L is chosen properly—more than 40λ but less than 200λ,
as discussed in Sec. 3.5—then

m̂(x) → m(x)

The integral portion of Eq. (6.4) then becomes:

�x + L

x − L
r0( y) dy → 1 (6.5)

1
�
2L

1
�
2L
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Figure 6.1 Estimating the local means of a fading signal.
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The term r0( y) is an instantaneous signal free of local means and can
be treated as though the m(x) curve in Fig. 6.1 were straightened, as
shown in Fig. 6.2.

In an arithmetical expression, r0( y) is obtained by dividing the
received instantaneous signal r( y) by the estimated local means  m̂(x) as:

r0( y) = (6.6)

and the logarithmic expression of r0( y) is the difference between r( y)
and  m̂(x = y) in their respective decibel scales:

r0( y)(dB) = r( y)(dB) − m̂( y)(dB) (6.7)

The method for determining how close  m̂( y) approaches the value of
m( y) is described in greater detail in Sec. 3.5.

For flat-ground areas, m( y) is a constant over the entire measured
area. However, in hilly areas, m( y) fluctuates with the terrain contour.
my is the normalization factor in hilly areas and normalizes the instan-
taneous signal r( y). Hence r0( y) is a normalized signal and therefore is
not included in the local means. The short-term fading of r0( y) is also
called “velocity-weighted fading,” since it characterizes the mobile unit
as if it were traveling at a constant velocity. However, if the mobile is
traveling with changing velocity, then the envelope r0(t) of the received
signal must be weighted by the changing velocity in order to obtain
r0( y). In this context, r0(t) denotes the envelope of the received signal
where the vehicle speed is constant.

6.2 Model Analysis of Short-Term Fading [2]

E. N. Gilbert was the first one to create the short-term fading model.
The behavior of an E field signal can easily be described by using a the-
oretical model [2, 3]. Assume that the E field consists of the component
E in the z direction only, as shown in Fig. 6.3. Then, Ez can be expressed
from Eq. (5.20) as:

r( y)
�
m̂(x = y)
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Figure 6.2 Normalized fading signal.
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Ez = �
N

i = 1

ãi exp [−jβVt cos (φi − α)] (6.8)

where φi is the angle between the positive x axis and the direction u1

and 0 ≤ φi ≤ 2π. α is the angle between the x axis and the velocity V, and
0 ≤ α ≤ 2π. Both φi and α are shown in Fig. 6.3. ãi is a complex variable
that can be separated into real and imaginary parts:

ãi = Ri + jSi (6.9)

Hence, N incoming waves have N real values of Ri and Si.
For the theoretical model analysis, suppose that all 2N real values are

Gaussian independent variables with values of zero mean and a vari-
ance of 1. Under these conditions, the following expressions are true:

E[Ri] = E[Si] = 0

and

E[R i
2] = E[S i

2] = 1

Also assume that all N waves have uniform angular distribution. For
example, the kth wave uk has an arrival angle φk, and the probability
density function of φk is:

p(φk) = 0 ≤ φk ≤ 2π

Moreover, an infinite number of multiple reflected waves are assumed.
Inserting Eq. (6.9) into Eq. (6.8) and separating Eq. (6.8) into real

and imaginary parts yields the following expression:

Ez = X1 + jY1 (6.10)

1
�
2π
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Figure 6.3 Short-term fading model.
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The real part of Ez is

X1 = �
N

i = 1

(Ri cos ξ i + Si sin ξ i) (6.11)

and the imaginary part of Ez is

Y1 = �
N

i = 1

(Si cos ξ i − Ri sin ξ i) (6.12)

where

ξ i = βVt cos (φi − α) (6.13)

Since all values N of Ri, Si, and φi in Eqs. (6.11) and (6.12) are time-
independent, from the central limit theorem it follows that X1 and Y1

are independent random variables which are normally distributed, as
long as the value of N is greater than 10. The mean value of X1 is
obtained by taking a statistical average [see Eq. (2.11)] after time-
averaging [see Eq. (2.13)] cos ξ i and sin ξ i:

E[X1] = �
N

i = 1

E[Ri〈cos ξ i〉 + Si〈sin ξ i〉]

= �
N

i = 1

{E[Ri]〈cos ξ i〉 + E[Si]〈sin ξ i〉]} = 0

This equation can be obtained either from

〈cos ξ i〉 = 〈sin ξ i〉 = 0

or from given values of the described model:

E[Ri] = E[Si] = 0

Similarly, the mean value of Y1 is expressed:

E[Y1] = 0

The mean square value of X1 is obtained in the same manner as that
described above:

E[X 1
2] = �

N

i = 1

{E[Ri
2]〈cos2 ξ i〉 + E[Si

2]〈sin ξi〉}

= �
N

i = 1

(1⁄2 + 1⁄2) = N (6.14)
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for E[RiSi] = E[RiSj] = 0. Similarly,

E[Y 1
2] = �

N

i = 1

{E[Si
2]〈cos2 ξ i〉 + E[R i

2]〈sin2 ξ i〉}

= N

Let N = σ2; then

E[X 1
2] = E[Y 1

2] = σ2 (6.15)

Also,

E[X1Y1] = �
N

i = 1
�
N

j = 1

{E[RiSj]〈cos ξi cos ξ j〉 − E[SiRj]〈sin ξi sin ξ j〉

− E[RiRj]〈cos ξi sin ξ j〉 + E[SiSj] 〈sin ξ i sin ξ j〉}

= 0 (6.16)

where E[RiSj] = E[SiRj] = 0 and 〈cos ξ i sin ξ j〉 = 〈sin ξi cos ξ j〉 = 0. The
Gaussian functions X1 and Y1 from Eq. (6.16), then, are mutually in-
dependent.

6.3 Cumulative Probability
Distribution (CPD)

All statistical characteristics that are not functions of time are called
“first-order statistics.” For example, the average power, mean value,
standard deviation, probability density function (pdf), and cumulative
probability distribution (cpd) are all first-order statistics.

The cpd of r(t) or its normalized signal r0(t) shown in Eq. (6.3) is a
first-order statistic. In the following paragraphs the pdf of different sig-
nal envelopes r0(t) will be obtained first. Then, by integrating those
pdf ’s the cpd’s of different signal envelopes r0(t) will be obtained, as
previously discussed in Sec. 2.5.

The CPD of re (t) from an E field signal

Since X1 and Y1 of Eq. (6.10) are Gaussian, as shown in Sec. 6.2, then
the envelope of Ez, re(t), is

re = (X 1
2 + Y 1

2)1/2 (6.17)

Equation (2.53) shows that the pdf of re(t) is
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p(re) = exp �− � (6.18)

and that the cpd of re(t), the probability that re is less than level A, is

P(re ≤ A) = �A

0
exp �− � dre = 1 − exp �− � (6.19)

where the mean square of re is

E[re
2] = E[X1

2] + E[Y1
2] = 2σ2 (6.20)

The function of Eq. (6.19) is plotted on Rayleigh paper as shown in Fig.
6.4. The mean value of re is

E[re] = �∞

0
re p(re) dre = �∞

0
exp �− � dre = �� σ (6.21)

Hence the variable r0, defined in Eq. (6.3), can be expressed:

r0 = re = = �� (6.22)

Analysis shows that re is different from r0 by a constant. The cpd of r0

can be found from Eq. (6.19):

P(r0 ≤ R0) = 1 − exp �− R0
2� (6.23)

The variance of re is:

σ re
2 = E[re

2] − (E[re])2 = �1 − �(2σ2) (6.24)

The median of re is

P(re ≤ Mre) = �Mre

0

p(re) dre = 50% (6.25)

From Eq. (6.18), the following is obtained:

Mre = 0.832 �2�σ�2� (6.26)

π
�
4

π
�
4

re
�
σ

2
�
π

re
�
�2�σ�2�

�2�σ�2�
�
E[re]

1
�
E[re]

π
�
2

re
2

�
2σ2

re
2

�
σ2

A2

�
2σ2

re
2

�
2σ2

re
�
σ2

re
2

�
2σ2

re
�
σ2
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Also, the mean square of re
2 can be expressed:

E[re
4] = �∞

0
exp �− � dre

= 2(2σ2)2 (6.27)

and the variance of re
2 can be expressed:

σr
2

e
2 = E[re

4] − (E[re
2])2

= 2(2σ2)2 − (2σ2)2 = 4σ4 (6.28)

re
2

�
2σ2

re
5

�
σ2

210 Chapter Six

Figure 6.4 Statistical properties of a Rayleigh-fading signal.
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Another application of re can be found in the following expression:

= 1 (6.29)

The properties of the Rayleigh-fading signal re are given in Table 6.1.

The CPD of H-field component signals

The cpd of rh(t) from Hx and Hy field signals can be derived from Eqs.
(5.21) and (5.22), respectively, and Fig. 6.3, as expressed in the follow-
ing equations:

Hx = �
N

i = 1

ãi sin φi exp [−jβVt cos (φi − α)] (6.30)

and

Hy = −�
N

i = 1

ãi cos φi exp [−jβVt cos (φi − α)] (6.31)

The quantities φi, α, and ãi have been previously described in Eqs. (6.8)
and (6.9). If the description of the theoretical model in Sec. 6.2 is
applied to Eqs. (6.30) and (6.31), the following relationships are valid:

Hx = X2 + jY2 (6.32)

and Hy = X3 + jY3 (6.33)

where

	 = �
N

i = 1

 	 (Ri cos ξ i + Si sin ξ i) (6.34)

sin φi

−cos φi

X2

X3

σre
2

�
E[re

2]
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TABLE 6.1 Rayleigh-Fading-Signal re Properties

Percentage
Parameters, αi Symbols Values dB over 2σ2 p(re ≤ αi) Eq.

Average power E[re
2] 2σ2 0 63 (6.20)

Mean value E[re] �2�σ�2� −1.05 53 (6.21)

Median value Mre 0.832�2�σ�2� −1.59 50 (6.26)

Standard deviation of re σre �2�σ�2� −6.68 (6.24)

Standard deviation of re
2 σre

2 2σ2 0 (6.28)

Expectation of re
4 E[re

4] 2(2σ2)2 1.5 74 (6.27)

�4� −� π�
�

2

�π�
�

2
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	 = �
N

i = 1

 	 (Si cos ξ i − Ri sin ξ i) (6.35)

The term ξ i is shown in Eq. (6.13). Ri and Si are time-independent
Gaussian variables, and φi is uniformly distributed. According to the
central limit theorem, X2, X3, Y2, and Y3 are Gaussian values. Following
a procedure similar to that used in Eqs. (6.17) to (6.21) will give the
mean and mean square values of these four Gaussian functions:

E[X2] = E[X3] = E[Y2] = E[Y3] = 0 (6.36)

and

E[X2
2] = E[X 3

2] = E[Y 2
2] = E[Y 3

2] = = (6.37)

Hence, the mean square values of envelopes Hx and Hy, and of rhx and
rh y, respectively, are

E[rhx
2 ] = E[X 2

2] + E[Y 2
2] = σ2 (6.38)

and

E[rh y
2 ] = E[X 3

2] + E[Y 3
2] = σ2 (6.39)

The cpd of rhx or rhy has the same distribution as that expressed in
Eq. (6.19); however, Eqs. (6.38) and (6.39) are both different from
Eq. (6.20). The cpd expressed in the following equation is plotted in
Fig. 6.4:

P � ≤ A� = 1 − exp �− � (6.40)
A2

�
σ2

rhx

rh y

σ2

�
2

N
�
2

sin φi

−cos φi

Y2

Y3
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Figure 6.5 Received E field signal coordinates for a
directional antenna.
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The CPD of rd(t) from a directional antenna

If an omnidirectional (whip) antenna is replaced by a directional
antenna pointing in the direction γ at the mobile receiver as shown in
Fig. 6.5, then the received E field signal Ed is

Ed = Xd + jYd (6.41)

where the mobile is traveling in the x direction and where

Xd = �
N ′

i = 1

(Ri cos ξ i + Si sin ξ i)G(γ − φi) (6.42)

Yd = �
N ′

i = 1

(Si cos ξ i − Ri sin ξ i)G(γ − φi) (6.43)

ξ i = βVt cos φi (6.44)

and G(γ − φi) is the directional-antenna pattern [4]. N ′ is the number of
wave arrivals received by the directional antenna.

From applying the descriptions of the model to Eqs. (6.42) and (6.43),
it appears that Xd and Yd are Gaussian functions regardless of the
directional antenna pattern G(γ − φi). Also, from Sec. 5.2, the average
power of the envelope rd obtained from a directional antenna is almost
the same as that of re obtained from an omnidirectional antenna:

E[rd
2] = E[re

2] = 2σ2 (6.45)

Hence the cpd of rd can be expressed:

P(rd ≤ A) = 1 − exp �− � (6.46)

Though the right-hand side of Eq. (6.46) is the same as that of Eq.
(6.19), this only means that the first-order statistics among re and rd

are the same. It should be noted that the second-order statistics
among these two are not the same, as will be shown in the following
sections.

Finding the PDF of angular wave arrival

On the basis of the assumption that the distributions of angles θ and φ,
as shown in Fig. 5.1, are mutually independent, the pdf of angular
wave arrival can be expressed:

pr(θ, φ) = pr(θ)pr(φ)

A2

�
2σ2
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If the signal is received from a directional antenna, its beam pattern
can be expressed as G(γ − φi) as shown in Fig. 6.5, where u i is the unit
vector representation of the ith wave, φi is the angle between vectors V
and u (u ⋅ V = cos φi), and γ is the normal direction of the antenna array
measured along the positive x axis. Under these given conditions, the
received E field of signal Ed is

Ed = Xd + jYd (6.47)

From Eqs. (6.42) and (6.43), the following expression is easily derived:

〈Xd
2〉 = 〈Yd

2〉 = � π

−π
G2 (γ − φi)pr(φi) dφi

= N〈G2(γ − φi)〉 (6.48)

and the pdf of angular wave arrival pr(φ) can be expressed:

p(γ) = � π

−π
δ(γ − φi)pr(φi) dφi (6.49)

where δ( ) is the delta function.
In the case where the antenna beamwidth is very narrow, then δ(γ − φi)

can be replaced in Eq. (6.49) by G2(γ − φ). By comparing Eq. (6.49) with
Eq. (6.48), an approximation of p(φ) can be obtained:

p(φ) ≈ 〈Xd
2〉 ≈ 〈rd

2〉

where φ replaces γ to preserve consistency within the notation. In Eq.
(6.45), the term rd was representative of the signal envelope.

In the case where the antenna beamwidth is not narrow, then δ(γ − φi)
should be replaced by GN(γ − φi); likewise, where N can become a large
value. Under these conditions, pr(φ) can be expressed

pr(φ) = π〈GN(γ − φ)〉 (6.50)

and 〈GN(γ − φ)〉 can be calculated for N = 4 and N = 6:

〈G4(γ − φ)〉 = {〈rd
4〉 − 2〈rd

2〉2}

〈G6(γ − φ)〉 = {〈rd
6〉 − 9〈rd

4〉〈rd
2〉 + 12〈rd

2〉3}

Lee’s method [4] can be used to find the general expression for 〈GN(γ − φ)〉
in terms of rd.

1
�
30N

1
�
6N

π
�
N

2π
�
N

N
�
2π
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6.4 Level-Crossing Rate (LCR) [3]

The lcr of r0(t) or r(t) is a second-order statistic. As shown in Eq. (2.73),
the level-crossing rate (lcr) at a given level A is

n(r0 = A) = �∞

0

·r0 p(r0 = A, ·r0) d ·r0 (6.51)

where the slope of signal r0, ·r0, is a derivative of r0 with respect to time,
as

·r0 =

Since Eq. (6.51) involves time, the lcr is a second-order statistic. The lcr
for each of three field components received from an omnidirectional
antenna and the lcr of a signal received from a directional antenna are
derived in the following sections.

The LCR of re(t) from an E field signal

The E field signal expressed in Eq. (6.10) contains real and imaginary
parts:

Ez = X1 + jY1

where the envelope of Ez is re(t), as expressed in Eq. (6.17). The joint
probability density function p(re , ·re) is obtained first; then Eq. (6.51) is
applied to obtain the lcr or re(t).

To obtain p(re , ·re), all N values of R and S in Eqs. (6.11) and (6.12) are
assumed to be time-independent; then, the derivatives of Eqs. (6.11)
and (6.12) with respect to time are:

·X1 = βV �
N

i = 1

(−Ri sin ξ i + Si cos ξ i) cos (φi − α) (6.52)

·Y1 = βV �
N

i = 1

(−Si sin ξ i − Ri cos ξ i) cos (φi − α) (6.53)

where ξ i is expressed:

ξ i = βVt cos(φi − α) (6.54)

Since the time averages of sin ξ i and cos ξ i are

〈sin ξ i〉 = 〈cos ξ i〉 = 0

dr0
�
dt
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the mean values and variances of ·X1 and ·Y1 are:

E[ ·X1] = βV �
N

i = 1

E[(Ri〈sin ξ i〉 + Si〈cos ξ i〉) cos (φi − α)] = 0

E[ ·Y1] = βV �
N

i = 1

E[(− Si〈sin ξ i〉 − Ri〈cos ξ i〉) cos (φ i − α)] = 0

ν2 = E[ ·X1
2] = (βV)2NE[cos2 (φi − α)] = (βV)2 (6.55)

and thus

E[ ·Y 1
2] = E[ ·X1

2] = ν2 (6.56)

By following the same steps as were used to obtain Eq. (6.16), the fol-
lowing is derived:

〈X1Y1〉 = 〈X1
·Y1〉 = 〈Y1

·X1〉 = 〈Y1
·Y1〉 = 〈 ·X1

·Y1〉 = 〈X1
·X1〉 = 0 (6.57)

From the central limit theorem, it follows that X1, Y1,
·X1, and ·Y1 are four

independent random variables that are distributed normally as the
value N approaches infinity.

The probability density function of four independent real random
variables X1, Y1,

·X1, and Y1 is p(X1, Y1,
·X1,

·Y1) [5], expressed:

p(X1, Y1,
·X1,

·Y1) = exp �− � + �� (6.58)

where σ2 and ν2 are shown in Eq. (6.15) and Eq. (6.56), respectively.
From Eq. (6.10), the following is indicated:

Ez = X1 + jY1 = ree jψ e

The quantity re is the envelope and ψe is the phase, both of them slow
variable functions of time. Then

X1 = re cos ψe

Y1 = re sin ψe (6.59)
·X1 = ·re cos ψe − re

·ψe sin ψe

·Y1 = ·re sin ψe + re
·ψe cos ψe (6.60)

The jacobian of the transformation from (X1, Y1,
·X1,

·Y1) space to
(re, ψe , ·re, ·ψe) space is |J| = re

2 [see Eq. (2.49)]. Therefore, the change of
variables makes it possible to express the probability density in the form:

X· 1
2 + ·Y1

2

�
ν2

X 1
2 + Y 1

2

��
σ2

1
�
2

1
��
(2π)2σ2ν2

N
�
2
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p(re , ψe , ·re , ·ψe) = re
2 p(X1, Y1,

·X1,
·Y1) = r e

2q(re , ψe , ·re, ·ψe)

= exp �− � + �� (6.61)

where q(re, ψe, ·re , ·ψe) is the density obtained by substituting the values
re , ψe, etc., for X1, Y1, etc., obtained from Eq. (6.59) and its time deriva-
tive Eq. (6.60). To obtain p(re , ·re), the probability density of the envelope
and its rate of change, ψe and ·ψe , must be integrated over their respec-
tive ranges (0 to 2π and −∞ to ∞). Then, from Eq. (6.61), the following is
obtained:

p(re , ·re ) = exp �− � + �� (6.62)

In obtaining the lcr, it should be noted that the expression on the
right of Eq. (6.62) is independent of t. Hence, the expected number of
level crossings n(A) at a given signal amplitude re = A can be obtained
from Eq. (6.51) by using p(A, ·re ) in Eq. (6.62), as follows:

n(re = A) = � ∞

0

·re p(A, ·re ) d·re = exp �− � (6.63)

The variance of re is

〈re
2〉 = 〈X 1

2〉 + 〈Y 1
2〉 = 2N = 2σ2

The normalized level R can be defined:

R = = (6.64)

Substituting the various values of σ2 and ν 2 from Eqs. (6.15) and (6.55)
into Eq. (6.63) and applying the relationships of Eq. (6.64) gives the
following:*

n � = R� = R exp (−R2) (6.65)

The function of Eq. (6.65) is plotted in Fig. 6.6, where the abscissa is
in decibels (20 log R) and the ordinate is (�2�π� /βV)n(R).

The normalized r0(t) can be found from Eq. (6.22). Inserting Eq.
(6.22) into Eq. (6.65) gives the following:*

βV
�
�2�π�

re
�
�2�σ�2�

A
�
�2�σ�2�

A
�
�E�[r�e

2]�

A2

�
2σ2

A
�
�2�π�σ�2�

ν
�
σ

·r e
2

�
ν2

re
2

�
σ2

1
�
2

re
��
�2�π�ν�2�σ2

r e
2 ·ψ e

2 + ·r e
2

��
ν2

r e
2

�
σ2

1
�
2

r e
2

��
(2π)2σ2ν2
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* These equations first appeared in the literature in 1967. See Ref. 3.
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n(r0 = R0) = R0 exp �− R0
2� (6.66)

The LCR of rhx and rhy from magnetic-field
components

Hx and Hy, expressed in Eqs. (6.32) and (6.33), respectively, contain real
and imaginary parts. The derivatives with respect to time are:

	 = βV �
N

i = 1

 	 cos (φi − α) (−Ri sin ξi + Si cos ξi) (6.67)

	 = βV �
N

i = 1

 	 cos (φi − α) (−Si sin ξi − Ri cos ξi) (6.68)

The means, variances, and covariances of the four Gaussians X, Y, ·X,
and ·Y of each field component are:

E[Xk] = E[Yk] = E[ ·Xk] = E[ ·Yk] = 0 k = 2, 3 (6.69)

σk
2 = E[X k

2] = E[Y k
2] = = k = 2, 3 (6.70)

ν2
2 = E[ ·X 2

2] = E[ ·Y 2
2] = ν2 (6.71)

ν3
2 = E[ ·X 3

2] = E[ ·Y 3
2] = ν2 (6.72)

3 cos2 α + sin2 α
��

4

cos2 α + 3 sin2 α
��

4

σ2

�
2

N
�
2

sin φi

−cos φi

·Y2
·Y3

sin φi

−cos φi

·X2
·X3

π
�
4

βV
�
2�2�
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Figure 6.6 Plot of lcr curves for Ez, Hx, and Hy mobile
radio signals [3].
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and similarly, the following can be obtained:

E[XkYk] = E[Xk
·Xk] = E[Xk

·Yk] = E[ ·XkYk]

= E[Yk
·Yk] = E[ ·Xk

·Yk] = 0 k = 2, 3

The probability density of the envelopes of Hx and Hy and their rates
of change p(rh, ·rh) are then obtained by using the same procedure that
was used in deriving p(re , ·re) in Eq. (6.62). Moreover, p(rh, ·rh) has the
same form as p(re , ·re) in Eq. (6.62), but with different values of σk and
νk. Hence, the lcr of rh, n(rh = A), where rh represents rhx or rh y, has the
same form as n(re = A), shown in Eq. (6.63), but with different values of
σk and νk. Substituting Eqs. (6.70) through (6.72) into Eq. (6.63) gives
the following:

n(rh x = A) = �1� −� 1�⁄2�co�s�2�α� exp �− � (6.73)

and

n(rh y = A) = �1� +� 1�⁄2�co�s�2�α� exp �− � (6.74)

When rhx and rh y are normalized by 2σ2 = 2N, then:

n� = R� = �2� −� c�o�s�2�α� R exp (−2R2) (6.75)

n� = R� = �2� +� c�o�s�2�α� R exp (−2R2) (6.76)

The functions of Eqs. (6.75) and (6.76) are plotted in Fig. 6.6 for α =
0; the angle α has already been illustrated in Fig. 6.3.

The LCR of rd (t) from a directional antenna [4]

The received E field signal Ed from a directional antenna (see Fig. 6.5)
contains real and imaginary parts, as shown in Eq. (6.41). The time
derivatives of these parts are:

·Xd = βV �
N ′

i = 1

(−Ri sin ξ i + Si cos ξ i) cos φi G(γ − φi)

·Yd = βV �
N ′

i = 1

(−Si sin ξ i − Ri cos ξ i) cos φi G(γ − φi) (6.77)

βV
�
�2�π�

rh y�
�2�σ�2�

βV
�
�2�π�

rh x�
�2�σ�2�

A2

�
N

A
�
�N�

βV
�
�2�π�

A2

�
N

A
�
�N�

βV
�
�2�π�
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where

ξ i = βVt cos φi (6.78)

Assuming that the antenna pattern is G(γ − φi) for an M-element direc-
tional array and that M is an even number, then:

G(γ − φi) = = 2 �
M/2

m = 1

cos [(2m − 1)ξ]

− + γ ≤ φi ≤ + γ (6.79)

G(γ − φi) = 0 elsewhere

where

ξ = sin (γ − φi) (6.80)

and

G2(γ − φi) = 4 � + �
M − 1

m = 1
� � cos (2mξ i)� (6.81)

In this case, the following relationships hold true:

σd
2 = E[X d

2] = E[Y d
2] (6.82)

νd
2 = E[ ·Xd

2] = E[ ·Yd
2] (6.83)

E[Xd] = E[Yd] = E[XdYd] = E[ ·Xd
·Yd ] = 0 (6.84)

However, the following terms may not equal zero:

ν12
2 = E[Xd

·Yd] = −E[Yd
·Xd] ≠ 0 (6.85)

Hence, the joint probability density function p(Xd, Yd, ·Xd, ·Yd) becomes:

p(Xd, Yd, ·Xd, ·Yd) = exp 
−

× [νd
2(Xd

2 + Yd
2) + σd

2( ·X d
2 + ·Y d

2) − 2 ν12
2 (Xd

·Yd − Yd
·Xd)]	 (6.86)

where

|µ|1/2 = σ d
2νd

2 − ν12
4 (6.87)

1
�
2|µ|1/2

1
��
(2π)2|µ|1/2

M − m
�

2
M
�
4

βd
�
2

π
�
2

π
�
2

sin (Mξ)
��

sin ξ
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By applying Eqs. (6.59) and (6.60) to Eq. (6.86) and changing the vari-
ables, the following equations can be derived:

p(rd, ·rd, ψd, ·ψd) = exp 
−

× [ν2r d
2 + σ2( ·rd

2 + rd
2 ·ψd

2) − 2ν12
2 rd

2 ·ψd]	 (6.88)

Then

p(rd, ·rd) = �∞

−∞
�2π

0
p(rd, ·rd , ψd , ·ψd) dψd d ·ψd

= exp �− � exp �− ·rd
2� (6.89)

and the lcr of rd is

n(rd = A) = � ∞

0

·rd p(A,·rd) d·rd

= �� −��� exp �− � (6.90)

For example, if a two-element antenna array is used, then Eqs. (6.79)
and (6.81) become:

G(γ − φi) = 2 cos ξi (6.91)

and

G2(γ − φ) = 4[1⁄2 + 1⁄2 cos 2ξ i] = 2 + 2 cos (2ξ i) (6.92)

Since the angle of wave arrival φi is uniformly distributed, i.e.,

p(φi) =

it is easy to show that:

σd
2 = E[Xd

2] = E[Y d
2 ] = N′ E[G2(γ − φi)] = N′[1 + J0(βd)] (6.93)

νd
2 = E[ ·Xd

2] = E[ ·Yd
2] = (βV)2N′ E[G2(γ − φi) cos2 φi]

= N′[1 + J0(βd) + cos (2γ) J2(βd)] (6.94)

and

(βV)2

�
2

1
�
2π

A2

�
2σd

2

ν12
4

�
σd

4

νd
2

�
σd

2

A
�
�2�π�σ�d

2�

σd
2

�
2|µ|1/2

rd
2

�
2σd

2

rd
��
�2�π�|�µ�|�1/�2σ�d

2�

1
�
2|µ|1/2

1
��
(2π)2|µ|1/2
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ν12
2 = E[Xd

·Yd] = E[ ·XdYd]

= (βV)N′ cos γ J1(βd) (6.95)

Substituting Eqs. (6.93), (6.94), and (6.95) into Eq. (6.90) gives the fol-
lowing:

n(rd = A) = �1� +��� −���
× Rd exp (−Rd

2) (6.96)

where

Rd =

In the case where the antenna spacing d = π /2 and the antenna point-
ing direction γ = 90°, then:

n(rd = A) = 0.5636 Rd exp (−Rd
2) (6.97)

The directional antenna therefore has a reduced fading rate when
compared with that of Eq. (6.65), but its relative fading rate is linearly
proportional to the fading rate for an omnidirectional whip antenna.

Example 6.1 The envelope of an E field signal, at a frequency of 850 MHz, is
received by a mobile unit traveling at 15 mi/h. Figure E6.1 illustrates 1200 posi-
tive level crossings within a 2-min interval, referenced to an arbitrary reference
level A. Assuming that the signal is Rayleigh-distributed, what is the average
power E[r2] in decibels above reference level A?

solution The level-crossing rate can be expressed:

n = = 10 crossings per second
1200
�
2 × 60

βV
�
�2�π�

A
�
�2� σ�d

2�

2 cos2 γ J1
2(βd)

��
[1 + J0(βd)]2

cos 2γ J2(βd)
��

1 + J0(βd)
βV
�
�2�π�
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Figure E6.1 Reference lcr data for Example 6.1.
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Since it is known that V = 15 mi/h = 22 ft/s and that λ = 1.158 ft, the normalized
value becomes:

n0 = = 47.6 crossings per second

and the ratio can be expressed:

= 0.21

Figure 6.6 can then be used to find the decibel level of average power above ref-
erence level A, which is 15 dB, and which is written:



dB

≈ −15 dB

Example 6.2 On the basis of the parameters given in Fig. E6.2, find the level
Rmax at which the maximum value of the probability density function occurs,
that is, p(re = Rmax) = max. Also, find the 1σre of Rayleigh standard deviation lev-
els above and below the average power in the E field envelope, in decibels.

solution The maximum value of the probability density function, p(Rmax), can be
obtained by differentiating Eq. (6.18) with respect to r and then setting the equa-
tion equal to zero, as follows:

p(re) = � exp �− �� = 0

= 1⁄2

Let

Rmax =

Rmax = −3 dB

The 1σre standard deviation levels above and below the average power in the E
field can be found from Eq. (6.24), where the value of σre is:

rmax
�
�2�σ

r2
max

�
2σ2

r2

�
2σ2

r
�
σ2

d
�
dr

d
�
dr

A
�
�E�[R�2]�

n
�
n0

βV
�
�2�π�
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Figure E6.2 Reference data for Example 6.2.
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σre = �2�σ�2� = 0.463 �2�σ�2�

�2�σ�2� + σre = 1.463 �2�σ�2� ≈ 3.3 dB with respect to �2�σ�2�

�2�σ�2� − σre = 0.5367 �2�σ�2� ≈ −5.4 dB with respect to �2�σ�2�

6.5 Calculating the Average Duration of Fades [3]

As previously derived in Eq. (2.75), the average duration of fades is
expressed:

t�(r = A) = (6.98)

From the values of P(r ≤ A) and n(r = A) described in Secs. 6.3 and 6.4,
respectively, Eq. (6.98) is obtained, to express the average duration of
fades for different field components. The average duration of fades for
an E field signal, re , can be obtained by inserting Eqs. (6.19) and (6.63)
into Eq. (6.98) [3] to obtain*

t�(re = A) = = [exp (R2) − 1] (6.99)

where

R =

The function of Eq. (6.99) is plotted in Fig. 6.7.
The average duration of fades for magnetic-field components, rh, can

be obtained by inserting Eqs. (6.40) and (6.75) into Eq. (6.98), to obtain

t�(rhx = A) =

= [exp (2R2) − 1] (6.100)

Similarly,*

t�(rhy = A) =

= [exp (2R2) − 1] (6.101)
1
�
R

1
��
�2� +� c�o�s�2�α�

�2�π�
�

βV

P(rh y ≤ A)
��
n(rh y = A)

1
�
R

1
��
�2� −� c�o�s�2�α�

�2�π�
�

βV

P(rhx ≤ A)
��
n(rhx = A)

A
�
�2�σ�2�

1
�
R

�2�π�
�

βV
P(re ≤ A)
��
n(re = A)

P(r ≤ A)
�
n(r = A)

�4� −� π�
�

2
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* These equations first appeared in the literature in 1967. See Ref. 3.
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where

R = (6.102)

Equations (6.100) and (6.101) for α = 0 are plotted in Fig. 6.7.

Example 6.3 To estimate the average duration of fades from the raw signal data
shown in Fig. E6.3.1, it is first necessary to find the average signal level, using
the method described in Example 6.1. For this example, the number of signal
level crossings is 55 in a 4-h period, referenced to the −5-dB level. The −5-dB level
was chosen because it is relatively easy to count the number of upward or down-

A
�
�2�σ�2�
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Figure 6.7 Average duration of fades for Ez, Hx, and Hy

mobile-radio signals [3].

Figure E6.3.1 Reference data for Example 6.3.
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ward crossings by observation and still obtain a sufficient number of crossings to
meet the requirements of statistical analysis.

Assuming that the signal data are Rayleigh-fading, then Eqs. (6.65) and (6.99)
can be applied to obtain the following expressions:

n = AR exp (−R2) = = 0.0038 s−1 (E6.3.1)

t� = [exp (R2) − 1] (E6.3.2)

where

20 log R = −5 dB or R = 10−5/20 (E6.3.3)

Substituting Eq. (E6.3.3) into Eq. (E6.3.1) gives the following:

A = 0.00922

and by substituting the value of A into Eq. (E6.3.2), the following is obtained:

t� = [exp (R2) − 1] (E6.3.4)

The function of Eq. (E6.3.4) is plotted in Fig. E6.3.2 and t� = 71.7 s at R = −5 dB.

If the operating frequency is given as 30 MHz, then the vehicle speed can be
found as:

= A

or V = A = 3.68 × 10−2 m/s

6.6 Envelope Correlation of the Mobile
Received Signal Based on Time Separation

The correlation function R(r1, r2) obtained at the mobile-receiver loca-
tion is different from that obtained at the base-station location and
therefore must be described separately.

The E field can be expressed:

Ez = X(t) + jY(t) (6.103)

where

r1(t) = �X�2(�t)� +� Y�2(�t)� = �X�1
2�+� Y�1

2� (6.104)

and

r2(t) = �X�2(�t�+� τ�)�+� Y�2(�t�+� τ�)� = �X�2
2�+� Y�2

2� (6.105)

�2�π�
�

β

βV
�
�2�π�

1
��
0.00922R

1
�
AR

55
��
4 × 60 × 60
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Assuming that the signal envelope received by a mobile unit is a
Rayleigh-distributed random variable r and the signal phase ψ is uni-
formly distributed, then the joint probability distribution p(r1, r2, ψ1, ψ2)
can be found, where the values of r and ψ are at times t and t + τ [6]. The
envelope correlation function R(τ) can be obtained from the following
equation:

R(τ) = �∞

0
r1r2 p(r1, r2, ψ1, ψ2) dr1 dr2 dψ1 dψ2 (6.106)

Since Eq. (6.106) is very difficult to solve and involves two complete
elliptic integrals [7], a very close approximation can be derived from
Booker, Ratcliff, and Shinn [8], as follows. If two random signals r1 and

Received-Signal Envelope Characteristics 227

Figure E6.3.2 Estimate of the average duration of fades.
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r2, as indicated in Eqs. (6.104) and (6.105), are present, then the nor-
malized correlation function is

ρr(τ) = (6.107)

provided

E[X m
2 ] = E[Y m

2 ]
E[Xm] = E[Ym ] = 0 	 m = 1, 2

For an E field signal, E[X1X2] can be derived from Eq. (6.11) with dif-
ferent subscripts [9]:

E[X1X2] = NE[cos {βVτ cos (φi − α}]

= NJ0(βVτ) = Nρ(τ) (6.108)

and E[X1Y2] can be derived from Eqs. (6.11) and (6.12) with different
subscripts:

E[X1Y2] = NE[sin {βVτ cos (φi − α)}] = 0 (6.109)

Also, where E[X 1
2] = N is obtained from Eq. (6.14), by substituting Eqs.

(6.108) and (6.109) into Eq. (6.107), the correlation coefficient is

ρr(τ) = J 0
2(βVτ) (6.110)

The functions for Eqs. (6.108) and (6.110) are plotted in Fig. 6.8. Since
the relation between Rr(τ) and ρr(τ) is

ρr(τ) = (6.111)
Rr(τ) − (E[r])2

��
Rr(0) − (E[r])2

(E[X1X2])2 + (E[X1Y2])2

���
(E[X 1

2])2
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Figure 6.8 Linear and envelope correlations of a
mobile received signal.
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and from Eqs. (6.21) and (6.20)

E[r] = �2�N�

Rr(0) = E[r1
2] = 2N

then the correlation function can be expressed:

Rr(τ) = (E[r])2 + {Rr(0) − (E[r])2}ρr(τ) (6.112)

In order to calculate the unit total power, it is first necessary to apply
Eq. (6.112) to obtain the following:

= + �1 − �ρr(τ) = + �1 − �J0
2(βVτ) (6.113)

Example 6.4 The autocorrelation coefficient with a time delay τ obtained from
the envelope of an E field signal is:

ρre(τ) = J0
2(βVτ) (E6.4.1)

This can also be considered a cross-correlation of two signals r1 and r2 which have
been received by two antennas separately mounted on top of the mobile vehicle,
as shown in Fig. E6.4. Under these conditions, Eq. (E6.4.1) becomes:

ρr1r2
(d) = J0

2(βd) (E6.4.2)

Find the distance d1 between the two colocated mobile antennas such that the
two received signals are uncorrelated, or such that

J 0
2(βd1) = 0 (E6.4.3)

solution When the two received signals from the dual mobile antennas are
uncorrelated, the distance d1 between the two antennas is

ρr1r2
(d) = J 0

2(βd) = 0 (E6.4.4)

The value of βd ≈ 2.4 can be obtained from the Bessel function tables in pub-
lished reference books, and the value of d1 can be calculated as follows:

d1 = = 0.38λ (E6.4.5)

Also, the value of d1 = 0.38λ can be obtained by reference to Fig. 6.8.

2.4λ
�
2π

π
�
4

π
�
4

π
�
4

π
�
4

Rr(τ)
�
Rr(0)

�π�
�

2
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Figure E6.4 Mobile with dual
mounted antennas.
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6.7 Envelope Correlation of the Mobile
Received Signal Based on Time
and Space Separation [11]

Envelope correlation of mobile received signals based on time and
space separation is a useful parameter in analyzing mobile-radio prob-
lems. If a signal consisting of multipath vertically polarized waves is
received by an M-type space-diversity antenna array and an M-branch
combining mobile receiver, then the received signal at time t1, the sum
of the individual signal amplitudes from the M individual antenna
branches, can be expressed:

ε1(t1; d1, d2, d3, . . . , dM) = r1(t1; d1) + r2(t1; d2) + . . . + rM(t1; dM)

= �
M

m = 1

rm(t1; dm) (6.114)

After time t2, the signal becomes:

ε2(t2; d′1, d ′2, d ′3, . . . , d′M) = �
M

m = 1

rm (t2; d′m) (6.115)

The correlation of ε with both time and space separation is:

Rε(τ; {dm − d′n}) = 〈ε1ε2〉

where {dm − d ′n} represents a set of spacings between different
space separations dm and d′n, where both m and n are values from
1 to M.

The normalized correlation function can then be derived, as follows:

ρε(τ; {dm − d′n}) = (6.116)

where

mε = 〈ε1(0; d1, d2, . . . , dM)〉

σε
2 = 〈ε1

2(0; d1, d2, . . . , dM)〉 − m ε
2

In the case where all values of dm are fixed and dm = md and where d is
the spacing between adjacent elements, then dm − d′n = (m − n)d, and
the normalized correlation is:

ρε (τ|{(m − n)d}) = (6.117)

For a linear M-element array [10], ρe becomes:

Rε(τ|{(m − n)d}) − mε
2

���
σε

2

Rε (τ; {dm − d′n}) − mε
2

���
σε

2
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ρε (τ|{(m − n)d})

= (6.118)

where

ρmn = ρmn(τ; (m − n)d) and ρmn
0 = ρmn(0; (m − n)d)

and

ρmn(τ; (m − n)d) = J 0
2[β�(V�τ)�2�+� (�m� −� n�)2�d�2�−� 2�(m� −� n�)V�τd� c�o�s�α�] (6.119)

The value of E[XmXn] can be inserted into Eq. (6.107), since it is known
that E[XmYn] = 0. The parameter V is the speed of the mobile unit, and α
is the direction of travel, as shown in Fig. 6.9(a). The normalized correla-
tion for Eq. (6.118) is shown in Fig. 6.9(b), for values of α = 0 and α = 90°.
Note that the correlation function drops faster for α = 90° than it does for
α = 0 [11].

6.8 Envelope Correlation of the Mobile
Received Signal Based on Frequency
and Time Separation

Time-delay spread and coherence bandwidth were discussed briefly in
Chap. 1, Secs. 1.5 and 1.6. Both of these terms can be predicted from
the envelope correlation of a mobile received signal, on the basis of fre-
quency separation. For this discussion, a model which is more general
than the model expressed in Eq. (6.8) can be used.

Assuming that the ith wave arrives at angle φi with a delay time Ti,
then the sum of N waves becomes

Ez = �
N

i = 1

ai exp j [ωt + βVt cos (φi − α) − ωTi] G(φi) (6.120)

Where G(φi) is the horizontal pattern of the antenna, and the variable
φ is uniformly distributed, p(φi) = 1/2π. The delay time Ti can be approx-
imated by an exponential distribution [12–16]:

p(T) = e−T/∆ (6.121)

where ∆ is the time-delay spread.
The correlation of r = |Ez|, based on a frequency separation of ∆ω

and a time separation of τ = t1 − t2, can be expressed:

1
�
∆

Mρ11 + (M − 1)(ρ12 + ρ21) + (M − 2)(ρ13 + ρ31) + . . . + ρ1M + ρM1
�������
Mρ11

0 + (M − 1)(ρ12
0 + ρ21

0 ) + (M − 2)(ρ13
0 + ρ31

0 ) + . . . + ρ1M
0 + ρM1

0
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Rr(∆ω, τ) = 〈r1(ω1, t1)r2(ω2, t2)〉

= � ∞

0
r1r2 p(r1, r2) dr1 dr2 (6.122)

where

p(r1, r2) = � ∞

0
� ∞

0
p(r1, r2, θ1, θ2) dθ1 dθ2

232 Chapter Six

Figure 6.9 Normalized autocorrelation functions for a four-branch diversity
receiver: (a) for a mobile receiver moving at α = 0; (b) for a mobile receiver
moving at α = 90°.

(a)

(b)
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By following the same steps of derivation shown in Eqs. (6.103)
through (6.110), the following hold true:

E[X1X2] = N � ∞

0
� 2π

0
cos (βVτ cos φi − ∆ωT) G(φi)p(φi) p(T) dφi dT

= N (6.123)

E[X1Y2] = 0 (6.124)

E[X 1
2] = N � ∞

0
� 2π

0
G(φi)p(φi)p(T) dφi dT (6.125)

where ∆ω = ω1 − ω2 and p(T ) is as shown in Eq. (6.121). Substituting
Eqs. (6.123) through (6.125) into Eq. (6.107) shows that the envelope
correlation on frequency and time separation is:

ρr(∆ω, τ) = (6.126)

The function of Eq. (6.126) is plotted in Fig. 6.10 for different time
separations, where fm = V/λ is the maximum fading frequency. For τ set
to 0 (no time separation), the coherence bandwidth Bc associated with
a particular ∆ω, (∆ω)c = 2πBc, can be found from two different criteria
[17, 18]:

ρr(Bc, 0) = 0.5 or ρr(Bc, 0) = = 0.3678 (6.127)
1
�
e

J 0
2(βVτ)

��
1 + (∆ω)2∆2

J0(βVτ)
��
�1� +� (�∆�ω�)2�∆�2�
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Figure 6.10 Plot of envelope correlation coefficient vs. the product
of frequency separation ∆ω = ω2 − ω1 and time-delay spread ∆.
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The first criterion is chosen for use in this book. By substituting the
first criterion into Eq. (6.126), Bc is obtained as follows:

Bc = = (6.128)

For example, a time delay of 0.25 µs requires a coherence bandwidth Bc

of 0.636 MHz. Another definition of coherence bandwidth may be
derived from the phase correlation based on frequency separation, dis-
cussed in Chap. 7.

6.9 Envelope Correlation of the
Base-Station Received Signal Based
on Space Separation [19]

At the base station, the signal from the mobile unit is usually confined
to a small angular sector, as shown in Fig. 6.11. It can be assumed that
the ith incoming wave is incident at an angle α with a probability den-
sity expressed in the form:

p(φi) = [cosn (φi − α) + U ] − + α ≤ φi ≤ + α (6.129)

where α = 〈φi〉, n is an even integer, and U is a value smaller than unity
and can therefore be treated as a noiselike background signal associ-
ated with the major incoming signal. To simplify the model, let U = 0 in
the following calculation. Q is a constant that can be found by substi-
tuting Eq. (6.129) into the following equation:

π
�
2

π
�
2

Q
�
π

1
�
2π∆

(∆ω)c
�

2π
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Figure 6.11 Model of base-station
received signal.
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� π/2 + α

−π/2 + α
p(φi) dφi = 1 (6.130)

For any value of n, the incoming wave beamwidth BW can be repre-
sented by cosn x. See Ref. 19. For n = 103, the 3-dB BW = 3°. If Eq. (6.129)
is known, then Eqs. (6.108) and (6.109) can be solved:

E[X1X2] = NE[cos {βVτ cos (φi − α)}] (6.131)

and

E[X1Y2] = NE[sin {βVτ cos (φi − α)}] (6.132)

Then by substituting Eqs. (6.131) and (6.132) into Eq. (6.107), and
knowing E[X2] = N, the correlation coefficient of two base-station signal
envelopes can be obtained. The cross-correlation of the envelope of two
signals r1 and r2 received from two antennas can be expressed as:

ρr(τ) = (E[cos {βVτ cos (φi − α)}])2 + (E[sin {βVτ cos (φi − α)}])2 (6.133)

Where

E[f(φi)] = � π/2 + α

−π/2 + α
f(φi)p(φi) dφi

= � π/2 + α

−π/2 + α
f(φi) cosn (φi − α) dφi (6.134)

Eq. (6.133) can be calculated numerically [19], as shown in Fig. 6.12.
The correlation coefficient versus antenna spacing for different angles
α with the beamwidth of the incoming signal equal to 0.4° is shown in
Fig. 6.12(a). The correlation coefficient versus antenna spacing for dif-
ferent angles α with the beamwidth of the incoming signal equal to 3°
is shown in Fig. 6.12(b). The theoretical and experimental correlations
versus antenna spacing for the broadside propagation case are shown
in Fig. 6.10(c). At this particular experimental setup, the data match to
the BW = 0.5° curve (or n = 3 × 104).

The radius of effective scatterers
surrounding the mobile unit

The radius r to the scatterers surrounding the mobile unit is defined
for the idealized model shown in Fig. 6.11 as

r =
R × BW
�

2

Q
�
π
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Figure 6.12 Cross-correlation of signal envelopes from two base-station antennas:
(a) correlation coefficient vs. antenna spacing for different angles α with BW of
incoming signal equal to 0.4°; (b) correlation coefficient vs. antenna spacing for dif-
ferent angles α with BW of incoming signal equal to 3°; (c) theoretical and experi-
mental correlations vs. antenna spacing for the broadside propagation case.

(a)

(b)

(c)
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where R is the propagation distance from the transmitter to the
receiver, and BW is the beamwidth of the incoming signal. For exam-
ple, if BW = 0.5° and R = 3 mi, then, r = 69 ft. The value of r gives a
rough idea of how large an area surrounding the mobile unit is effec-
tive for scattering.

6.10 Power-Spectrum Analysis [21]

The power spectrum Sre(f) of the signal envelope for an E field signal
can be derived by taking the Fourier transform of Eq. (6.113), as shown
in Eq. (2.98):

Sre( f) = � ∞

−∞
R(τ)e−jωτ dτ = δ(f) + �1 − � �re( f) (6.135)

where �re(f ) is obtained by taking the Fourier transform of the correla-
tion coefficient ρre(τ), and where δ(f) is an impulse; then:

�re(f ) = � ∞

−∞
J0

2(βVτ)e−jωτ dτ = (6.136)

where f0 = 2V/λ, and K( ) is the complete elliptic integral. The function
for Eq. (6.136) is plotted in Fig. 6.13. Note that the power density drops
at f = f0 (that is, at ν = 1), which is twice the maximum Doppler fre-
quency ( f0 = 2fm).

K(�1� −� (�f/�f0�)2�)
��

π2f0

π
�
4

π
�
4
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Figure 6.13 Power spectrum of the signal envelope re.
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Problem Exercises

1. On the basis of the relationship between r and x in Eq. (P6.1.1), express the
Rayleigh variable r, as derived from the uniform random variable x (0 ≤ x ≤ 1)
[20].

r = (−2 ln x)1/2 (P6.1.1)

2. Given two independent random variables x1 and x2 with a correlation ρ,
find the two new correlated random variables y1 and y2.

3. What is the asymptotic form of Eq. (6.19) when level A is much smaller
than the rms value of the signal?

4. If the received signal power is −80 dBm and the fade margin is 12 dB, what
percentage of the received signal is above threshold level?

5. Find the level-crossing rate for the 4-branch signal received by the 4-element
linear array shown in Fig. 6.9, as a function of the direction of the vehicle in
motion [11].

6. Prove Eq. (6.119), the ρmn for a linear multiple-element array.

7. On the basis of the following assumptions, what is the correlation coeffi-
cient ρ(τ) and the separation τ for the mobile received signal? Transmission fre-
quency is 850 MHz. Vehicular speed is 40 km/h. Mean signal power is −80 dBm.
Mean signal voltage is −81 dBm. Correlation function R(τ) for τ separation is
−82 dBm.

8. Given a correlation of ρ, explain why the physical separation of two co-
located base-station antennas is larger for in-line propagation than for broad-
side propagation.

9. The cpd for a 2-branch signal is a function of the correlation ρ between the
two branches. Assuming that ρ = 0.7, find the separation between the two
base-station antennas. Also, find the separation between the two mobile-unit
antennas.

10. What is the level-crossing rate at the rms value of a signal received by a
mobile antenna with a 13° beamwidth traveling at a speed of 30 km/h?

11. On the basis of Eq. (6.50), find the expectation of G8(γ − φ), 〈G8(γ − φ)〉, in
terms of the signal envelope rd, that will express pr(φ).

pr(φ) = π〈GN(γ − φi)〉 (P6.11.1)

References

1. W. C. Y. Lee and Y. S. Yeh, “On the Estimation of the Second-Order Statistics of Log
Normal Fading in the Mobile Radio Environment,” IEEE Trans. Comm., vol. 22, no.
6, June 1974, pp. 869–873.

238 Chapter Six

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.

Received-Signal Envelope Characteristics



2. E. N. Gilbert, “Energy Reception for Mobile Radio,” Bell System Technical Journal,
vol. 44, October 1965, pp. 1779–1803.

3. W. C. Y. Lee, “Statistical Analysis of the Level Crossings and Duration of Fades of the
Signal from an Energy Density Mobile Radio Antenna,” Bell System Technical Jour-
nal, vol. 46, February 1967, pp. 417–448.

4. W. C. Y. Lee, “Finding the Approximate Angular Probability Density Function of
Wave Arrival by Using a Directional Antenna,” IEEE Trans. Anten. Prop., vol. 21, no.
3, May 1973, pp. 328–334.

5. W. B. Davenport, Jr. and W. L. Rost, Random Signals and Noise, McGraw-Hill, New
York, 1958, p. 151.

6. S. O. Rice, “Mathematical Analysis of Random Noise,” Bell System Technical Journal,
vol. 24, January 1945, pp. 46–156.

7. J. L. Lawson and G. E. Uhlenbeck, Threshold Signals, McGraw-Hill, New York, 1950,
p. 62.

8. H. G. Booker, J. A. Ratcliff, and D. H. Shinn, “Diffraction from an Irregular Screen
with Applications to Ionosphere Problems,” IEEE Trans. Royal Society (London), vol.
262, sec. A., 1950, p. 579.

9. Edward A. Erdelyi, Tables of Integral Transforms, vol. 1, McGraw-Hill, New York,
1954, p. 46.

10. W. C. Y. Lee, “An Extended Correlation Function of Two Random Variables Applied to
Mobile Radio Transmission,” Bell System Technical Journal, vol. 48, December 1969,
pp. 3423–3440.

11. W. C. Y. Lee, “A Study of the Antenna Array Configuration of an M-Branch Diversity-
Combining Mobile Radio Receiver,” IEEE Trans. Veh. Tech., vol. 20, November 1971,
pp. 93–104.

12. T. Aulin, “A Modified Model for the Fading Signal of a Mobile Radio Channel,” IEEE
Trans. Veh. Tech., vol. 28, August 1979, pp. 183–203.

13. H. Hashemi, “Simulation of the Urban Radio Propagation Channel,” IEEE Trans.
Veh. Tech., vol. 28, August 1979, pp. 213–225.

14. H. F. Schmid, “A Prediction Model for Multipath Propagation of Pulse Signals at VHF
and UHF Over Irregular Terrain,” IEEE Trans. Anten. Prop., vol. 18, March 1970, pp.
253–258.

15. H. Suzuki, “A Statistical Model for Urban Radio Propagation,” IEEE Trans. Comm.,
vol. 25, July 1977, pp. 673–679.

16. G. L. Turin, et al., “A Statistical Model for Urban Multipath Propagation,” IEEE
Trans. Veh. Tech., February 1972, pp. 1–8.

17. W. C. Jakes, Microwave Mobile Communications, Wiley, New York, 1974, p. 51.
18. P. A. Bello and B. D. Nelin, “The Effect of Frequency Selective Fading on the

Binary Error Probabilities of Incoherent and Differentially Coherent Matched Fil-
ter Receivers,” IEEE Trans. Comm. Syst., vol. 11, June 1963, pp. 170–186.

19. W. C. Y. Lee, “Effects on Correlation between two Mobile Radio Base-Station Anten-
nas,” IEEE Trans. Comm., vol. 21, November 1973, pp. 1214–1224.

20. G. E. P. Box and M. E. Muller, “A Note on the Generation of Random Normal
Derivates,” American Mathematical Statistics, vol. 29, 1958, pp. 610–611.

21. W. C. Y. Lee, “Theoretical and Experimental Study of the Properties of the Signal
from an Energy Density Mobile Radio Antenna,” IEEE Vehicular Group Conference
Record, December 1–2, 1966, Montreal, Quebec, Canada, pp. 121–127.

Received-Signal Envelope Characteristics 239

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.

Received-Signal Envelope Characteristics



Blank page 240

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.

Received-Signal Envelope Characteristics



Chapter

7
Received-Signal Phase Characteristics

7.1 Random Variables Related 
to Mobile-Radio Signals

A signal s0(t) received at the mobile unit can be expressed:

s0(t) = m(t)s(t) (7.1)

The long-term-fading factor m(x) is extracted from s0(t) and the resul-
tant can be expressed:

s(t) = r0e jψ(t) (7.2)

where r0(t) and ψ(t) are the envelope and phase terms, respectively. The
characteristics of r0(t) have been discussed in Chap. 6. The phase and
time derivative of ψ(t), ψ· (t) = dψ(t)/dt, is the random FM that is
described in this chapter.

Assume that aj(t) is the jth wave arrival, then s(t) represents the sum
of all wave arrivals, as has been shown in Eq. (6.10):

s(t) = �
N

j = 1

aj(t) = X1 + jY1 (7.3)

where X1 and Y1 are as defined in Eqs. (6.11) and (6.12), respectively.
Hence ψ1(t) can be defined:

ψ1(t) = tan−1 (7.4)

The terms X1 and Y1 of the signal s(t) are two independent Gaussian
variables with zero mean and a variance of σ2. This means that:

E[X1Y1] = 0 (7.5)

Y1
�
X1
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and

E[X1
2] = E[Y1

2] = σ2 (7.6)

But when two signals s1 = s(t) and s2 = s(t + τ), expressed

s1(t) = X1 + jY1 = r1e jψ1 (7.7)

and s2(t) = X2 + jY2 = r2e jψ2 (7.8)

are correlated, then E[X1X2] and E[X1Y2] are not necessarily zero. Con-
sequently, it is first necessary to find the covariance matrix for these
random variables, and then the characteristics of ψ(t) and ψ· (t) can be
introduced.

Finding the covariance of random variables

Since the ergodic process is always applied to random variables in the
mobile-radio environment, then Eq. (2.80) can also be used here:

E[s1s*2] = �(τ) = lim
T→∞

�T

−T
s(t)s*(t − τ) dt (7.9)

From Eq. (7.9), the following expressions are obtained:

Rc(τ) = E[X1X2] = E[Y1Y2]

= lim
T→∞

�T

−T
X(t)X(t − τ) dt (7.10)

Rs(τ) = E[X1Y2] = −E[Y1X2]

= lim
T→∞

�T

−T
X(t)Y(t − τ) dt (7.11)

Equations (7.10) and (7.11) have been used in Chap. 6 for calculating
the covariances of random variables. Also E[s1s*2] can be expressed as in
Eq. (2.99):

E[s1s*2] = R(τ) = �∞

−∞
S( f)e jωτ df (7.12)

where S( f) df is the average power that lies in the frequency range f,
f + df. S( f) is often given in order to specify the spectrum of a given
noise. Since the signals s1 and s2 shown in Eqs. (7.7) and (7.8) contain
four random variables—X1, Y1, X2, and Y2—then the following expres-
sions of covariances can be derived from Eq. (7.12):

1
�
2T

1
�
2T

1
�
2T
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Rc(τ) = E[X1X2] = E[Y1Y2]

= 2 �∞

0
S( f) cos 2πfτ df (7.13)

Rcs(τ) = E[X1Y2] = −E[Y1X2]

= 2 �∞

0
S( f) sin 2πfτ df (7.14)

Following Rice’s notations [1],

R′c(τ) = E[X1X· 2] = E[Y1Y
·

2] = −E[X· 1X2] = −E[Y· 1Y2] (7.15)

R′cs(τ) = E[X1Y
·

2] = E[Y· 1X2] = −E[X· 1Y2] = −E[X1Y
·

2] (7.16)

R″c(τ) = −E[X· 1X
·

2] = −E[Y· 1Y
·

2] (7.17)

R″cs(τ) = E[Y· 1X
·

2] = −E[X· 1Y
·

2] (7.18)

When τ = 0, the moments can be found from these correlation functions:

bn = (2π)n �fm

−fm
S( f)f n df (7.19)

Thus,

b0 = E[Xi
2] = E[Yi

2] = Rc(0) = σ2

E[XiYi] = Rcs(0) = 0

E[XiX
·

i] = E[YiY
·

i] = R′c(0) = 0 (7.20)

b1 = E[XiY
·

i] = −E[X· iYi] = R′cs(0)

b2 = E[X· i
2] = E[Y· i

2] = −R″c (0)

E[X· iY
·

i] = −R″cs(0) = 0

bn = �(−1)n/2Rc
(n)(0) n even (7.21)

(−1)(n + 3)/2Rcs
(n)(0) n odd (7.22)

Power spectra of a signal s(t )

E[s1s*2] can also be obtained from S( f) in Eq. (7.12). Sometimes it is
much easier to calculate E[s1s*2] by using S( f) than by time-averaging
from Eq. (7.9) as described in Chap. 6. Therefore, the expression of S( f)
must be determined.
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Assume that all waves are traveling in the horizontal plane and that
the antenna is pointing in a horizontal direction with an azimuthal
antenna beam angle of γ. The power contributed to the the received sig-
nal by waves arriving in the horizontal plane within the angle dφ is the
power arriving in that angular interval that would normally be
received by an isotropic antenna of the same polarization:

Ss(φ) dφ = Ap(φ)G2(φ − γ) dφ (7.23)

where A is a constant that will be defined later on, p(φ) is the angular
distribution of wave arrival, and G(φ − γ) is the antenna pattern. The
power spectral density Ss( f) is [2]

Ss( f) = Ss(φ)� � (7.24)

and from Eq. (1.17), the Doppler frequency (denoted by f) is

f = cos φ = fm cos φ (7.25)

where φ is the angle of wave arrival with respect to the direction of
vehicle travel and fm is the maximum Doppler shift frequency. Then, by
taking the derivative of Eq. (7.25), the following is obtained:

dφ = −�fm �1� −� ���	
2�


−1

df (7.26)

Substituting Eq. (7.26) into Eq. (7.24) and combining the two angles �φ
gives the Doppler shift f, and the power spectral density Ss( f) of s(t) is

Ss( f) = (7.27)

where

φ = � cos−1 � 0 ≤ φ ≤ π (7.28)

The power spectral density SX( f) of the real part of s(t) can be easily
obtained:

SX(f) = (7.29)

where

SX(φ) dφ = p(φ)G2(φ − γ) dφ (7.30)

SX(φ) + SX(−φ)
��
fm �1� −� (�f/�fm�)2�

f
�
fm

Ss(φ) + Ss(−φ)
��
fm �1� −� (�f/�fm�)2�

f
�
fm

V
�
λ

dφ
�
df
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and, to satisfy Eq. (7.23),

A = 1 (7.31)

The power spectral density expressed in Eq. (7.29) is that of the real
part X of signal s(t). The power spectral density SY( f) of the imaginary
part Y of signal s(t) then becomes

SY( f) = SX( f) (7.32)

On the basis of the preceding calculations, the average power S( f) can
be rewritten:

S( f) = SY( f) = SX( f)

=

= [p(φ) + p(−φ)] (7.33)

In most instances where the antenna patterns G(φ − γ) are symmetri-
cal around γ, the following relationship holds true:

G2(φ − γ) = G2(−φ − γ) (7.34)

The average power relationships expressed in Eq. (7.33) are used
repeatedly in subsequent discussions.

The following examples are based on the assumption that all angles
of incident waves are uniformly distributed:

p(φ) = p(−φ) = (7.35)

1. Vertical monopole, G2(φ − γ) = 3⁄2:

Ss( f) =

S( f) = SX( f) = SY( f) = 1⁄2 Ss( f) (7.36)

2. Vertical loop in a plane perpendicular to vehicle motion, γ = 90° in
Fig. 6.5:

G2(φ − γ) = 3⁄2 cos2 (φ − γ) (7.37)

3
��
2π�f 2

m� −� f�2�

1
�
2π

G2(φ − γ)
��
�f�2

m�−� f�2�

p(φ)G2(φ − γ) + p(−φ)G2(−φ − γ)
����

fm�1� −� (�f/�fm�)2�
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Then

Ss( f) = �f 2
m� −� f�2� (7.38)

3. Vertical loop in plane of vertical motion, γ = 0, as shown in Fig. 6.5:

G2(φ − γ) = 3⁄2 cos2 (φ − γ) (7.39)

Then

Ss( f) = (7.40)

Equations (7.36), (7.38), and (7.40) are plotted in Fig. 7.1 [2].
The covariance E[s1s*2] can be obtained by Eq. (7.12), and the aver-

age power is

E[s1s*1] = R(0) = 2 �∞

0
S( f) df (7.41)

3f 2

��
2πf2

m �f2
m� −� f�2�

3
�
2πfm

2
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Figure 7.1 Power spectral density functions for different field components.
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Example 7.1 Mobile reception of vertically polarized FM transmissions is
affected by the power spectral density, the angular distribution of wave arrival,
and various random FM variables that affect correlation-coefficient responses.
Other factors, such as carrier frequency and vehicular speed, must be taken into
consideration, since they too can have an adverse affect on reception. Doppler
effects and click noise are typical symptoms of poor FM reception in the mobile-
radio environment.

Assuming that the vertically polarized antenna beam is directed along the path
of a vehicle in motion (γ = 0) where

G2(φ) = �G for − ≤ φ ≤ and π − ≤ φ ≤ π +

0 otherwise
(E7.1.1)

and assuming that the angular distribution of wave arrival is uniformly distrib-
uted:

p(φ) = (E7.1.2)

then what is the range of the multipath frequency?

Figure E7.1.1 illustrates the direction of the vehicle in motion with respect to the
angular arrival of the vertically polarized wave. Figure E7.1.2 illustrates the pa-
rameters for determining the range of the multipath frequency, where f1 ≤ fd ≤ f2.

1
�
2π

Φ
�
2

Φ
�
2

Φ
�
2

Φ
�
2
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Figure E7.1.1 Model for analysis, Example 7.1.

Figure E7.1.2 Parameters for determining mul-
tipath frequency range.
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solution From Eq. (7.25), the Doppler frequency f is:

f = cos φ = fm cos φ 0 ≤ φ ≤ π (E7.1.3)

Therefore, based on the parameters of Fig. E7.1.1, the range of the multipath
Doppler frequency can be determined as follows:

1. When an incoming wave arrives from an angle of 0 (see wave 1 in Fig.
E7.1.1),

f = fm = cos 0 = (E7.1.4)

2. When an incoming wave arrives from Φ/2,

f = fm cos (E7.1.5)

3. When an incoming wave arrives from 180° − Φ/2,

f = fm cos �π − 	 = −fm cos (E7.1.6)

4. When an incoming wave arrives from 180°,

f = fm cos π = −fm (E7.1.7)

5. Hence, the range of the Doppler frequency is

−fm ≤ fd ≤ −fm cos

+fm cos ≤ fd ≤ fm

(E7.1.8)

Covariance matrix

A covariance matrix is always associated with a joint probability den-
sity function. If the given random process is real, the joint probability
density function of N random variables xn in general can be expressed:

p(x1, . . . , xN) = (7.42)

where the set of xn is defined

{xn} = {X1, Y1, X2, Y2, . . . , Xn, Yn}

and where

mn = E[xn] (7.43)

exp �−�
2|

1
Λ|
� �

N

m = 1
�

N

n = 1

|Λ|nm(xn − mn)(xm − mm)

������

(2π)N/2|Λ|1/2

Φ
�
2

Φ
�
2

Φ
�
2

Φ
�
2

Φ
�
2

V
�
λ

V
�
λ

V
�
λ
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The elements of the covariance matrix [Λ] are:

[Λ] = � 
 (7.44)

where

λnm = E[(xn − mn)(xm − mm)]

= E[xnxm] − mnE[xm] − mmE[xn] + mnmm

= E[xnxm] − mnmm

|Λ|nm is the cofactor of the element λnm in the determinant |Λ| of the
covariance matrix. In this case, N = 4 and the mean value of xn is E[Xi] =
E[Yi] = 0, and the covariance matrix can be expressed:

[Λ] = � 

= � 
 (7.45)

where Rc (B, τ) is the correlation of X1 and X2 separated by a frequency
B and a time τ, and where Rcs(B, τ) is the correlation of Xi and Yj sepa-
rated by a frequency B and a time τ, and where i ≠ j.

For the case where there is no frequency separation, B = 0, Rc(0, τ) =
Rc(τ), and Rcs(0, τ) = Rcs(τ).

When the matrix elements of Eq. (7.45) have been obtained, then the
cofactors of the covariance matrix can be found and inserted into Eq.
(7.42); thus, the joint probability density function for a given set of ran-
dom variables is acquired.

7.2 Phase-Correlation Characteristics

Phase-correlation characteristics of y(t)

There are several characteristics that can be used to describe ψ(t).
The terms X and Y in Eq. (7.4) are the real and imaginary compo-

nents of the mobile-radio signal s(t). These two components are Gauss-

Rcs(B, τ)
Rc(B, τ)

0
σ2

2

Rc(B, τ)
−Rcs(B, τ)

σ2
2

0

0
σ1

2

−Rcs(B, τ)
Rc(B, τ)

σ1
2

0
Rc(B, τ)
Rcs(B, τ)

E[X1Y2]
E[Y1Y2]
E[X2Y2]
E[Y2Y2]

E[X1X2]
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E[Y2X2]
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E[Y2Y1]

E[X1X1]
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. . .

. . .

. . .

. . .

. . .

. . .

. . .

. . .

. . .

. . .

. . .

. . .

λ12

. . .

. . .
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ian relationships, as shown in Eqs. (7.5) and (7.6). Then, the distribu-
tion of the random process ψ(t) can be found from Eq. (2.40):

p(ψ) = � 0 ≤ ψ ≤ 2π

0 otherwise
(7.46)

Hence, ψ is uniformly distributed, as shown in Fig. 7.2.
When there are two phase angles, ψ1 and ψ2, of the signals s1 and s2,

then the distribution of ψ1 and ψ2, assuming the two signals are corre-
lated, is:

p(ψ1, ψ2) = �∞

0
�∞

0
p(r1, r2, ψ1, ψ2) dr1 dr2 (7.47)

where p(r1, r2, ψ1, ψ2) is similar to, but not the same as, the form shown
in Eq. (6.88).

Assuming that

E[X1
2] = E[Y1

2] = E[X2
2] = E[Y2

2] = σ2 (7.48)

then p(r1, r2, ψ1, ψ2) can be derived from p(X1, Y1, X2, Y2), which was
developed in Eq. (7.42) and can be written as follows:

p(X1, Y1, X2, Y2) =

× exp �− � 

 (7.49)

The jacobian transformation based on Eq. (2.49) is

|J| = = r1r2 (7.50)
∂(X1, Y1, X2, Y2)
��
∂(r1, ψ1, r2, ψ2)

σ2(X1
2 + Y1

2 + X2
2 + Y2

2)
−2Rc(τ)(X1X2 + Y1Y2)
−2Rcs(τ)(X1Y2 − Y1X2)

1
�
2|Λ|1/2

1
��
4π2|Λ|1/2

1
�
2π
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Figure 7.2 Uniform distribution of the
random process p(ψ).
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It therefore follows that

p(r1, ψ1, r2, ψ2) = |J|p(X1, Y1, X2, Y2)

= � exp �− � 


r1, r2 > 0 and 0 ≤ ψ1, ψ2 ≤ 2π

0 otherwise

(7.51)

Substituting Eq. (7.51) into Eq. (7.47) gives the following [3]:

p(ψ1, ψ2) = � � 
 0 ≤ ψ1, ψ2 ≤ 2π

0 otherwise
(7.52)

where

Q = cos (ψ2 − ψ1) + sin (ψ2 − ψ1) (7.53)

If there is no correlation between s1 and s2, then Rc(τ) and Rcs(τ) are
zero. Thus, Q = 0, from Eq. (7.53), and |Λ|1/2 = σ4, from Eq. (7.45). When
these two values are inserted into Eq. (7.52), p(ψ1, ψ2) becomes:

p(ψ1, ψ2) = = p(ψ1)p(ψ2) (7.54)

which is what is normally expected.

Phase correlation between frequency 
and time separation

In expressing the phase correlation between frequency separations ∆ω
and time separations τ, the phase correlation can be expressed:

Rψ(∆ω, τ) = �2π

0
�2π

0
ψ1ψ2 p(ψ1, ψ2) dψ1 dψ2 (7.55)

where p(ψ1, ψ2) is as shown in Eq. (7.52) and the covariance matrix ele-
ments are obtained from Eq. (7.44), but with Q expressed differently
from Eq. (7.53), as follows:

Q = cos (ψ2 − ψ1 − φ) + sin (ψ2 − ψ1 − φ) (7.56)
Rcs(∆ω, τ)
��

σ2

Rc(∆ω, τ)
��

σ2

1
�
4π2

Rcs(τ)
�

σ2

Rc(τ)
�

σ2

(1 − Q)1/2 + (π − cos−1 Q)
���

(1 − Q2)3/2

|Λ|1/2

�
4π2σ4

σ2(r1
2 + r2

2)
−2Rc(τ)r1r2 cos (ψ2 − ψ1)
−2Rcs(τ)r1r2 sin (ψ2 − ψ1)

1
�
2|Λ|1/2

r1r2
��
4π2|Λ|1/2
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where

φ = tan−1 (−∆ω ∆) (7.57)

Rc(∆ω, τ) = σ2 � 

1/2

(7.58)

and Rcs(∆ω, τ) = 0

can be obtained from Eqs. (6.123) through (6.125). The integral of Eq.
(7.55) cannot be carried out exactly, but an approximation can be
shown [4]:

Rψ(∆ω, τ) = π2 �1 + Γ(ρc, φ) + 2Γ2(ρc, φ) + Ω(ρc)
 (7.59)

where ρc = ρc(∆ω, τ) is the normalized correlation ρc = Rc(∆ω, τ)/σ2, which
equals �ρ�r in Eq. (6.126), expressed as:

Γ(ρc, φ) = sin−1 (ρc cos φ) (7.60)

and

Ω(ρc) = �
∞

n = 1

(ρc)2n Ω(1) = 1 (7.61)

The function Ω(ρc) is plotted in Fig. 7.3. Equation (7.59) can be solved
by using the information contained in Fig. 7.3.

1
�
n2

6
�
π2

1
�
2π

1
�
24

J0
2(ωmτ)

��
1 + (∆ω)2∆2
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Figure 7.3 Plot of function Ω(ρc).
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If it is assumed that p(ψ) = 1/2π, then the mean average values of ψ1

and ψ2 are:

〈ψ1〉 = 〈ψ2〉 = π and 〈ψ1
2〉 = 〈ψ2

2〉 = (7.62)

and therefore the correlation coefficient can be expressed

ρψ(∆ω, τ) = = [Rψ(∆ω, τ) − π2] (7.63)

The function of Eq. (7.63) is plotted in Fig. 7.4.
The coherence bandwidth Bc = (∆ω)c/2π at values of τ = 0 and ρψ = 0.5

can be found from the data given in Fig. 7.4, where:

ρψ(Bc, 0) = 0.5 (7.64)

and

Bc = (7.65)

The coherence bandwidth, according to the phase correlation, is one-
half of the envelope correlation value previously shown in Eq. (6.128).

1
�
4π∆

3
�
π2

Rψ − E[ψ1]E[ψ2]
��
E[ψ1

2] − E2[ψ1]

4π2

�
3
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Figure 7.4 Plot of phase correlation coefficient vs. the product of
frequency separation and time-delay spread.
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7.3 Characteristics of Random FM

Probability distribution of random FM

The term p(r, r·, ψ, ψ· ) has been defined in Eq. (6.61), and therefore the
probability density function (pdf ) of a random FM signal ψ· , p(ψ· ), can
be derived from p(r, r·, ψ, ψ· ) in combination with the following integrals:

p(ψ· ) = �∞

0
dr �∞

−∞
dr· �2π

0
p(r, r·, ψ, ψ· ) dψ

= �1 + ψ· 2	
−3/2

(7.66)

From Eq. (6.15) and Eq. (6.55), σ2 and ν2 for an E field signal are ex-
pressed:

σ2 = E[X2] = N (7.67)

and ν2 = E[X· 2] = E[Y· 2] = N

Then,

p(ψ· ) = �1 + ψ· 2

−3/2

(7.68)

The correlation coefficient p(ψ· ) of Eq. (7.68) is plotted in Fig. 7.5(a).
The distribution of random FM can be expressed:

P(ψ· ≤ Ψ· ) = �Ψ

−∞

·

p(ψ· ) d ψ·

= �1 + Ψ· �1 + Ψ· 	
−1/2


 (7.69)

By substituting the results of Eq. (7.67) for σ and ν of an E field signal
into Eq. (7.69), the following is obtained:

P(ψ· ≤ Ψ· ) = �1 + Ψ· �1 + Ψ· 2	
−1/2


 (7.70)

The response curve for the correlation coefficient for P(ψ· ≤ Ψ· ) is plotted
in Fig. 7.5(b).

Power spectrum of random FM

The power spectrum of random FM can be obtained from the autocor-
relation function described by Rice [1] and expressed:

2
�
(βV)2

�2�
�
βV

1
�
2

σ2

�
ν2

σ
�
ν

1
�
2

2
�
(βV)2

1
�
�2�βV

(βV)2

�
2

σ2

�
ν2

σ
�
2ν
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Rψ· (τ) = E[ψ· (t)ψ· (t − τ)]

= − �� 

2

− � 

 ln �1 − � 

2


 (7.71)

Assume that the angular wave arrival is uniformly distributed, that is,
that p(φi) = 1/2π. Then the expression of Rc(τ) in Eq. (7.71) can be found
from Eq. (6.108) for the case of the Ez field. The first and second deriv-
atives, R′c(τ) and R″c(τ), can be obtained as follows:

= = J0(βVτ) (7.72)

= = −βV (7.73)

= = (βV)2 � − 1
 (7.74)

The power spectrum can be expressed as the Fourier transform of Rψ· (τ)
as follows:

Sψ· ( f) = �∞

−∞
Rψ· (τ)e−jωτ dτ = 2 �∞

0
Rψ· cos ωτ dτ (7.75)

Equation (7.75) can be integrated either approximately or numerically.
Figure 7.6 shows the curve obtained by integrating the autocorrelation
function over three regions in the time domain [2].

J1(βVτ)
��
βVτJ0(βVτ)

d2 Rc(τ)
�

dτ2

1
�
Rc(τ)

R″c(τ)
�
Rc(τ)

J1(βVτ)
�
J0(βVτ)

dRc(τ)
�

dτ
1

�
Rc(τ)

R′c(τ)
�
Rc(τ)

E[X1X2]
�

E[X1
2]

Rc(τ)
�
Rc(0)

Rc(τ)
�
Rc(0)

R″c(τ)
�
Rc(τ)

R′c(τ)
�
Rc(τ)

1
�
2
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Figure 7.5 (a) Characteristics of
p(ψ· ), Eq. (7.68); (b) characteristics
of P(ψ· ≤ Ψ· ), Eq. (7.70).
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For mobile speeds of up to 60 mi/h at UHF channel frequencies, and
with an audio band of from 300 Hz to 3000 Hz, an asymptotic form can
be used as follows [2]:

Sψ· ( f) = (7.76)

On the basis of the model shown in Fig. 6.3 and described in Sec. 6.2,
the following E field signal relationships are true:

σ2 = E[X1
2] = E[Y1

2] = E[X2
2] = E[Y2

2] = N (7.77)

ν2 = E[X· 1
2] = E[Y· 1

2] = E[X· 2
2] = E[Y· 2

2] = N (7.78)

ν2
12 = E[X1Y

·
2] = − E[X2Y

·
1] = 0

and therefore

Sψ· ( f) = (7.79)

The corresponding baseband output noise due to random FM in an
audio band (W1, W2) is:

E[ψ· 2] = �W2

W1

Sψ· ( f) df = ln (7.80)

Hence, the average power of the random FM is a function of vehicular
speed V and the audio bandwidth (W1, W2).

W2
�
W1

(βV)2

�
2

(βV)2

�
2f

(βV)2

�
2

ν2/σ2 − ν4
12 /σ4

��
f
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Figure 7.6 Power spectrum of random FM.
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In Fig. 7.6, the power spectrum of the random FM drops very drasti-
cally as soon as reaching the frequency

fm =

Therefore, we can use this criterion to calculate the impact of the ran-
dom FM versus the mobile speed. The criterion of considering the
impact of random FM is

Impact of random FM > fR = (7.81)

The signal will be distorted by the random FM if Eq. (7.81) is met.
When V = 0, the random FM disappears. In the data transmission, we
have to transmit the data rate higher than fR. Thus, fR is the lower
limit. For the voice transmission, as long as the random FM does not
exceed 300 Hz, the low-pass filter will filter it out.

Example 7.2 Assuming that the carrier frequency is 850 MHz and the audio
band is 300 to 3000 Hz, what is the average power ratio between two random FM
signals, one received while the mobile unit is traveling at 30 mi/h, and the other
at 15 mi/h?

solution The baseband receiver output noise due to random FM is found from
Eq. (7.80):

Nrfm = ln (E7.2.1)

Let V1 = 30 mi/h and V2 = 15 mi/h, where Nrfm1 is due to V1 and Nrfm2 is due to V2.
Then the following expression is valid:

= = � 	
2

= 4 ≈ 6 dB (E7.2.2)

Therefore, an average power ratio of 6 dB per octave between the two random FM
signals is found when the velocity of the mobile receiver is changing.

Level-crossing rate (LCR) of random FM

In order to obtain the lcr of random FM, it is first necessary to find

p(r, r·, r̈, ψ, ψ· , ψ̈) = |J|p(X, X· , Ẍ, Y, Y·, Ÿ) (7.82)

where r· and ψ· are first derivatives and r̈ and ψ̈ are second derivatives
with respect to time. From Eq. (7.81) the following expression is
derived:

p(r, ψ, ψ· , ψ̈) = �∞

−∞
dr· �∞

−∞
p(r, r·, r̈, ψ, ψ· , ψ̈) dr̈

30
�
15

V1
2

�
V2

2

Nrfm1�
Nrfm2

W2
�
W1

(βV)2

�
2

2V
�
λ

2V
�
λ
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The lcr of the random FM can then be found [1]:

N(ψ· = Ψ· ) = �π

−π
dψ �∞

0
dr �∞

0
ψ̈p(r, ψ, Ψ· , ψ̈) dψ̈

= (7.83)

where b0, b2, and b4 are as shown in Eqs. (7.20) through (7.22).
For the case where the noise is constant, with a value of η across the

frequency band from f − β/2 to f + β/2, then the terms b0, b2, and b4 can
be found by applying Eq. (7.19), as follows:

b0 = βη

b2 =

b4 =

By substituting the above values into Eq. (7.83), the following expres-
sion is obtained:

N(ψ· = Ψ· ) = (7.84)

where

z = �� Ψ· = (7.85)

The function of Eq. (7.84) is plotted in Fig. 7.7, where a peak value is
shown at z = 0.8 or at Ψ· = 1.45β.

Example 7.3 Assuming a noise bandwidth of 20 kHz, what is the maximum
level-crossing rate for the random FM signal, and what is the reference level at
which the number of crossings are counted?

solution Based on the data plotted in Fig. 7.7, the maximum lcr is:

= 0.322 at Ψ· = 1.45β (E7.3.1)

or

N(Ψ· ) = 6.44 × 103 s−1 at Ψ· = 2.9 × 104 (E7.3.2)

N(Ψ· )
�

β

�3� Ψ·
�

βπ
b0
�
b2

(1 + 5z2)1/2

��
15

β
�
1 + z2

π4β4b0
�

5

π2β2b0
�

3

�b�4 /�b�2�−� b�2 /�b�0�+� 4�Ψ·�2�
���

2π(1 + (b0 /b2) Ψ· 2)
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7.4 Click-Noise Characteristics

As the mobile unit moves through a mobile-radio field, the received sig-
nal fluctuates in both amplitude r and phase ψ. In a conventional FM
discriminator, the fluctuations in phase ψ due to multipath fading gen-
erate noise in the signal. Such noise is called “random FM noise.” The
random FM noise is essentially concentrated at frequencies less than 2
to 3 times the maximum Doppler frequency. Outside this range the
power spectrum falls off at a rate of 1/f. Davis [5] has found that ran-
dom FM noise due to fading can be considered a secondary effect in the
reception of mobile-radio signals.

Another kind of noise, called “click noise,” may be found at the output
of the FM discriminator.

Click noise

To understand the click-noise phenomenon described by Rice [6], refer
to Fig. 7.8, which shows the signal phasor construction of R̃ = RejψR.
Phasor ã = re jψr represents the fading signal, and phasor ñ = nejψn cor-
responds to the additive noise. Since the fading is very slow compared
with the noise, the resultant vector R̃ appears to rotate rapidly about
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Figure 7.7 Level-crossing rate of random FM.
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point Q, and it occasionally sweeps around the origin when r < n, thus
causing ψR to increase or decrease by 2π. Figure 7.9 shows the mecha-
nism by which such excursions produce impulses in ψ· R.

The resultant impulses have different amplitudes, depending on how
close P comes to the origin, but all impulses have areas approximately
equal to �2π rad. When the waveform shown in Fig. 7.9(b) is applied to
a low-pass filter, corresponding but wider impulses are excited in the
output and are heard as clicks. Such clicks are produced only when ψR

changes by �2π. When r > n, the point P, in Fig. 7.8, leaves the region
Q, cuts across the segment O�Q� close to the line O�X�, and then returns to
the region Q. As ψR rapidly changes by approximately �π during the
sweep past line O�X�, the resulting pulse ψ· R has little low-frequency con-
tent and therefore produces only a small excursion, which is different
from the condition of r < n. In essence, click noise is closely associated
with the threshold behavior of the FM discriminator when it is
responding to multipath fading.

260 Chapter Seven

Figure 7.8 Signal phasor plot of click-noise charac-
teristics.

Figure 7.9 Waveforms for phasor function, showing
click noise.

(b)
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Above the threshold, it can be assumed that the fading signal is
much larger than the additive noise, so that most of the time n << r. The
vector R̃ is rotating rapidly around the point Q most of the time. Occa-
sionally, the vector R̃ (or point P) may encircle the origin and generate
clicks; however, the potential for generating clicks becomes less as the
amplitude of r increases. The vector R̃, rotating rapidly about the point
Q but never encircling the origin, provides a term ψ· s such that the total
ψ· R can be written:

ψ· R = ψ· s + 2π(Z+ − Z−) (7.86)

where the term 2π(Z+ − Z−) represents an additional factor necessary to
account for the positive and negative clicks in the time interval T that
are present at, above, and below threshold. The terms Z+ and Z− are the
sums of positive and negative impulses, respectively, that occur at ran-
dom times and are assumed to be independent of one another. They are
regarded as Poisson processes associated with average click rates. The
average positive click rate can be expressed:

N+ = (7.87)

and the average negative click rate can be expressed as:

N− = (7.88)

Furthermore, the click rates are also assumed to be independent of ψ· s.
When the conditions for the generation of a click occur, i.e., when

n > r

and π < ψn < π + ∆ψ
(7.89)

the average click rate can be expressed [7]:

N+ = N−

= �T

0
dt �∞

0
p(r) dr �∞

r
dn �∞

0
ψ· n p(n, ψn = π, ψ· n) dψ· n (7.90)

where

p(n, ψn, ψ· n) = �∞

−∞
p(n, n· , ψn, ψ· n) dn· (7.91)

Note that Eq. (7.90) is similar to Eq. (2.72), the expression for the level-
crossing rate. To solve Eq. (7.91), it is first necessary to obtain a value
for p(n, n· , ψn, ψ· n).

1
�
T

Z−
�
T

Z+
�
T
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Procedure for obtaining p(n, n· , yn, y· n)

The noise phasor as shown in Fig. 7.8 can be expressed:

ñ = nejψn = Xn + jYn (7.92)

Since Xn and Yn are Gaussian noise terms, the joint probability density
function of Xn and Yn and their derivatives p(Xn, Yn, X· n, Y· n) can be
found by transforming the variables p(n, n· , ψn, ψ· n) as follows:

p(n, n· , ψn, ψ· n) = |J|p(Xn, Yn, X· n, Y· n) (7.93)

Average click rate

The term p(n, n· , ψn, ψ· n) of Eq. (7.93) can be found from Eq. (6.61) with
σn

2 and νn
2 specified for the noise terms instead of the fading signal and

can be written:

σn
2 = E[Xn

2] = E[Yn
2] (7.94)

and

ν2 = E[X· n
2] = E[Y· n

2] (7.95)

Therefore, p(n, ψn, ψ· n) can be obtained by inserting Eq. (7.93) into Eq.
(7.91):

p(n, ψn, ψ· n) = (7.96)

In actual practice, the Rayleigh-fading distribution is truncated at
some point, because when the output receiver noise exceeds some prede-
termined value, the circuit will be either cut off or switched to a better
path. Assuming that a minimum level of r0 is set, based on the receiver
noise, when the signal envelope r(t) is held above the minimum level r0,
no switching will occur. The probability density function of r therefore
follows a truncated Rayleigh curve density as shown in Fig. 7.10:

p(r) = (1 − e−r0
2 /2σ2)δ(r − r0) + e−r2/2σ2u(r − r0) (7.97)

where δ(r − r0) is an impulse function and u(r − r0) is a unit-step func-
tion. The term σ2 is the variance of r.

Substituting Eq. (7.96) and Eq. (7.97) into Eq. (7.90) gives the fol-
lowing:

N+ = N− = �erfc � � 	 � 	

+ �� � 	� 	e(−1/2)(r0/σ)2(σ/σn)2
 (7.98)

σ
�
σn

r0
�
σ

2
�
π

σ
�
σn

r0
�
σ

1
�
�2�

1
��
8π(σ2/σn

2)
νn

2

�
σn

2

r
�
σ2

exp (−ψ· n
2 /2νn

2 )
��

�2�π�ν�n
2�

n exp (−n2/2σn
2)

��
2πσn

2

262 Chapter Seven

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.

Received-Signal Phase Characteristics



where erfc ( ) is the complementary error function. Equation (7.98)
involves σ2/σn

2, which represents the carrier-to-noise ratio (cnr), defined:

cnr = (7.99)

The relationship of Eq. (7.98) is plotted in Fig. 7.11 for specific values
of r0 /σ.

7.5 Simulation Models

Many radio-propagation models have been proposed that can be used
to predict the amplitude and phase of radio signals propagated within
a mobile-radio environment [8.20]. These models can be classified into
two general categories. The first category deals only with multipath-
fading phenomena, whereas the second category deals with both 
multipath- and selective-fading phenomena. The following paragraphs
describe some of the features associated with these two general cate-
gories of simulation models.

Rayleigh multipath fading simulator

(A) Hardware simulator. Based on analyses of the statistical nature of a
mobile fading signal and its effects on envelope and phase, a fading
simulator can be configured either from hardware or a combination of
hardware and software. Figure 7.12 shows a simple hardware configu-
ration for a Rayleigh multipath fading simulator that consists of two
independent Gaussian noise generators (GNG), two variable low-pass
filters (VLPF), and two balanced mixers (BM). The cutoff frequency of
the low-pass filter is selected on the basis of the frequency fb and the
assumed average speed of the mobile vehicle V. The output of the sim-
ulator represents the envelope and phase of a Rayleigh-fading signal.

σ2

�
σn

2
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Figure 7.10 Plot of a truncated Rayleigh
curve at r0.
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The mathematical expression is as follows. The two noise sources
after passing their corresponding VLPF (variable low-pass filter) are
expressed in Eqs. (1.46) and (1.47) of Chap. 1 as:

nc(t) = �
M/2

k = −M/2

Ak cos (2πk ∆ft + θk) (7.100)

ns(t) = �
M/2

k = −M/2

Ak sin (2πk ∆ft + θk) (7.101)

when the bandwidth B is determined by the fading frequency fb as

B = fb = M ⋅ ∆f (7.102)

and the fading frequency fb in the simulator is determined by

fb = (7.103)
V
�
λ
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Figure 7.11 Plot of average positive click rate N+.
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The output signal y(t) after the adder is

y(t) = nc cos ω0t + ns sin ω0t (7.104)

The amplitude At(t) and phase ψt(t) are expressed in Eq. (1.48) as

At(t) = [nc
2(t) + ns

2(t)]1/2 (7.105)

ψt(t) = tan−1 (7.106)

At(t) is the Rayleigh amplitude, the characteristics of which are
expressed in Secs. 6.3–6.5, and ψ(t) is the random phase expressed in
Sec. 7.2. ψ· (t) is the random FM expressed in Sec. 7.3, which can be
obtained by taking the derivative of Eq. (7.106).

(B) Software simulator. In a software-configured simulator [10], the
model described in Sec. 6.2 is based upon, and Eqs. (6.10) through
(6.13) are used to simulate, a Rayleigh-fading signal. In both Eg. (6.11)
and Eq. (6.12), there are N Gaussian random variables for Ri and Si.
Each of them has zero mean and variance one. Since a uniform angu-
lar distribution is assumed for N incoming waves, we let φi = 2π i/N. To
simplify the simulator model, the direction α of the moving vehicle can

ns(t)
�
nc(t)
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Figure 7.12 Hardware configuration of a Rayleigh multipath-
fading simulator.
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be set to α = 0° without loss generosity, then the parameter ξi of the ith
incoming wave is

ξi = βVt cos φi (7.107)

We have found that summing six or more incoming waves will perform
a Rayleigh fading signal. We use nine evenly angular distributed
waves, each of them is separated by 40° from the next wave arrival.

φi = i = 1, 9 (7.108)

Let the parameter t in Eq. (7.107) be

t = k ⋅ ∆t (7.109)

and ∆t is the sample interval that can be set as small as 10 sampling
points in every wavelength.

V ⋅ ∆t = (7.110)

Now Eq. (6.11) and Eq. (6.12) become

Xk = �
N = 9

i = 1
�Ri cos �k cos φi	 + Si sin �k cos φi	
 (7.111)

Yk = �
N = 9

i = 1
�Si cos �k cos φi	 � Ri sin �k cos φi	
 (7.112)

The kth sample point of a Rayleigh envelope is:

rk = {Xk
2 + Yk

2}1/2 (7.113)

Equation (7.113) is the simulated Rayleigh fading signal plotted in
Fig. 7.13 as the increment number k started from one. For our demon-
stration, a frequency of 850 MHz, the wavelength of which is 0.353 m,
is given, and the sampling interval is λ/10 = 0.0353 cm. Each second
will have m samples depending on the velocity of the mobile unit. The
following table lists the mobile speeds that correspond to the number
of samples per second.

# of samples/sec
V (km/h) V(λ/s) (m)

25 19.6 196
50 39.3 393
75 59 590

100 78.7 787

2π
�
10

2π
�
10

2π
�
10

2π
�
10

λ
�
10

2πi
�

9
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For any different mobile speed, the Rayleigh fading curve shown in Fig.
7.13 remains unchanged. Only the number of samples on the x-axis is
rescaled according to the different mobile speed conditions indicated
above.

The application of the software fading simulator (fader) [19] is
described as follows. Since the random FM generally does not have an
impact on the received signal, only the Rayleigh fading is considered.
The modulated signal at the baseband is first digitized at its data rate
Rb and then sent through the software fading simulator. For those data
bits N1 above the threshold level of the simulator (fader), no errors
occur. Those data bits N2 below the threshold will cause the errors
depending on the states M of the modulation (M = 2L). The error prob-
ability for each bit is

Assume that the total number of bits is N; if so, the BER (bit error rate)
can be obtained by

BER = (7.114)

The speed of the vehicle should not have an impact on the BER (see
Sec. 16.14). We may verify this statement by using this simulator. The
simulator also can evaluate the WER (word error rate) or FER (frame
error rate) by grouping a sequence of bits called a frame or word. If

N1 + N2��MM
− 1
�	

��
N

M − 1
�

M
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Figure 7.13 A simulated fading signal generated as if the mobile unit
is moving with a speed V.
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FEC (forward error correction) can correct 2 errors in a frame, then the
frame has no error unless 3 or more errors occur. The simple signal
process can generate the FER through this software fader very easily.

Other similar software configuration simulations are shown by
Smith [20] and Arredondo [21]. The main advantage in a software-
configured simulator is the ability to quickly change the operational
parameters by merely making changes in the software program.

Multipath- and selective-fading simulator

A simulator of multipath and selective fading can also be configured
either from hardware or a combination of hardware and software. The
hardware version uses an arrangement of components similar to those
shown in Fig. 7.12; the components are duplicated several times, and a
delay line is added to each assembly [22]. The number of assemblies
and delay lines is determined by the kind of environment that is being
studied. The several delayed output signals from the Rayleigh-fading
simulators are summed together to form a multipath- and selective-
fading signal.

The software version [13, 17] is based on a model developed by Turin
[17], in which the mobile-radio channel is represented as a linear filter
with a complex-valued impulse response expressed:

h(t) = �
∞

k = 0

akδ(t − tk)e jψk (7.101)

where δ(t − tk) is the delta function at time tk, and ψk and ak are the
phase and amplitude, respectively, of the kth wave arrival. The terms
ak, ψk, and tk are all random variables. During transmission of a radio
signal s(t), the channel response convolves s(t) with h(t). Figure 7.14
shows the mathematical simulation generated by the software for this

268 Chapter Seven

Figure 7.14 Mathematical model for multipath- and selective-
fading simulation.
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model [14]. The simulator enables evaluation of mobile-radio system
performance without the need for actual road testing, since it simu-
lates the propagation medium for mobile-radio transmissions.

Problem Exercises

1. A mobile unit is traveling at a speed of 40 km/h while receiving a mobile-
radio transmission at a frequency of 850 MHz. Assuming that the time-delay
spread for the medium is 0.5 µs, what is the correlation coefficient for a fre-
quency change from 850 MHz to 850.1 MHz in a time interval of 0.1 s?

2. If the time-delay spread is measured and found to be 3 µs and the required
phase correlation coefficient is 0.5, what is the coherent bandwidth for a time
delay of τ = 0?

3. Which parameter has the greater effect on a random FM signal, velocity, or
audio band? If the upper limit of the audio band is increased from 10 to 20
times over the lower limit, how much of a reduction in vehicle speed is required
to maintain the same random FM level?

4. In receiving a mobile-radio transmission at 850 MHz, a Doppler frequency
of 20 to 60 Hz is observed. What is the beamwidth of the mobile antenna, and
how fast is the mobile unit traveling?

5. Prove that the power spectrum of click noise when the frequency is small
compared with the reciprocal of pulse duration is 8π2(N+ + N−).

6. Give the proof for Eq. (7.52).

7. Let Rc(τ) = NJ0(βVτ). On the basis of Eqs. (7.20) through (7.22), derive the
values for terms b0, b2, and b4, and insert these values into Eq. (7.83). What is
the resultant level-crossing rate (lcr)?
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Chapter

8
Modulation Technology

8.1 System Application

Chapters 6 and 7 presented studies of the characteristics of fading
based on envelope and phase. In this chapter, modulation schemes that
can be used to counter the effects of multipath fading and time-delay
spread in mobile-radio communication are discussed. In amplitude-
modulated (AM) signaling, the information is contained in the envelope.
During severe multipath fading, most of the amplitude information
may be wiped out. One possible solution is to use a type of angle modu-
lation. In FM signaling the noise or interference amplitude increases
linearly with frequency; therefore the power spectrum of the noise will
vary proportionately with the square of the frequency. This parabolic
response on the power spectrum reflects the fact that input noise com-
ponents that are close to the carrier frequency are suppressed.

Digital modulation techniques are also discussed in this chapter, and
the difference in error rates between nonfading and fading cases is
shown. Spread-spectrum modulation techniques are also discussed,
since these modulation techniques have military as well as civilian
applications. Finally, a new concept of using a modified SSB system is
briefly introduced.

8.2 FM for Mobile Radio

Frequency modulation (FM) can improve the baseband signal-to-noise
ratio without necessitating an increase in transmitting power. Also,
FM can capture the signal from the interference even when the signal-
to-interference ratio is small. Assume that a signal transmitted from a
base station is

st(t) = Aej(ωct + µ(t)) (8.1)
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where A is a constant and µ(t) is defined:

µ(t) = �t

0
v(t′) dt′ (8.2)

and v(t′) is the actual message. Then the received signal at the mobile-
unit antenna (see Fig. 8.1), as shown in Eq. (6.8), can be expressed:

s′(t) = ��
N

i = 1

ãie−jβVt cos (φ i − α)� st (t) (8.3)

The term s′(t) can also be expressed:

s′(t) = [r(t)ejψr (t)]Aejµ(t)e jωct (8.4)

The relationships for the parameters shown in Eqs. (8.3) and (8.4) were
previously expressed in Eq. (1.20). On the assumption that Fig. 8.2 is a
block diagram of an FM receiver typically used in a mobile-radio unit,
then the signal at the input of the IF filter is

s′(t) = [Q(t)Aejµ(t) + nc + jns]ejωct (8.5)

272 Chapter Eight

Figure 8.1 Received signal at the mobile antenna.

Figure 8.2 Block diagram of an FM receiver.
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where

Q(t) = r(t)e jψr(t) (8.6)

Nonfading case

For a nonfading case, let Q(t) = 1 in Eq. (8.5). Upon reception by an FM
system, the baseband signal-to-noise ratio of this signal can be im-
proved without increasing the transmitted power, but rather by in-
creasing the frequency deviation of the modulation and consequently
increasing the IF bandwidth. The nonfading case can be analyzed for
two situations: (1) signal present and (2) no signal present.

Signal present. The special case of Eq. (8.5), Q(t) = 1, is illustrated in
Fig. 8.3 and can be expressed:

(Aejµ (t) + nc + jns)ejωct = Rej[µ (t) + ψn]ejωct (8.7)

where the derivative of µ, µ· , is the message and the derivative of ψn, ψ· n,
is the noise at the output of the discriminator. Then, logarithmic differ-
entiation of Eq. (8.7) with respect to time gives:

+ j(µ· + ψ· n) = (8.8)

The four Gaussian variables nc , ns , n·c , and n·s are independent when
S(f ) is symmetrical about fc , as previously discussed in Chap. 7, Sec.
7.1. Then, as described by Rice [1],

E[R· R−1 + j(µ· + ψ· n)]

= �
∞

−∞

��� p(nc , ns , n·c , n·s) dnc dns dn·c dn·s

= jµ· �1 − exp �− �� (8.9)
A2

�
2b0

jµ· A exp jµ + n·c + jn· s
���

A exp jµ + nc + jns

jµ· Aejµ + n·c + jn· s
��

Aejµ + nc + jns

R·
�
R

Modulation Technology 273

Figure 8.3 Vector relationships between signal and noise.

�
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where

b0 = E[nc
2] = E[ns

2] (8.10)

As a result of balancing the two sides of Eq. (8.9), the following is
obtained:

E[R· R−1] = 0 (8.11)

and

E[µ· + ψ· n] = µ· (1 − e−γ) (8.12)

where γ is the cnr, as shown in Eq. (8.9) and expressed:

γ = (8.13)

and µ· , shown in Eq. (8.12), is the input signal after the discriminator. If
the output of the discriminator is denoted by vo(t), then Eq. (8.12)
becomes:

vo(t) = µ· (t)(1 − e−γ) (8.14)

Equations (8.14) and (8.12) both indicate that the presence of noise
reduces the output signal by multiplying it by a factor of 1 − e−γ. The
output baseband signal power then becomes:

So = E[vo
2(t)] = (1 − e−γ)2E[µ· 2(t)]

= (1 − e−γ)2Si (8.15)

where Si is the input signal power to the discriminator, which must be
specified before So of Eq. (8.15) can be evaluated.

From Carson’s rules, the transmission bandwidth is:

B = 2(W + fd) = 2W(1 + βi) (8.16)

where W is the maximum modulating frequency, analogous to the mod-
ulation index βi of worst-case tone modulation, and fd is the maximum
deviation, expressed:

fd =

The input power Si can be expressed:

Si = α(2πfd)2 (8.17)

B − 2W
�

2

A2

�
2b0
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where α is less than 1. If Si in Eq. (8.15) is 10 dB less than (2π fd)2, then
α = 0.1. The input power Si can then be expressed:

Si = f d
2 = (B − 2W)2 (8.18)

By substituting Eq. (8.18) into Eq. (8.15), So /W 2 versus γ for different
values of B/2W can be plotted, as shown in Fig. 8.4.

Obtaining the baseband noise spectrum. The derivative of ψn(t), ψ· n(t),
represents the noise current, where ψ· n(t) = ψ· R(t) is shown in Fig. 8.3 for
µ(t) = 0. The one-sided power spectrum is

Sψ· n(f ) = 4 �∞

0
Rψ· n(τ) cos 2πf τ dτ (8.19)

where Rψ· n(τ) is the autocorrelation, expressed:

Rψ· n(τ) = E[ψ· n(t) ψ· n(t + τ)] (8.20)

and where ψ· n(t) can be obtained from ψn(t), since

ψn = tan−1 (8.21)

or

sec2 ψn = 1 + � �
2

(8.22)
ns

�
A + nc

ns
�
A + nc

π
�
10

4π2

�
10
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Figure 8.4 Plot of baseband signal power
So/W2 vs. IF carrier-to-noise ratio γ for
different B/2W.
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As a result of differentiating Eq. (8.21) and substituting the terms of
Eq. (8.22) into Eq. (8.21), ψ· n becomes:

ψ· n = = (8.23)

and the correlation of ψ· n(t), E[ψ· n(t)ψ· n(t + τ)], turns out to be an eightfold
integral [2], written:

Rψ· n(τ) = �∞

−∞
dnc1 �∞

−∞
dns1

⋅⋅⋅ �∞

−∞
dn·s2 p(nc1, ns1, n·c1, n·s1, . . . , n·s2)ψ· n1ψ· n2 (8.24)

where ψ· n1 and ψ· n2 are as defined in Eq. (8.23). Unfortunately Eq.
(8.24) increases the complexity, but an approximation can be ascer-
tained.

The noise output of the FM discriminator can be approximated [2] by
the overall baseband noise spectrum, assuming a Gaussian-shaped IF
filter with a bandwidth B of

HIF(f ) = e−π( f − fc)2/B2 (8.25)

With this type of filter, Rice [1] divided the one-sided baseband noise
spectrum SB(f ) into three components:

SB(f ) = S1(f ) + S2(f ) + S3(f ) (8.26)

Obtaining S1(f ). It is assumed that S1(f ) has the shape of the output
noise spectrum when the carrier is very large. The same factor, used in
Eq. (8.15) to derive the output baseband signal power may be applied
to obtain the output noise spectrum:

S1(f ) = (1 − e−γ)2Sψ· n(f ) (8.27)

The input noise spectrum Sψ· n(f ) in Eq. (8.27) can be obtained when γ >>
1, as follows (see Fig. 8.3). First, ψn is expressed as:

ψn = tan−1 = (8.28)

when µ = 0 as shown in Fig. 8.3. Differentiating Eq. (8.28) yields:

ψ· n =
n·s(t)
�

A

ns(t)
�

A
ns(t)

�
A + nc(t)

(A + nc)n·s − nsn·c
��

(A + nc)2 + ns
2

(A + nc)n·s − nsn·c
��
sec2 ψn(A + nc)2
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The one-sided spectrum of ns(t) is

Sn s(f ) = η[HIF(fc − f ) + HIF(fc + f )] (8.29)

where HIF(fc − f ) is the shape of the IF filter and η is as shown in Eq.
(1.40). The power spectrum of the derivative of a stationary stochastic
process, which is (2πf )2 times the spectrum of the process itself [2], is
derived from Eq. (8.29) and is expressed:

Sψ· n(f ) = � �
2

η[HIF(fc − f ) + HIF(fc + f )] (8.30)

Hence, when γ >> 1, the baseband noise spectrum is approximately par-
abolic in shape and proportional to f 2, as shown in Eq. (8.30).

Substituting Eq. (8.25) into Eq. (8.30) and then Eq. (8.30) into Eq.
(8.27) yields:

S1(f ) = 2 � �
2

ηe−(π f 2/B2)

= e−(π f 2/B2) (8.31)

where the cnr is expressed as:

γ = =

Obtaining S2(f ) and S3(f ). It is assumed that S2(f ) has the same spec-
trum shape as the output noise spectrum when the carrier is absent;
S3(f ) is a correction term that predominates in the threshold region of
γ. Rice [2] gives the following equation for S2(f ):

S2(f ) = 	2
πB e−γ �
∞

n = 1

n−3/2e−πf 2/2nB2 (8.32)

and an even more complex expression for S3(f ). Therefore, S2(f ) and
S3(f ) require special numerical evaluation. As an alternate, the follow-
ing approximation can be used: In the frequency range from 0 to fa,
where fa < B, the sum of the spectral components S2(f ) + S3(f ) may be
accurately approximated by an empirical relationship developed by
Davis [3]:

S2(f ) + S3(f ) ≈ 8πBe−γ[2(γ + 2.35)]−1/2 (8.33)

A2

�
2ηB

A2

�
2b0

[2πf (1 − e−γ)]2

��
Bγ

2πf(1 − e−γ)

��
A

2πf
�
A
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Equation (8.33) approximates Rice’s exact analysis. Substituting Eqs.
(8.31) and (8.33) into Eq. (8.26) gives the following:

SB(f ) = e−(πf 2/B2) + (8.34)

Equation (8.34) is plotted in Fig. 8.5. The approximate solution
agrees quite well with Rice’s exact analysis for f < 1⁄3 	π
/2
B. The total
noise output of the rectangular baseband filter is then:

Nt(γ) = �W

0
SB (f ) df

= + (8.35)

where

a = �W

0
f 2e−πf 2/B2 df = �W

0
f 2 �

∞

n = 0

df

= �1 − � �
2

+ . . .� (8.36)

Equation (8.35) is plotted in Fig. 8.6.

W
�
B

6π
�
10

4π2W3

�
3B

(−πf 2/B2)n

��
n!

(2π)2

�
B

(2π)2

�
B

8πBWe−γ

��
	2
(γ
 +
 2
.3
5
)


a(1 − e−γ)2

��
γ

8πBe−γ

��
	2
(γ
 +
 2
.3
5
)


[2πf(1 − e−γ)]2

��
Bγ
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Figure 8.5 One-sided baseband noise spectrum SB(f ). (From 
Ref. 3.)
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The signal-to-noise ratio (snr) at the baseband output is defined:

snr = =

and is plotted in Fig. 8.7. In Fig. 8.7, note that for an FM system the
threshold effect is very prominent in a nonfading case.

For γ >> 1, So /Nt can be obtained as follows:

= = γ = 3αβi
2 γ (8.37)

where Si and a are obtained from Eqs. (8.17) and (8.36), respectively,
and inserted into Eq. (8.37) to obtain the final result. βi is the modula-
tion index.

Rayleigh-fading case

In a Rayleigh-fading case, if the multipath rate is much slower when
compared with the baseband bandwidth [3, 4], or if the multipath dura-
tion is much larger than the reciprocal signal bandwidth, then the fad-
ing envelope of the FM signal is considered to be flat, and therefore the
power density is the same over the entire signal spectrum. The signal-
to-noise ratio of the FM discriminator output can then be found by the

B
�
W

Si
�
a

Si(1 − e−γ)2

��
a(1 − e−γ)2/γ

So
�
Nt

Si(1 − e−γ)2

��
Nt

So
�
Nt
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Figure 8.6 Plot of baseband noise
power vs. carrier-to-noise ratio.

Figure 8.7 Plot of signal-to-noise ratio as
a function of carrier-to-noise ratio.
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quasi-static approximation, from which both the signal and noise can
be determined by the carrier-to-noise ratio γ. It was previously shown
in the nonfading case.

Rapid phase changes accompany the deep fades, producing a random
FM component at the output of the FM receiver. Furthermore, the
baseband output signal is suppressed as the cnr decreases. This rapid
random suppression of the signal appears as an additional noise com-
ponent in the baseband output.

The received fading FM signal is given by the equation

s(t) = R(t) exp [ j (ωc t + µ(t) + ψr + ψn)]

where R(t) is the fading amplitude, ψr is the random phase change due
to fading, ψn is the Gaussian noise, and µ· (t), the derivative of µ(t), is the
desired modulating signal. µ· (t) can be assumed to be a zero-mean
Gaussian process, ideally band-limited to W Hz, with an rms frequency
duration of 	S
i
/2π, where Si is the power of the modulating signal,
expressed:

E[µ· 2(t)] = E[v2(t)] = Si (8.38)

The envelope R(t) is Rayleigh-distributed, with average power ex-
pressed:

E[R2(t)] = Pav (8.39)

The carrier-to-noise ratio (cnr) is denoted by γ(t), as follows:

γ (t) = (8.40)

where σ t
2 is the mean square value of the combined Gaussian noise ψr

and ψn after IF filtering. R(t) varies slowly with time and has an expo-
nential density function with parameter γo, which is the average cnr
based on the following relationships:

pγ(α) = exp �− � (8.41)

γo = (8.42)

The total phase relationship expressed by the term ψR(t) at the input of
the IF filter can be shown as:

ψR(t) = µ(t) + ψr(t) + ψn(t) (8.43)

Pav
�
2σt

2

α
�
γo

1
�
γo

R2(t)
�
2σt

2
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as illustrated in Fig. 8.8. The time derivative of ψR(t), ψ· R(t), becomes:

ψ· R(t) = µ· (t) + ψ· r(t) + ψ· n(t) + 2π(Z+ − Z−) (8.44)

The term 2π(Z+ − Z−) in Eq. (8.44) is derived from Eq. (7.86).
In an ideal FM detector, the bandwidth B is wide enough that it does

not distort the signal. Then B has to be:

B = 2 �W + � (8.45)

which is derived from Eq. (8.18). The output of an ideal FM detector is
ψ· o(t), which can be obtained from the input ψ· R(t). The terms µ· (t) and
ψ· n(t) in Eq. (8.44), after the signal passes through the IF detector, will
be suppressed by the factor 1 − e−γ, as shown in Eqs. (8.14) and (8.15).
The terms ψ· r and 2π(Z+ − Z−) remain unchanged.

Let g(t) = 1 − e−γ (t), which can also be written as g(t) = E[g] + g(t) −
E[g]. Then, after IF detection, ψ· o(t) can be expressed [5]:

ψ· o(t) = g(t)[µ· (t) + ψ· n(t)] + ψ· r(t) + 2π(Z+ − Z−)

= E[g]µ· (t) + {g(t) − E[g(t)]}µ· (t) + ψ· r(t)

+ g(t)ψ· n(t) + 2π(Z+ − Z−) (8.46)

Let

g = g(t) = 1 − e−γ (8.47)

The expectation for E[g] is

E[g] = �∞

0
gp(γ) dγ = �∞

0
dγ = (8.48)

The terms ψr and ψn are the random phase characteristics caused by
multipath fading and Gaussian noise, respectively, as shown in Fig.

γo
�
1 + γo

(1 − e−γ)e−γ/γo

��
γo

	1
0
S
i

�

2π
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Figure 8.8 Vector relationships among
phases at the IF filter input.
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8.8. The terms Z+ and Z− are the sums of positive and negative im-
pulses, respectively, with average occurrence rates N+ and N−, as
expressed in Eqs. (7.87) and (7.88). The first term in Eq. (8.46) is the
desired signal and the other four are noise terms: (1) the noise due to
suppression of the signal (Nsn), (2) the noise due to random FM caused
by fading (Nrfm), (3) the usual Gaussian noise present due to the addi-
tive noise at the input (Ngn), and (4) the click noise (Ncn).

Taking the Fourier transform of the spectrum function of ψ· o(t) and
integrating from 0 to W gives the output power:

E[ψ· o
2] = �W

0
Sψ· o(f ) df (8.49)

where Sψ· o(f ) is the one-sided power spectrum as

Sψ· o(f ) = 4 �∞

0
Rψ· o(τ) cos 2πf τ dτ (8.50)

Where E[ψ· o
2(t)] consists of many components, we obtain the five rela-

tionships in Eqs. (8.51) through (8.55):

S
o = (E[g])2Si (8.51)

where S
o is the signal output power.

N
sn = E[(g − E[g])2]Si (8.52)

where N
sn is the output power of the noise caused by signal suppres-
sion.

Nrfm = �W

0
Sψ· r(f ) df (8.53)

where Nrfm is the random FM noise power and Sψ· r(f ) is the power spec-
trum found in Eq. (7.75), which is independent of the cnr γ.

N
gn = �∞

0
�W

0
gSB(f )p(γ) df dγ

= �∞

0
�W

0
g[S1(f ) + S2(f ) + S3(f )]p(γ) df dγ (8.54)

where N
gn is the cnr noise output power and the general expression for
SB is shown in Eq. (8.26). A general approximation for SB is shown in
Eq. (8.34).
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For the case of γ >> 1, S1(f ) of Eq. (8.27) plays a major role in Eq.
(8.54); then

N
gn = �∞

0
�W

0
gS1(f )p(γ) df dγ = �∞

0
�W

0
(2πf)2[HIF(−f ) + HIF(f )] df

N
cn = 4π2(N+ + N−)(2W) (8.55)

where N
cn is the click-noise power and N+ and N− are as shown in Eq.
(7.98).

The detected snr at the output of the discriminator can be com-
puted:

snr = (8.56)

Equation (8.56) is a general expression.
The click noise Ncn can be ignored, since this effect is significant only

in the vicinity of the FM threshold as opposed to well below or well
above the threshold. Also, it produces relatively small changes in the
noise output.

In mobile communications, random FM is caused by the interference
between waves of different Doppler frequency arriving at a mobile
antenna from various directions. Assuming a uniform angle of arrival,
the random FM output noise, as shown in Eq. (7.80), is:

E[ψ· r
2] = ln (8.57)

The random FM output noise shown in Eq. (8.57) is independent of the
cnr, γ. The signal power So at the output of the discriminator is sup-
pressed by the factor 1 − e−γ. When γ >> 1, as shown in Eq. (8.15), then
the expression for So can be obtained from Eq. (8.18):

So = Si = (B − 2W)2 (8.58)

Then the limiting output snr can be expressed:

snrrfm only = = (8.59)

where W ≈ W2 − W1. In the audio band, the values W1 = 300 Hz and 
W2 = 3 kHz are assumed.

(B − 2W)2

���
20(V/λ)2 ln (W2/W1)

So
��

E[ψ· r
2]

π2

�
10

W2
�
W1

(βV)2

�
2

S
o
���
N
sn + Nrfm + N
gn + N
cn

g2

�
2γ
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Since the snrrfm varies on account of the vehicle speed, it may be
treated separately from the snr that is not associated with random FM
and expressed:

snrno rfm = (8.60)

and snrrfm only = = snrrfm (8.61)

The term N
gn in Eq. (8.60) can be obtained by averaging Eq. (8.35)
over γ:

N
gn = �∞

0
p(γ)Nt(γ) dγ = ln

+ 8BW �� e2.35(γo + 1)/γo erfc (	2
.3
5
(γ
o
+
 1
)/
γo
)
 (8.62)

where the value a is defined in Eq. (8.36), erfc (x) = 1 − erf (x), and erf
(x) is as follows:

erf (x) = �x

0
e−y2 dy (8.63)

The term N
sn in Eq. (8.60) can be obtained by carrying out Eq. (8.52),
where g in Eq. (8.52) is defined in Eq. (8.47):

N
sn = �∞

0
p(γ)(g − E[g])Si dγ = Si � − � (8.64)

The two signal-to-noise terms, snrno rmf and snrrfm only, are plotted in Fig.
8.9. Note that when the output snr is below the value of the snrrfm, then
output snr increases linearly with the cnr. When the output snr
reaches the value of the snrrfm, increasing cnr has no effect on the out-
put snr.

The sharp threshold shown in Fig. 8.7, which was due to the capture,
is no longer apparent in Fig. 8.9. With increasing transmitter power as
γ increases, the output signal-to-noise ratio in decibels increases
approximately linearly with the described value of γo . When γ >> 1, the
threshold crossings of the noise elements are less frequent, there is less
signal suppression, and thus the quadrature noise is suppressed.

Nrfm in the noise term does not change as γ increases. Hence, when 
γ >> 1, the snrrfm only, due to the effects of random FM, is the limiting snr.
For example, with a carrier frequency of 900 MHz and a vehicle veloc-

1
�
(γo + 1)2

1
�
2γo + 1

2
�
π

π
��
2γo(γo + 1)

(1 + γo)2

�
(1 + 2γo)

a
�
γo

(B − 2W)2

��
20(V/λ)2 ln 10

S
o
��
N
sn + N
gn

284 Chapter Eight

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.

Modulation Technology



ity of 60 mi/h, the maximum Doppler frequency shift is fm = 80 Hz. The
limiting snrrfm only for fm = 80 Hz and W = 3 kHz is illustrated in Fig. 8.9
for various values of bandwidth ratio B/2W.

Example 8.1 In mobile communication, random FM is caused by the interfer-
ence between waves of different Doppler frequency arriving at a mobile antenna
from various directions. The limiting output snr, shown in Eq. (8.61), is due to
random FM only. Under these conditions, the snr cannot be improved by increas-
ing the cnr. Assuming that the maximum modulation frequency is 3 kHz, the
vehicular speed is 45 mi/h, and the carrier frequency is 850 MHz, what is the
ratio B/2W for snrrfm ≥ 30 dB?

solution The ratio B/2W for snrrfm ≥ 30 dB can be found by the equation

snrdB = 10 log (E8.1.1)

where

20 � �
2

ln 10 = (386.8)2 (E8.1.2)

Then B can be derived from Eq. (E8.1.1) as follows:

= 103 (E8.1.3)(B − 2W)2

��

20 ��
V
λ

��
2

ln 10

V
�
λ

(B − 2W)2

��
20(V/λ)2 ln 10
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Figure 8.9 Plot of output signal-to-noise ratio vs. average carrier-to-noise ratio. (From 
Ref. 3.)
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or

B = 6W = 18 kHz (E8.1.4)

8.3 Digital Modulation

When digital modulation techniques are used, speech signals must be
coded into a format suitable for digital transmission. This can be ac-
complished by using PCM, DPCM, and delta modulation [6, 7]. A digi-
tally controlled companding scheme [8, 9] can be used to obtain a good
telephone link with a bit rate of 32 kb/s, which appears to meet CCITT
specifications. For bit rates as low as 20 kb/s, other types of modulation
schemes have been reported that are effective in providing intelligible
speech signals. Where companded delta modulation is used, a rate of 32
kb/s yields a baseband snr of at least 30 dB over a dynamic range of 45
dB. Figure 8.10 illustrates the snr for various bit rates and input signal
levels [8]. Recently, using linear predictive coding (LPC) requires only
2.4 kb/s. The description of LPC is shown in Sec. 14.5.

Sampled speech data at a bit rate fs can be transmitted over a radio
channel by either AM, PM, or FM. From the viewpoints of power econ-
omy and system simplicity, only two-level systems are considered. Also,
the filter shaping is performed at the transmitter, whereas the receiv-
ing filter is used only for channel selection purposes.

Nonfading case

There are five selection schemes that are worthy of discussion: (1) co-
herent binary AM (PSK), (2) FM with discrimination, (3) coherent FSK,

286 Chapter Eight

Figure 8.10 Output signal-to-
noise ratio for varying bit rates
and input signal levels for delta
modulation.
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(4) noncoherent FSK, and (5) differential PSK. These are discussed in
the following paragraphs.

Coherent binary AM (PSK). In coherent binary AM, also called “phase-
shift keying” (PSK) detection, the transmitted waveform is expressed:

x(t) = �
∞

k = −∞

akh(t − kT) cos (2πfc t) (8.65)

where fc is the carrier frequency, fs is the sampling frequency, T = 1/fs is
the sampling interval, the ak’s are information digits, and h(t) is a base-
band waveform band-limited to bandwidth B. The model for coherent
binary AM signaling is shown in Fig. 8.11. The received waveform is
expressed:

y(t) = Re �� �
∞

k = −∞

akh(t − kT) + ñ�ejωct� (8.66)

where ñ = nc + jns. The power of ñ is controlled by the filter bandwidth,
where:

E[nc
2] = E[ns

2] = σn
2 (8.67)

When ak = �1, the signaling is either binary AM or two-phase PM. The
received waveforms can be detected coherently by multiplying Eq.
(8.66) by cos ωc t and passing the waveform through a low-pass filter to
obtain the baseband output:

z(t) = �
∞

k = −∞

akh(t − kT) + nc(t) (8.68)

At the sampling instant, t = kT, and

z(kT) = ak + nc(kT) (8.69)
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Figure 8.11 Model for coherent binary AM signaling.
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Since the likelihood exists that nc can be either positive or negative, the
decision threshold is set at zero. At z(kT) > 0, let ak = A. Then, error
probability is:

Pe = P{A + nc < 0} = P{nc < −A}

= �−A

−∞
pnc(x) dx = �1 + erf �− �� = erfc (	γ
) (8.70)

where the snr at the sampling instant is

γ = (8.71)

Coherent binary AM (or coherent PSK) is rated for best performance
over the other systems [10, 11]. The probability of error for a coherent
binary AM system, Eq. (8.70), is plotted in Fig. 8.12. However, coherent
detection requires carrier phase recovery, and in the mobile-radio envi-
ronment, where rapid phase fluctuations are common, this is not a sim-
ple task.

FM with discrimination. It is interesting to compare the error rate for a
digital signal using FM with discriminator detection with that of a dig-
ital signal using coherent FSK detection.

It should be noted that FM with discriminator detection, where the
peak frequency deviation fd = 0.35fs and the IF bandwidth equals fs, has

A2

�
2σn

2

1
�
2

A
�
	2
σn

1
�
2
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Figure 8.12 Comparisons of error probability between coherent
binary AM, coherent FSK, FM with discriminator detection,
DPSK, and noncoherent FSK.
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almost the same bit-error rate as is found in coherent FSK detection.
This can be seen by comparing the curves [10, 12] shown in Fig. 8.12.

Coherent FSK. The error rate for coherent FSK detection has an ana-
lytic solution, which can be applied, as follows. One filter, at frequency
ω1, has an output containing signal and noise, expressed:

y1(t) = Re �� �
∞

k = −∞

akh(t − kT) + ñ1� e jω1t� (8.72)

The other filter, at frequency ω2, has an output containing only noise,
which can be expressed:

y2(t) = Re [ñ2ejω2t] (8.73)

The coherent detection process, using reference signals cos ω1t and
sin ω2t, respectively, gives the corresponding detector outputs shown in
the following equations, where the sampling instant t = kT:

v1(kT) = ak + nc1
(kT) (8.74)

v2(kT) = ns2
(kT) (8.75)

Assuming that ak is positive, ak = A. Then the probability of an error
occurs when v1 < v2. This relationship can be expressed:

pe = prob (v1 < v2) = prob (ak + nc1 < ns2) (8.76)

The noise components ns2 and nc1 at their respective filter outputs are
independent zero-mean Gaussian variables with variance equal to σ2.
Therefore their difference, n = ns2 − nc1, is also a zero-mean Gaussian
variable, with a variance of 2σ2. Then, from Eq. (8.70), the following
expression is obtained:

Pe = �−A

−∞
pn(x) dx = erfc � � = erfc ���� (8.77)

where the snr is expressed:

γ =

The coherent FSK noise characteristics of Eq. (8.77) are plotted in 
Fig. 8.12.

Noncoherent FSK. The noncoherent FSK selection scheme uses enve-
lope detection rather than phase detection. A pair of bandpass filters
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�
2σ2

γ
�
2
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�
2
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tuned to different frequencies corresponding to a “mark” and a “space,”
respectively, are used to distinguish between the two signal envelopes
r1 and r2. The probability distribution function of the envelope for r1,
containing signal A, is a Rician function [2], expressed:

p(r1) = exp �− � I0 � � 0 ≤ r1 < ∞ (8.78)

where I0( ) is a zero-order modified Bessel function. The distribution of
r1 is usually called Rician after S. O. Rice [2] and will be shown in Fig.
15.12. Then, at the same instant of time, the other filter passes only
noise, and the pdf of envelope r2, for the other filter output, is

p(r2) = exp �− � 0 ≤ r2 < ∞ (8.79)

Thus, the probability of error can be expressed:

Pe = prob (r1 < r2) = �∞

r1 = 0
p(r1) �∞

r2 = r1

p(r1) dr2 dr1

= exp �− � = exp �− � (8.80)

The function of Eq. (8.80) is plotted in Fig. 8.12.

Coherent detection in a DPSK system. A DPSK system can be used
effectively when there is enough stability in the timing of the oscilla-
tor—and within the mobile-radio medium—to ensure that there will be
negligible changes in phase from one information bit to the next. Fig-
ure 8.13 illustrates a coherent phase detector that can be used within
a DPSK system, where the input pulse and the appropriately delayed
previous input pulse are both fed to the phase detector.
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Figure 8.13 DPSK model employing phase-coherent
detection with time delay.
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Table 8.1 illustrates the operations that typically occur in the type of
DPSK system shown in Fig. 8.13 for an input message assumed to be
10110100. The encoded message becomes 110001101. Assuming that
the first two marks (mark = 1V) are transmitted, both signals, e1 and
e2, at the receiver have the same phase. However, when the third digit,
a space (space = 0V), is transmitted, the phases of the two signals e1

and e2 are opposing. The two inputs to the phase detector shown in Fig.
8.13 can be expressed in the following form:

e1(t) = [u(t) + nc1(t)] cos ω0t + ns1(t) sin ω0t

= Re [z1 exp ( jω0t)]

and e2(t) = [u(t) + nc2(t)] cos ω0t + ns2(t) sin ω0t

= Re [z2 exp ( jω0t)]

where nc1
, nc2, ns1, and ns2 are all zero-mean, mutually uncorrelated

noise with a variance σ2/2 and u(t) is the signal. The following rela-
tionships also apply:

z1 = u(t) + nc1(t) − jns1(t) (8.81a)

z2 = u(t) + nc 2(t) − jns2(t) (8.81b)

and therefore

w1 = and w2 =

Then the pdf of |w1| can be shown as a Rician distribution, as ex-
pressed in Eq. (8.78), and the pdf of |w2| is a Rayleigh distribution, as

z1 − z2
�

2
z1 + z2
�

2
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TABLE 8.1 Message-Code Processing in a DPSK System

Message
operation Message coding

Input message 1 0 1 1 0 1 0 0

Encoded message 1 → 1 → 0 → 0 → 0 → 1 → 1 → 0 → 1

Transmitted
phase e0 0 0 π π π 0 0 π 0

Phase-comparison
output + − + + − + − −

Output message 1 0 1 1 0 1 0 0

→ →

→ →→ → → → → → → →→ → → → → →

→ → → → → →
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expressed in Eq. (8.79). The probability of error is given when the two
signals z1 and z2 are detected as:

Pe = prob (Re [z1z*2] < 0)

= prob (|w1| < |w2|)

The result of the above equation is similar to that obtained for Eq. (8.80):

Pe = exp �− � = exp (−γ) (8.82)

The function of Eq. (8.82) is plotted in Fig. 8.12.
Of the five types of selection schemes described in the preceding

paragraphs, the coherent binary AM (PSK) system provides the best
overall performance. The noncoherent FSK system is the least desir-
able from the performance viewpoint; however, it has the advantages of
simplicity in that it does not require phase correlation as a basis for
coherent detection.

Fading case (mobile-radio environment)

If the time-delay spread of the mobile environment is small in compar-
ison with the inverse of the signaling bandwidth, the received signal,
then, will be corrupted only by fading.

Recent developments in speech digitization [6] have prompted an
examination of digital coding as a possibility for mobile radiotelephone,
which conventionally employs analog techniques for speech transmis-
sion. If a mobile-radio “control signal” is digital, and if the speech is han-
dled digitally as well, it is simple to interleave the voice and control bits.
Digital methods also offer the possibilities of inexpensive coder-decoder
implementation, straightforward speech encryption (by bit scrambling),
and efficient signal regeneration. The greatest incentive for the use of
digital speech is to find a properly designed digital code that will pro-
vide a good resistance to multipath fading in the mobile-radio envi-
ronment.

The following discussion applies only to digital voice signals; digital
control signals are not discussed here, but will be described in Chap. 11.

The error rate of each detection system is increased by multipath
fading. The snr γ in Eqs. (8.70) and (8.77) is a varying quantity on ac-
count of the effect of the fading. Also γ is proportional to the square of
the Rayleigh-fading envelope, r2, which can be obtained by letting γ =
r2/(2σn

2) and by using Eq. (2.53).

pγ (γ) = e−γ/γo
1
�
γo

1
�
2

u2

�
2σ2

1
�
2
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where

γo = E[γ]

The average error rate may be obtained as follows:

〈Pe 〉 = �∞

0
pγ(γ)Pe dγ (8.83)

For coherent binary AM detection, the average error rate is:

〈Pe 〉 = �∞

0
e−γ/γo erfc (	γ
) dγ = �1 − �

For coherent FSK or FM with discrimination, the average error rate is:

〈Pe 〉 = �∞

0
e−γ/γo erfc ���� dγ

= �1 − �
For noncoherent FSK, the average error rate is:

〈Pe〉 = �∞

0
e−γ/γo exp �− � dγ =

For DPSK, the average error rate is:

〈Pe〉 = �∞

0
e−γ/γo exp (−γ) dγ =

The comparisons among the five digital modulation systems over both
fading and nonfading channels are plotted in Fig. 8.14. In comparing
Fig. 8.14 with Fig. 8.12, it can be seen that the error rate for each type
of system increases substantially in a mobile-radio environment.

Example 8.2 For a given average error rate, the coherent binary AM detection
process is approximately 3 dB better than the coherent FSK detection process. In
coherent binary AM detection, the decision threshold is set at zero. The signal 
z = A + nc is in error when:

A + nc < 0 or A < −nc (E8.2.1)

and

E[nc
2] = σn

2 (E8.2.2)

In coherent FSK detection, the decision is made only when the output signal
component is below the output noise component, that is when

1
�
2 + 2γo

1
�
2

1
�
γ

1
�
2 + γo

γ
�
2

1
�
2

1
�
γ

1
��
	1
 +
 2
/γ
0


1
�
2

γ
�
2

1
�
2

1
�
γ

1
��
	1
 +
 1
/γ
0


1
�
2

1
�
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A + nc1 < ns1 or A < ns1 − nc1 (E8.2.3)

and

E[(ns1 − nc1)
2] = 2σn

2 (E8.2.4)

By comparing the results of Eq. (E8.2.2) with those of Eq. (E8.2.4), it is apparent
that the coherent binary AM detection process is always at least a 3-dB improve-
ment over the coherent FSK detection process.

8.4 Constant Envelope Modulation

In the mobile radio, since the multipath fading distorts the amplitude of
the carrier, the signal is sent by modulating the phase or frequency of
the carrier, which has no impact on the amplitude. We call those modu-
lations constant envelope modulations; that is, no signal is modulated
on the amplitude. The distortion of carrier amplitude by other factors
such as fading or nonlinear amplification will not affect the signal.
Therefore, it is possible to use a nonlinear amplifier. Although, the non-
linear amplifier can distort the amplitude but not the phase, as we have
mentioned in the inverse-sine modulation method in Sec. 12.5. But the
intermodulation introduced by the AM-PM conversion in a nonlinear
amplifier can be taken care of by a few particular modulations.

Constant envelope modulation can be a linear or a nonlinear modula-
tion in digital mobile systems. In general, constant envelope modulation
is used for the nonlinear modulation (FM) in analog mobile systems.

294 Chapter Eight

Figure 8.14 Comparisons among five digital modula-
tion systems over fading channels.
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QPSK (quadrature phase shift keying)

QPSK is used for increasing the modulation efficiency from the BPSK.
In BPSK (binary PSK) as mentioned previously, one symbol phase 0 or
180° at the modulation stage represents one bit. The modulation is one
bit per second per Hz. In QPSK, one symbol (one of four phases) at the
modulation stage represents two bits. The modulation efficiency is dou-
ble. The possible combination of two bits is mapped according to the
gray code the adjacent symbols (phase states) offer by one bit 00, 01,
11, 10. Therefore, the advantage is that a single symbol error corre-
sponds to single bit error.

For QPSK, four phases are used, 0°, �90°, 180°. In QPSK, half of the
bit stream goes to the I multiplier, which has phases 0 or 180°, and the
other half goes to the Q multiplier, which has +90° or −90°. This QPSK
can be treated as two BPSKs. The modulator circuit and the signal
space diagram are shown in Fig. 8.15(a).

The even bit stream dI (d0, d2, d4 . . .) and odd bit stream dQ (d1, d3,
d5 . . .) the QPRK signal is:

s(t) = dI (t) cos (ω0t + φ0) + dQ(t) sin (ω0t + φ0) (8.84)

where φ0 = 45°. It is necessary to modulate both the I and Q channels
during each bit interval to retain the constant envelope of s(t). Equa-
tion (8.84) also can be expressed as

s(t) = cos [ω0t + φ(t)] (8.85)

where φ(t) = 0°, �90°, and 180°. The carrier phase changes every sym-
bol interval Ts = 2Tb, where Tb is the bit interval.

In eliminating the leak of signal energy into the adjacent channels,
the pulse shaping is done at the base band to provide the proper RF 
filtering at the transmitter output. When a QPSK signal is under fil-
tering to reduce the spectral side lobes, the constant envelope charac-
teristics are lost. Occasionally, the 180° phase shift can cause the
envelope to go to zero instantly. Since the linear amplifier should be
used to preserve the signal fidelity, the less efficient amplification
from the linear amplifier is observed.

1
�
	2


1
�
	2
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OQPSK (offset QPSK)

Like QPSK, the unfiltered OQPSK signal has a constant envelope. The
timing of the pulse streams dI(t) and dQ(t) is shifted and offset by Ts/2.
Therefore, Eq. (8.84) can be used for the expression of OQPSK as

s(t) = dI(t) cos (ω0t + φ0) + dQ �t + � sin (ω0t + φ0) (8.86)

where the two streams offset by Ts /2 can be expressed as

Ts Ts Ts

dI (t) = d0 d0 d2 d2 d4 d4

. . .

d(Q) = d1 d1 d3 d3 d5 d5 . . (8.87)

Ts Ts Ts

Therefore, two streams do not change status at the same time and
eliminate the 180° phase change. The envelope will not go to zero as it
does with QPSK. In this case, the nonlinear amplification can be used

Ts
�
2

1
�
	2


1
�
	2
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Figure 8.15 Modulator circuits and signal-space diagrams of
(a) conventional QPSK, (b) offset QPSK, and (c) π/4 shift. (After
Hirade et al., Ref. 2, p. 14.)
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to provide more efficient amplification. The power spectrum of OQPSK
is shown in Fig. 8.15(b).

The power spectral of the OQPSK modulation can be obtained by
taking Fourier transform of s(t) from Eq. (8.86) as

S(f) = �Tb

0
s(t)e−j2π ft dt

= 2T � �
2

(8.88)

where Ts = 2Tb. Equation (8.88) is plotted in Fig. 8.16.

sin π (f − f0)Ts
��

π (f − f0)Ts
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Figure 8.16 Normalized power spectral densities of unfiltered QPSK,
OQPSK, and MSK systems. Because the modulated spectrum is sym-
metrical around the carrier frequency, only the upper sideband is shown.
See Eqs. (8.88) and (8.105).
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p/4-DQPSK

There is another modulation scheme called π/4-DQPSK which belongs
to the class of QPSK. The modulation architecture of π/4-QPSK and
π /4-DQPSK systems is essentially the same as shown in Fig. 8.15(c).

In a differential encoding in DQPSK, symbols are represented as the
relative changes in phase rather than an absolute phase.

The two carriers in quadrature with each other generate the π/4-
DQPSK waveform.

s(t) = sI + sQ

= dI (t − Ts /2) cos (ω0t + φ0) + dQ(t − Ts /2) sin (ω0t + φ0) (8.89)

where dI (t − Ts /2) and dQ(t − Ts /2) can take one of five values: 0, +1, −1,
1/	2
, or −1/	2
. Also, dI and dQ can be expressed as

dI (t − Ts /2) = �
N − 1

k = 0

Ik p(t − kTs − Ts /2) (8.90)

dQ(t − Ts /2) = � Qk p(t − kTs − Ts /2) (8.91)

where p(x) is the pulse shape. Ik and Qk are expressed as

Ik = cos θk = cos (θk − 1 + φk) = Ik − 1 cos φk − Qk − 1 sin φk (8.92)

Qk = sin θk = sin (θk − 1 + φk) = Ik − 1 sin φk � Qk − 1 cos φk (8.93)

φk is the phase shift based on the input symbols sI and sQ to form a
pair. Gray code is used in mapping a two-bit symbol. The adjacent sym-
bols differ in a single bit. Therefore, most two-bit symbol errors contain
only a single bit error. The combination is as shown below:

sI sQ φk

1 1 π/4
0 1 3π/4
0 0 −3π/4
1 0 −π/4

The reason for choosing π/4-DQPSK is based on our choice of having
a power-efficient modulation or a spectral-efficient modulation. For a
power-efficient modulation, the dynamic power range of the nonlin-
early amplifier (NLA) is applied to increase power efficiency. For exam-
ple, an RF amplifier for operating in a linear range has to take 6 dB
output back off (OBO). This means that a 4-watt amplifier can only
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operate at 1 watt maximum power. Therefore, a gain of 6 dB by operat-
ing at a nonlinearly amplified range for an NLA shows the power effi-
ciency. In a power-efficient modulation, spectral regrowth is a problem
that reduces the spectrum efficiency. For a modulation with spectral
efficiency, we have to use a linear amplifier to reduce the spectral
regrowth. However, different modulation schemes have different spec-
tral regrowth natures.

QPSK, due to the instantaneous 180° phase shift, leads to a signif-
icant spectral regrowth and thus has a low spectral efficiency. In a 
π/4-DQPSK system, its instantaneous phase transitions are limited to
�135°, the spectral regrowth is reduced. Therefore, it is a better mod-
ulation scheme than QPSK. In OQPSK its instantaneous phase tran-
sitions are limited to �90°. The spectral regrowth is the lowest of all
three.

Comparing π/4-DQPSK with OQPSK, the signal of π/4-DQPSK can be
easily differentially demodulated, and the scheme has an ease of hard-
ware implementation. The demodulation of OQPSK is much harder.
Therefore, π/4-DQPSK with a linear amplifier is used to achieve the
spectral efficiency for the cellular and PCS systems. One scheme called
FQPSK can be used to increase the power efficiency yet stop the spec-
tral growth [13].

Subcarrier QPSK

The subcarrier QPSK is proposed [14] to carry a weak signal on top of
the regular QPSK signal. This weak signal need only be transmitted at
a very short distance. The regular QPSK signal is generally transmit-
ted at a long distance. The QPSK signal will be modified as follows:

s(t) = dI(t) cos (ω0t + φ0) + dQ(t) sin (ω0t + φ0)

+ d ′I(t) cos (ω0t + φ0 + ∆φ0) + d ′Q(t) sin (ω0t + φ0 + ∆φ0) (8.94)

where d ′I(t) and d ′Q(t) are the different bits of I and Q information. The
amplitude a is very small; a << 1. The phase difference ∆φ0 from φ0 is also
very small. This subcarrier QPSK signal can be detected at a short dis-
tance without being corrupted by the mobile radio multipath medium. It
does naturally generate a certain noise level for the QPSK signal. The
noise level can be calculated and tolerated in the QPSK system.

The application of the subcarrier system is very valuable. Many times,
the mobile transmitter can send two signals: one to the base station (a
regular QPSK signal) and one to a nearby repeater or receiver such as a
location finder.

a
�
	2


a
�
	2


1
�
	2


1
�
	2
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GMSK

GMSK stands for Gaussian filtered minimum shift keying. It is a type
of constant envelope FSK where the frequency modulation is a care-
fully handled phase modulation. The constant amplitude of the GMSK
signal makes it suitable for use with high-efficiency amplifiers [15].
The wave forms started from a data stream to the final MSK wave form
are shown in Fig. 8.17. In Fig. 8.17, there are two frequency versions—
high frequency and low frequency—to provide two frequencies for
sending the data information. The relationship between the data bits
and frequencies is shown below [16]:

Digital Input MSK Output

Bit Value Frequency Sense

Odd Bit Even Bit High or Low � or −

1 1 High +
−1 1 Low −
1 −1 Low +

−1 −1 High −

When sense is positive, the carrier frequency remains unchanged.
When sense is negative, the carrier frequency is upside down.

The resulting MSK waveform shown in Fig. 8.17 has a relatively
smooth phase transition from one frequency to the other. Such a smooth
transition can reduce the spectral regrowth. In QPSK family modu-
lations, the phase transitions are discontinuous. Therefore, the power
spectrum density of OQPSK has shown that the spectral regrowth is
wider than that of GMSK (see Fig. 8.16). The minimum shift keying

300 Chapter Eight

Figure 8.17 Generating minimum-shift keying.
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means the minimum tone-space shift keying. We have to use the crite-
rion that two waveforms be orthogonal:

�T

0
cos (2πf1t + φ) ⋅ cos (2πf2t) dt = 0 (8.95)

where 1/T is the separation in hertz between two frequencies f1 and f2.
Equation (8.95) can be solved by applying the condition f1 + f2 >> 1, and

≈ ≈ 0 (8.96)

The result of Eq. (8.95) becomes

cos φ ⋅ sin 2(f1 − f2)T + sin φ ⋅ [cos 2π(f1 − f2)T − 1] ≈ 0 (8.97)

For a noncoherent FSK, φ ≠ 0, Eq. (8.97) becomes

f1 − f2 = (8.98)

For a coherent FSK or MSK, φ = 0. Equation (8.97) becomes

f1 − f2 = (8.99)

Equation (8.99) is the minimum spacing requirement shown in Fig.
8.18. Since all the continuous-phase FSK schemes have a low modula-
tion index, they intrinsically have constant envelope properties, unless
severe band pass filtering is introduced to the modulator output. In
MSK, the frequency shift precisely increases or decreases the phase by
90° every T seconds. Thus, the signal waveform is

1
�
2T

1
�
T

cos 2π(f1 + f2)T
��

2π(f1 + f2)
sin 2π(f1 + f2)T
��

2π(f1 + f2)
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Figure 8.18 MFSK—minimum tone spacing for FSK.
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s(t) = sin �ω0t + 2π �t

0
si dt + � 0 < t < T (8.100)

where

si = �s1 = for data bit 1

s2 = for data bit 0

(8.101)

Equation (8.100) also can be expressed in a different form as

s(t) = sin �ω0t + � � (8.102)

or

s(t) = cos �� � sin �ω0t + � + sin �� � cos �ω0t + � (8.103)

When we compare Eq. (8.103) with Eq. (8.86), we find that the two
equations are very similar. In fact, the phase-modulation waveforms of
the I- and Q-channel modulations of OQPSK are modulated by sine
and cosine waveforms; thus, the output will be identical to that of
MSK. The GMSK is the Gaussian low-pass filter added to MSK, as
shown in Fig. 8.19. The power spectrum density function of GMSK can
be obtained by taking the signal s(t) through a filter, the frequency
response of which is

H(f ) = exp �−� �
2

� (8.104)
ln 2
�

2
f
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nπ
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Figure 8.19 GMSK modulator.
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The power spectrum density S(f ) of s(t) can be obtained by taking the
Fourier transform of Eq. (8.102), which is the same process as shown in
Eq. (8.88). We can get the power spectrum density function SG(f ) of
GMSK by applying Eq. (1.41). The result is

SG(f ) = |H(f )|2 ⋅ S(f )

= (8.105)

The power spectrum density functions of GMSK with different filter
bandwidth is shown in Fig. 8.20. The BbT is the normalized bandwidth
of a Gaussian filter. The narrower the Gaussian filter, the less the spec-
tral regrowth, but the bit error performance is degraded, as shown in
Fig. 8.20. As compared with the power spectrum densities between
OQPSK and GMSK, GMSK has less spectral regrowth (see Fig. 8.20),
but OQPSK has better BER performance (see Fig. 8.21).

8.5 Nonconstant Envelope Modulation

In the nonconstant envelope modulation, the information can be modu-
lated on the amplitude of carrier frequency such as AM (amplitude mod-

8Tb[1 − cos 4π(f − f0)Tb]
���

π2[1 − 16Tb
2(f − f0)2]2
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Figure 8.20 Power spectrum density functions of GMSK. (After
Hirade et al., Ref. 28, p. 15.)
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ulation) and SSB (single sideband), the common modulation schemes
belonging to this family. The power spectrum efficiency of this kind of
modulation is always higher than other kinds such as constant envelope
modulation. However, in the mobile radio environment, the multipath
fading distorts the signal envelope. Therefore, the information can be
very hard to receive undistorted without any special treatment. For this
reason, the nonconstant envelope modulation is not very popular in
mobile radio or mobile wireless systems. The following section describes
one of the nonconstant envelope modulations called QAM [17, 24, 25, 26].

QAM (quadrature amplitude modulation)

QAM signaling can be viewed as a combination of amplitude shift key-
ing (ASK) and phase shift keying (PSK). It can also be viewed as an
amplitude shift keying in two dimensions. In an M-ary QAM signal, the
signal in each state I is

304 Chapter Eight

Figure 8.21 Measured BER performance. (After Hirade et al.,
Ref. 28, p. 17.)
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si(t) = Re [vi (t)e j2πfct]

= Aai cos (2πfc t) + Abi sin (2πfc t) 0 < t < T (8.106)

where A is a constant, 	2
A
 representing the amplitude of the lowest
state, and (ai, bi) is a pair of identifying states in the constellation of
the ith state. The 16-QAM constellation diagram is shown in Fig. 8.22.

The probability of error for QAM can be determined from the proba-
bility of error for PAM. For the probability of error of a 	M
-ary PAM is
expressed as

P	M
 = 2 �1 − � Q ������ (8.107)

where Sav /N0 is the average SNR per symbol of an M-QAM, and

Sav = 2 � � (8.108)

The probability of a symbol error for an M-ary QAM is

PM = 1 − (1 − P	M
)2 (8.109)

When P	M
 is a small value:

PM = 2P	M
 − P2
	M
 ≈ 2P	M
 (8.110)

A2 �
	M


1

ai
2

�
	M


Sav
�
N0

3
�
M − 1

1
�
	M
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Figure 8.22 The 16-QAM constellation diagram.
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Figure 8.23 shows the bit error rate for an M-QAM on nonfading and
Rayleigh fading channels. Although M-QAM is a power-efficient modu-
lation, the bit error probability increases as M increases. Besides, the
envelope of M-QAM is not a constant. It means that the partial infor-
mation is carried on the envelope and can be distorted while the enve-
lope is distorted by the Gaussian noise or Rayleigh fading.

8.6 OFDM Modem

Orthogonal frequency division multiplexing (OFDM) is a modulation
technique where source symbols are transmitted in parallel by apply-
ing to a large number of orthogonal subcarriers. The OFDM signal s(t)
can be expressed

306 Chapter Eight

Figure 8.23 Probability of a symbol error for QAM and PSK in the 10−1 to 10−6

range. (From Proakis, 1989.) For M = 4, the performance of QPSK is the same
as that of 4-QAM.
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s(t) = Re {v(t)e j 2πfct} (8.111)

The complex envelope v(t) of an OFDM signal s(t) can be expressed [20]

v(t) = �
K

k = 1

vk(t) = A �
K

k = 0
�

N − 1

n = 0

xk,nφn(t − kT) (8.112)

where A is the carrier amplitude and k is the kth block of N serial
source symbols.

The N orthogonal waveforms {φn(t)} in Eq. (8.112) are chosen as

φn(t) = ha(t) exp � � (8.113)

and ha(t) can be a rectangular amplitude shaping pulse, ha(t) = UT(t).
The source symbol block xk at time t = kTs can be expressed as

xk = {xk,0, xk,1, xk,2, xk,3, ⋅⋅⋅⋅⋅⋅ xk,N − 1}

A block of N serial source symbols has a symbol duration Ts, where
Ts can be less than the rms time delay spread ∆ of the medium (Ts < ∆).
The block of N serial source can be converted to a block of N parallel
modulated symbols, each in a duration of T = NTs. Let the block length
N be chosen so that NTs >> ∆. Since the symbol rate (1/T) on each sub-
carrier is much less than the serial source rate

� < �
the effects of delay spread are greatly reduced, and we can even try to
eliminate the equalizer. The source symbol block xk in time domain is
applied to N subcarrier and converted to Xk in frequency domain as
shown in Fig. 8.24. The N transmitted signals are of equal energy and

1
�
Ts

1
�
T

j2π �n − �
N

2
− 1
�� t

��
T
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Figure 8.24 Block diagram of OFDM transmitter using IDFT or IFFT.
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equal duration, and the signal subcarriers are separated by 1/T hertz,
making the signals orthogonal among themselves. The medium disper-
sion will still cause consecutive modulation symbol blocks to overlap,
and creates a so-called residual intersymbol interference (ISI). It can
be reduced by introducing the guard intervals between the blocks. The
source symbol duration with guard interval is

T ′s = (8.114)

where G should be greater than the time delay spread ∆.
The attractive advantage of using OFDM is that the modulation can

be expressed in a discrete frequency domain after going through the
inverse fast Fourier transform (IFFT). Let the source symbol block at
the first block, k = 0, the complex envelope

vo(t) = A �
N − 1

n = 0

xo,n exp � � 0 < t < T (8.115)

The complex envelope vo(t) is sampled at t = kTs and forms a sequence
through IFFT operation.

Xo,k = v(kTs) = A �
N − 1

n = 0

xo,n exp � � (8.116)

Then, Xo,k passes a D/A converter and is subcarrier-modulated.
OFDM is a means of providing power-efficient modulation for an OFDM
signal expressed in Eq. (8.111), the power spectrum density (PSD) of its
complex envelope is

S(f ) = σx
2 �

N − 1

n = 0

H�f − �n − ��


2

(8.117)

where

σx
2 = E[|xk,n|2]

and

H(f ) = F −1[h(t)]

The PSD of OFDM with N = 4 and N = 32 is shown in Fig. 8.25. For
large N, the PSD becomes more flat at

f = �or �1.6N
�

T
1.6
�
Ts

1
�
2

N − 1
�

2
1
�
T

A2

�
T

j2πnk
�

N

j2πnt
�
NTs

Ts
�

1 + �
N
G

�
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Therefore, as the block length N is large, the PSD of OFDM approaches
that of single-carrier modulation. This is power-efficient modulation.

8.7 Spread-Spectrum Systems

A spread-spectrum system is used to spread a signal over a frequency
band that is much wider than the minimum bandwidth required to
transmit the information being sent. Typically, a multimegahertz band-
width is used to transmit a voiceband signal of a few kilohertz. A
spread-spectrum system can be used to improve spectrum efficiency in
mobile-radio communications.

In the newly allocated 850-MHz mobile-telephone frequency spec-
trum, a band of 40 MHz (825 to 845 and 870 to 890 MHz) is assigned to
mobile communications, as was mentioned in the introduction to this
book. One-half of the frequency band is used for transmitting and the
other half for receiving, with a one-way transmission bandwidth con-
sisting of a 20-MHz continuous band. Communications channels can be
evenly assigned a particular frequency for conventional use in a cellu-
lar planned system, or a coded waveform covering the total 20-MHz
band can be assigned to a particular user. Codes that can be used
include the following different kinds of modulation:

1. Direct-sequence-modulated system—Modulation of a carrier by
a digital-code sequence whose bit rate is much higher than the infor-
mation signal bandwidth.

Modulation Technology 309

Figure 8.25 Psd of OFDM with N = 4 and N = 32.
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2. Frequency-hopping system—Carrier-frequency shifting in dis-
crete increments, in a pattern governed by a code sequence which
determines the order of frequency usage.

3. Time-hopping system—The timing of transmission—e.g., low-duty-
cycle or short-duration—is governed by a code sequence.

4. Time/frequency-hopping system [18]—The code sequence deter-
mines both the transmitted frequency and the transmission bit rate.

5. “Chirp” or pulse-FM modulation system—A carrier is swept
over a wide band during a given pulse interval.

Among these five types of modulation, the time/frequency-hopping sys-
tem is a primary choice for mobile-radio use. In this type of system,
each mobile unit is assigned a unique set of time- and frequency-coded
waveforms that are used for both transmission and reception. These
coded waveforms have large time-bandwidth products, so that interfer-
ing signals are easily suppressed. This type of system is relatively com-
plicated; however with present-day advanced technology, such systems
are already under development. A comprehensive discussion of the
codes for this type of system available for mobile-communication use 
is contained in Cooper and Nettleton [18]; it is known either as a 
continuous-phase discrete-frequency-modulated (CPDFM) signaling
system, or as a frequency-hopped differential phase-shift keying (FH-
DPSK) system.

8.8 Frequency-Hopped Differential Phase-
Shift Keying (FH-DPSK) Systems

The frequency-hopped differential phase-shift keying (FH-DPSK) sys-
tem is a spread-spectrum method of communication that can provide
mobile-radiotelephone services to a large number of urban customers.
Each FH-DPSK signal is a sinusoidal, constant-envelope, continuous-
phase signal divided into discrete time intervals—each of duration t1—
called “chips.” Over a waveform interval of duration T = Lt1, a specific
sequence of L different tones or chips is assigned and no frequency
assignment is repeated (L is the number of different frequencies). The
signal is periodic with period T. The frequency assignment takes the
following form:

f i
k = fc + ai

k f1

where f i
k is the frequency shift from the carrier fc assigned to the ith time

chip of the kth waveform of the set, ak is the integer from the kth code of
a code set, i = 1, . . . , L, and f1 is the fundamental frequency channel
before hopping. Hence, there are L distinct signal waveforms, each with
L time chips and each with a bandwidth of approximately L/t1.
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A representative signal in the time-frequency plane is shown in Fig.
8.26. The “continuous-phase” property ensures that the waveform chip
will form a continuous joint at the edges with other chips and therefore
will contain an integer of cycles.

The figure of merit representing system and/or spectral efficiency
can be expressed [19]:

η = M (8.118)

where M is the number of users simultaneously served by the system,
B is the one-way transmission bandwidth occupied by the system, and
Rb is the information-transmission rate, defined:

Rb = = (8.119)

Each mobile unit receives its own L-tone sequence, as well as M − 1
interfering sequences. Assuming all transmitters are uncorrelated and
M >> 1, then the received interference is equivalent to white Gaussian
noise over the system bandwidth B. The frequency-managing proper-
ties of the code are as follows:

1. If the codes are synchronized and if the frequency slots are nonover-
lapping, the signals are all mutually orthogonal. A set of L orthogo-
nal words is defined:

log2 L
�

Lt1

log2 L
�

T

Rb
�
B
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Figure 8.26 Representative signaling in the time-frequency
plane.
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�
L

j = 1

wk, jwl, j = Lδk,l

where wk, j is the jth bit of the kth word and δk,l is the Kronecker
delta function. However, synchronization is difficult to acquire in a
mobile-communication medium.

2. If synchronization is not employed, the code used must be such that
no two codes have more than one frequency coincidence for any time
shift. This type of code can be verified by shifting any given row in
the code set cyclically to either the right or the left. This property is
useful in a mobile-communication application, since no other type 
of synchronization is needed and therefore any number of users 
can transmit independently with minimal mutual interference. The
major limitation of this type of code is that all signals must be re-
ceived with equal power. In actual practice, this is difficult to achieve
and usually requires additional design effort.

Signal and noise representation

The signal waveform of each set of L chips may use frequency-hopped
“carriers” for a biphase code message; thus, the kth code in the ith chip
period is

si
k (t) = A sin (ωit + θi)

= A sin [2π(fc + ai
kf1)t + θi] (i − 1)t1 < t < it1

where ai
k is the ith integer from the kth code, ωi = 2π(fc + ai

kf1), A is the
signal amplitude, and θi = 0 or π is constant in the ith chip period and
represents the transmitted message.

Figure 8.27 illustrates a receiver model with differential phase-
reference functional capabilities.

Within any given area, there are typically M mobile units roaming
about and M − 1 interference sequences to contend with. M − 1 inter-
ference sequences can be treated as narrowband conventional noise;
the noise in the ith chip period can be expressed [20]:

ni(t) = Ic,i(t) cos (ωit) + Is,i(t) sin (ωit) (8.120)

where Ic,i and Is,i are the in-phase and quadrature components of the
noise.

For a time interval ti, the ith chip (at frequency ωi) develops its max-
imum power at the output of the appropriate matched filter. The out-
put, the sum of the signal plus interference, may be written (see Fig.
8.27) as:
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vi(t) = A sin [ωit + θi(t)] + Is,i(t) sin (ωit) + Ic,i(t) cos (ωit) (8.121)

where θi(t) is the phase of the ith chip (0 or π). The interference en-
velopes, Is,i(t) and Ic,i(t), are independent Gaussian random variables
with zero mean and a variance of σ2.

σ i
2 = 〈Is,i

2 〉 = 〈Ic,i
2 〉 (8.122)

The output of the low-pass filter for the ith detector (see Fig. 8.27) is

di(t) = 2〈vi(t)vi(t − T )〉 = A2wl,i + Ni(t) (8.123)

where the interference components Ni(t) are expressed:

Ni(t) = � AIs,i(t) � AIs,i(t − T )

+ Is,i(t)Is,i(t − T) + Ic,i(t)Ic,i(t − T) (8.124)

and where the plus and minus signs in Eq. (8.124) are chosen as follows:

θ(t − T ) θ(t) Sign

0 0 + +
π 0 − +
0 π + −
π π − −

and 〈Nj (t)Nk(t)〉 = 0 for j ≠ k
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Figure 8.27 Receiver model with differential phase reference.
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8.9 Error Rate and System Efficiency 
of an FH-DPSK System

A typical DPSK system uses a receiver with differential-phase error
circuitry to overcome the effects of multipath signal losses while main-
taining phase coherence when hopping from one frequency to another.
Figure 8.27 illustrates this type of receiver, where each time chip con-
tains differential phase-modulated information with respect to the cor-
responding time chip. For a frequency of 800 MHz and a vehicle speed
as high as 100 mi/h (160 km/h), a waveform duration of 200 µs (a hop-
ping rate of 5 kHz) may be assumed. During this time interval, the
vehicle traverses only 0.35 in (0.89 cm), or 0.03 λ. It is therefore rea-
sonable to assume that a given waveform can provide a reliable phase
reference.

Single-active-base-station intracell
interference

To further analyze the effects of tone-sequence interference on recep-
tion, consider a mobile-radio system consisting of only one, centrally
located, active station serving M mobile users within a given service
area. Each mobile unit receives its own tone sequence and M − 1 inter-
fering tone sequences. The received interference can be expressed:

σI
2 = 〈Is,i

2 〉 = 〈Ic,i
2 〉 = (8.125)

where 1/t1, the reciprocal of the chip pulse width, is the noise band-
width for each bandpass filter, the system bandwidth is B, and A is the
amplitude of the tone sequence of the desired mobile unit’s address.
The kth output of the combiner (shown in Fig. 8.27) in response to the
lth word being transmitted is represented by Ck,l and defined:

Ck,l = LA2δk,l + �
L

j = 1

wk , j Nj (8.126)

where wk, j is the jth bit of the kth word, δk,l is the Kronecker delta func-
tion, and Nj is as expressed in Eq. (8.124) by changing i to j. A word-
detection error occurs only when the “wrong” combiner output Ck,l

exceeds the “right” combiner output Cl,l , which means that

Cl,l − Ck,l = LA2 + 2 �
{ j}

wl, j Nj < 0 (8.127)

M − 1
�

Bt1

A2

�
2
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where �{ j} indicates the summation over the L/2 values of j, and where
wl, j and wk, j disagree. Equation (8.127) is written in the form of a signal
plus noise, with a total signal-to-interference ratio of

γ = (8.128)

Substituting Eq. (8.124) into Eq. (8.128) yields the following expres-
sion:

γ = (8.129)

γ f expresses the signal-to-interference ratio at the output of each band-
pass filter and can be written:

γf =

= = (8.130)

where σI is as shown in Eq. (8.125) and t1 is as shown in Eq. (8.119).

Example 8.3 Given the condition that there are 40 mobile users within an area
served by an FH-DPSK system and the coding consists of 32 orthogonal words,
each with its own unique tone, then with a system bandwidth of B = 20 MHz and
a signaling rate of Rb = 32 kb/s, find the total signal-to-interference ratio.

solution The signal-to-interference ratio (s.i.r.) at the output of each bandpass
filter is:

γ f = = = 2.5 ≈ 4 dB (E8.3.1)

Then the total s.i.r. is:

γ = = 33.3 ≈ 15 dB (E8.3.2)

Example 8.4 What is the s.i.r. range of γ f within which a word-detection error
can occur when a wrong combiner output exceeds the right combiner output?

solution A word-detection error can occur when the conditions of Eq. (8.127) are
present, expressed as follows:

(LA2)2 < �2 �
L

{ j}

wl, j Nj�2

= 4 �
L

{ j}

Nj
2 (E8.4.1)

Lγ f
2

�
2γ f + 1

log2 32
��
32 × 32 × 103

20 × 106

�
39

log2 L
�

LRb

B
�
M − 1

log2 L
�

LRb

B
�
M − 1

Bt1
�
M − 1

A2

�
2σI

2

Lγ f
2

�
2γf + 1

L2A4

��
4 �

{ j}

〈Nj
2〉
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When Eq. (E8.4.1) is inserted into Eq. (8.128), the value of γ should be less 
than 1.

The following expression is obtained from Eq. (8.129) with γ < 1:

< 0 (E8.4.2)

In solving Eq. (E8.4.2), the following is obtained:

γ f < + 	1
/L
2
+
 1
/L
 (E8.4.3)

Where L = 32, γ f < 0.21 (or −6.77 dB). Therefore, when γ f is less than −6.77 dB for
L = 32, a word-detection error can occur.

Since Cl,l and Ck,l are Gaussian terms, then the difference Cl,l − Ck,l is
also Gaussian. The probability of a word-detection error (Cl,l − Ck,l < 0) is

P = Q(	γ
) =∆ �∞

γ
e−x2/2 dx

There are L − 1 independent ways that an error can occur in detecting
a given word. Consequently, the system bit-error probability is:

Pb = [1 − (1 − P)L − 1] ≈ Q(	γ
) (8.131)

For L = 32, as suggested by Cooper and Nettleton [18], the nonfading
bit-error probability is as shown in Fig. 8.28.

L − 1
�

2
1
�
2

1
�
	2
π


1
�
L

Lγ f
2

�
2γ f + 1
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Figure 8.28 Bit-error probability as a function of 
signal-to-noise ratio at the matched filters for L = 32
(Rayleigh model).
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For good-quality speech, where Pb = 10−3, the signal-to-noise ratio at
the output of each bandpass filter is γ f = 1 dB. This shows that the 
signal-to-noise ratio can be lowered by increasing the bandwidth.

Multiple-base-station intercell interference

In a high-capacity mobile-radio system employing multiple base sta-
tions, only adjacent cells typically cause interference (intercell inter-
ference). Nonadjacent cells in the system, because of high attenuation
by the radio medium (power falls off faster than the range of 1/r3 to
1/r4), do not generally cause interference. The worst interference occurs
when a mobile unit approaches the corner boundaries of a cell, where
the interfering frequencies from adjacent base stations are almost
equidistant from the mobile unit. Each base station serves M mobile
units, and the signal strength conforms to the propagation rules.

Figure 8.29 shows a typical cellular layout for a mobile-radio system
[19].The mobile unit at the location of the cell corner in Fig. 8.29 is in the
area of worst-case interference. The total contribution of signal energy
from a cell Yi transmitted at its base station X to a mobile unit is

PYi
= �2π

0
�Rs

0
dr dθ (8.132)

where β = 3 or 4, depending on the radio medium.

rβ + 1

���
(Di

2 + r2 − 2Dir cos θ)β/2

Pt
�
πRs

2
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Figure 8.29 Cellular layout for a mobile-radio
system, worst-case interference.
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According to the rules of propagation, Pt is the total power, Rs is the
cell radius, and Di is the distance to the ith base station. The term dr
dθ represents the integration factor for cell Yi.

Dividing by Pt and summing the total contributions from all N − 1
interfering cells yields the signal-to-interference ratio at cell X base
station. If each cell contains M >> 1 users, the ratio of signal power for
one mobile to total interference at each matched filter output can be
expressed:

γ̂ f = (8.133)

where N is the total number of cells in the service area. Adding the
interference contributions from the dozen base stations nearest a given
cell corner allows the signal-to-interference ratio for a mobile unit
located in a cell corner to be derived from Eq. (8.133):

γ̂ f = 0.26γ f worst case (8.134)

The s.i.r. for a randomly located mobile unit within the cell can be cal-
culated as follows [18]:

γ̂ f = 0.5γ f average case (8.135)

where γ f , given by Eq. (8.130), is the s.i.r. obtained with M mobile units
in an isolated cell. γ̂ f is the s.i.r. from N = 12 cells, where each cell 
contains M mobile units. Then, in a manner similar to that used in 
Eq. (8.131), the following is obtained:

P ′b = Q(	γ̂
)

where there are L − 1 independent ways to make an error while detect-
ing a given word. The relation between γ̂ and γ̂ f is the same as the rela-
tion between γ and γ f as shown in Eq. (8.129).

Multipath-fading environments

In a multipath-fading environment, it can be assumed that individual
signals fade; however, the sum of all interfering signals does not fade,
because of the averaging process. Therefore, the output of the ith
matched filter [see Eq. (8.121)] becomes:

vj(t) = rj(t)A sin [ωit + φi(t)] + Is,i(t) sin ωit + Ic,i(t) cos ωit (8.136)

L − 1
�

2

Pt
��

M �
N − 1

i = 1

PYi
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where rj (t) is a Rayleigh-distributed random variable with p(rj) =
2rje−rj

2.
The effective signal-to-noise ratio [analogous to the quantity mea-

sured by Eq. (8.129)] can be expressed as follows [19]:

γ ′ = Z (8.137)

where Z = �
{ j}

rj
2(t) j = 1, . . . , L (fading) (8.138)

= 1/2 (nonfading)

The expression for { j} is the summation over the L values of j from 1 
to L.

Z is a random variable that has a chi-square distribution, with L
degrees of freedom and a mean value of L/2; it is defined:

Z = χ2 (8.139)

where the probability density function for χ2 is:

p(χ2) = exp �− � (8.140)

For a given L and γ f , γ ′ can be obtained from Eq. (8.137). Let γ ′ express
the function of the slowly varying random variable χ2. The average Pb

of Eq. (8.131) can then be expressed:

P
b = �∞

0
p(χ2)Pb dχ2 = �∞

0
p(χ2)Q(	γ
′(
χ
2)
) dχ2 (8.141)

Equation (8.141) is applicable to an isolated cell. When intercell inter-
ference is present, γ f from Eq. (8.137) should be replaced by γ̂ f , which is
shown in Eq. (8.134).

It should be noted that Eq. (8.141) can only be integrated numeri-
cally, as shown in Fig. 8.28 for the fading case.

8.10 Spectrum Efficiency and Number 
of Channels Per Cell

In this section, the spectrum-efficiency merits of two different systems
will be compared; the first is the FM frequency-reuse system, and the
second is the frequency-hopping DPSK System. The figure of merit η is

L − 1
�

2

χ2

�
2

χN − 2

��

2L/2Γ ��
L
2

��

1
�
2

γ f
��
1 + (L/4)(1/Zγ f)
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shown in Eq. (8.118) and is the basis for these spectrum-efficiency com-
parisons.

The FM frequency-reuse system used by the Advanced Mobile Phone
Service (AMPS) reuses assigned frequencies within a 12.5-MHz, one-
way transmission spectrum bandwidth W at approximately 850 MHz
[21, 22]. The available bandwidth can be defined:

W = 2k ∆f = Q∆f (8.142)

where Q is the total number of available channels, each having a chan-
nel width of ∆f. In actual practice, the total number of available chan-
nels, Q, is subdivided into C frequency subsets that are each assigned
to specified cells; e.g., subset Ci could be assigned to a particular cell
and also be reused by another cell that is far enough away to preclude
mutual interference at that subset of operating channel frequencies.

The spectral efficiency of the AMPS system is:

η = (8.143)

In an isolated-cell situation, the optimal value of C is unity, because
there is no interference from neighboring cells.

Example 8.5 In an isolated-cell situation, where Rb = 32 kb/s and ∆f = 30 kHz,
then η = 1.06. In an intercell situation where omnidirectional antennas are used
[21], C = 12 cells, and the spectral efficiency is η = 0.088. Therefore, the average
number of usable channels per cell, Mfm, would be:

Mfm = = �444 isolated-cell case
37 intercell case

where � is the multitrunk loading factor (usually 0.666), B = 20 MHz, and ∆f =
30 kHz.

In the frequency-hopping system of Cooper and Nettleton [22] the number of
channels per cell, Mfd, depends on the spectral efficiency η, which depends on the
bit rate Rb per user, as was shown in Eq. (8.118). Rb is expressed in Eq. (8.130) in
terms of the s.i.r., γ f . For the condition where M >> 1, the spectral efficiency η is
expressed [19]:

η = = ≈ (8.144)

Example 8.6 For an isolated cell in a fading environment, the value of s.i.r. γ f =
2.4 dB can be found from Fig. 8.28, where L = 32 and Pb = 10−3. The value of s.i.r.
γ̂ f for the intercell case in a fading environment can be found from Eq. (8.135) as
γ̂ f = 0.5γ f . Under these conditions, the spectral efficiency η is:

η = � × = 0.09 isolated-cell case

= 0.045 intercell case
0.09
�

2

1
�
1.73

log2 32
�

32

log2 L
�

Lγ f

B log2 L
��
(M − 1) Lγ f

M
�
B

MRb
�

B

�B
�
∆fC

Rb
�
C∆f
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The number of channels per cell can be expressed:

Mfd = η = �56 isolated-cell case
28 intercell case

Table 8.2 compares the spectral efficiency and number of channels per cell for the
AMPS and FH-DPSK systems. From Table 8.2, the number of channels per cell is
significantly larger for AMPS than it is for the FH-DPSK system. Changes in sys-
tem parameters and basic assumptions could cause a corresponding change in
the results; however, the important thing is to understand the process for mak-
ing this type of analysis.

8.11 Spread Spectrum Modulation—
Direct Sequence (DS) [27]

The spread spectrum can provide the redundancy of the message bits
while in transmission. The two direct sequence techniques can be illus-
trated in Fig. 8.30. The first one is shown in Fig. 8.30(a). The data x(t)
transmitted at a rate Rb are modulated, first by carrier f0 and then by
a spreading code G(t) to form a DS signal st(t) with a chip rate Rc, which
takes a DS bandwidth Bss. Then the DS signal st(t − T), after a propa-
gation time delay T, is received and goes through a correlator that con-
sists of two functions: multiplier and averager. The correlator uses the
same prestored spreading code G(t) to despread the DS signal. Then
the despread signal x(t − T ) is covered. The second DS technique is to
spread first, then modulate, as shown in Fig. 8.30(b). These two DS

B
�
Rb
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TABLE 8.2 Spectrum Efficiency of FH-DPSK Mobile-Radio System Using 
Omnidirectional Base-Station Antennas

Cellular-network multipath
Isolated-cell multipath fading fading

Number of channels Number of channels
Systems η per cell η per cell

AMPS 1.06 444 0.088 37
FH-DPSK 0.09 56 0.045 28

L = 32, Pb = 10−3

Figure 8.30 Basic spread—spectrum technique. Tx Ant.—transmitting antenna; Rv Ant.—receiving antenna.

(a) Spreading after carrier modulation (b) Spreading before carrier modulation
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techniques provide the same DS signal st(t). The following analysis
uses the technique from Fig. 8.30(a).

Let x(t) be a data stream modulated by a binary phase shift keying
(BPSK) so that

st(t) = x(t) cos (2πf0t) (8.145)

where x(t) = �1 and its data rate = Rb. At the transmitting end, the
spread sequence G(t) modulation also uses BPSK:

G(t) = �1 (8.146)

with a chip rate Rc. The spread signal is

st(t) = x(t) G(t) cos (2πf0t) (8.147)

At the receiving end, st(t − T ) is received after T seconds of propagation
delay. The despreading process takes place. The signal so(t − T ) coming
out from the correlator is

so(t − T) = E{x(t − T) ⋅ G(t − T ), G(t − T̂) cos [2πf0(t − T)]}

= x(t − T) ⋅ E{G(t − T) ⋅ G(t − T̂)} ⋅ cos [2πf0(t − T)] (8.148)

where T̂ is the estimated propagation delay generated in the receiver.
Since G(t) = �1 and when T = T̂

E{G(t − T ) ⋅ G(t − T̂)} = 1 at T = T̂ (8.149)

Then so(t − T) shown in Eq. (8.148) becomes

so(t − T) = x(t − T) cos [2πf0(t − τ)] (8.150)
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Figure 8.31 Spread spectrum. The interference source could have a different GI(t) to do
the spreading and end the same result.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.

Modulation Technology



The data stream x(t − T) is recovered after demodulated by the carrier
frequency f0.

Reduction of interference by a DS signal

The reduction of interference by a DS signal is shown in Fig. 8.31.
After spreading s(t) with a desired G(t), the output St(t − T ) is trans-
mitted out while the interference in the air is either a narrowband sig-
nal SI (t − T ) or a DS signal SI (t − T ) GI (t − T ) with a difference GI (t).
The two interference signals received can be expressed as

sI(t − T) = E{y(t − T) ⋅ G(t − T) ⋅ GI (t − T) cos [2πf0(t − T )]} (8.151)

or

sI (t − T) = E{y(t − T) ⋅ G(t − T̂) cos [2πf0(t − T)]} (8.152)

In Eq. (8.151), the sI (t − T) is very weak because E[G(t − T̂) GI (t − T )]
≈ 0.

In Eq. (8.152), the sI (t − T) is weak because y(t − T) ⋅ G(t − T̂) is an
energy-spread signal, just as is x(t) ⋅ G(t − T) in the air before despread-
ing. Therefore, a DS signal can recover its desired signal x(t) and
weaken the interferent signals.

Correlators and rake receivers

The correlator receiver provides despreading processes in spread spec-
trum modulation. Assuming the message x(t) with a data rate Rb is
spread by a pseudonoise code G(t) to become a chip rate Rc before trans-
mitting and despreading by the same G(t) after receiving. The message
x(t) is recovered. In this case, the chip rate for this individual correlator
should be considered. In a strong Rician environment, the correlator
receiver with a large number of chips per data symbol should be used.

The rake receiver combines the outputs of N-correlators. The rake
receiver, while equivalent to an equal-gain diversity combination, can-
not be guaranteed to perform better than a single correlator under any
circumstance. Usually in Rayleigh fading, or if the channel contains a
strong specular component, a low-chip-rate rake receiver provides bet-
ter results than a correlator receiver [30].

8.12 Modified Single-Sideband 
(SSB) System

One of the prime objectives of modern technology is to find more effective
ways to use the existing mobile-radio frequency bands with enhanced
efficiency. An efficient technique which is a radical departure from the
spread-spectrum concept was proposed by Lusignan [23], who proposed
a single-sideband, amplitude-modulated transmission that uses fre-
quency companding to reduce the bandwidth and amplitude compand-

Modulation Technology 323

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.

Modulation Technology



ing to enhance the signal-to-noise performance. This system is referred
to as a single-sideband-frequency/amplitude (SSB-F/A) system.

The SSB-F/A system employs a radio-frequency bandwidth of 1.7
kHz with a suggested channel separation of 2.0 to 2.5 kHz. This chan-
nel separation is only one-tenth of the 25-kHz FM separation currently
in use. The amplitude compandor compresses the dynamic range of the
speech signal prior to transmission and expands the signal back to its
original range upon reception. This technique (SSB-A) reduces power
yet the snr remains the same. The frequency compandor compresses
the frequencies of a voice waveform prior to transmission and expands
them upon reception. This technique reduces the bandwidth while
retaining the same signal-to-noise ratio. The amplitude compandor
function is described in Chap. 13. The differences in channel separation
for various modulation schemes are as follows:

Modulation scheme Channel separation

Conventional FM 15 kHz
Amplitude-compandored SSB(SSB-A) 3.0–3.5 kHz
Frequency/amplitude-compandored SSB(SSB-F/A) 2.0–2.5 kHz

Figure 8.32 shows the bandwidth-versus-power relationship for the
different modulation schemes. Three sets of data are shown, corre-
sponding to values of 40, 30, and 20 dB of signal-to-noise ratio, respec-
tively. It should be noted that when the required signal-to-noise ratio
increases, the required transmitting power also increases, regardless
of the modulation scheme used.

The functions plotted in Fig. 8.32 show that the SSB-F/A scheme
requires less transmission power than either the SSB-A or the conven-
tional FM modulation scheme to achieve the same signal-to-noise bene-
fits. Lusignan’s road-test studies [23] proved that the SSB-F/A scheme
provides better cochannel interference isolation and better adjacent-
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Figure 8.32 Bandwidth-vs.-power comparisons for sys-
tems using different modulation schemes. (From Ref.
18.)
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channel-interference rejection than was possible in using conventional
FM. The major problem with the SSB-F/A modulation scheme is the
requirement for frequency stability. Hence, specially designed circuits,
are required to compensate for short-term jitter and long-term fre-
quency drifting. In the mobile-radio environment, Doppler frequencies
as high as 100 Hz are typical for mobile speeds of 110 km/h, for operation
in the 800- to 900-MHz band. Therefore specially designed circuits are
also required to compensate for the Doppler frequency shift due to the
motion of the vehicle. The SSB-F/A modulation scheme may be suitable
for air-to-ground communications but not mobile communications. Also,
the use of SSB-F/A has shown that there is no improvement in spectrum
efficiency over the use of FM modulation in the cellular (frequency
reuse) systems [29].

Problem Exercises

1. Derive Eq. (8.9).

2. In Fig. 8.9, if the vehicular speed is changed to 100 km/h and W = 6 kHz at
an operating frequency of 450 MHz, what are the limiting lines due to the ran-
dom FM signal?

3. The baseband-signal power bandwidth, B = 8W, has been satisfied when
the IF carrier-to-noise ratio is cnr γ = +10 dB. Assuming that W = 3 kHz and B
increases to B = 30W, how much lower can the value of γ be increased while
maintaining the same level of baseband signal power?

4. Give the proof for Eq. (8.95).

5. Prove that the following fourth-order matrix can be used to form a set of
four orthogonal words [14].

� �
Note A set of N orthogonal words can be developed by the first N Walsh func-
tions.

6. Give the proof for Eq. (8.43).

7. Give the proof for Eq. (8.93).

8. Assuming the case of an isolated cell where the total s.i.r. γ is 15 dB, for an
FH-DPSK system using a set of 16 orthogonal words, what is the s.i.r. γ f at the
output of the matched filters, and what is the average bit-error probability dur-
ing the fading condition?
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Chapter

9
Diversity Schemes

9.1 Functional Design of Mobile-Radio
Systems—Diversity Schemes

A diversity scheme is a method that is used to develop information
from several signals transmitted over independently fading paths. The
objective is to combine the multiple signals and reduce the effect of
excessively deep fades. The combining of signals will be described in
the next chapter. Diversity schemes can minimize the effects of fading,
since deep fades seldom occur simultaneously during the same time
intervals on two or more paths. Two uncorrelated fading signals
received via independently fading paths are shown in Fig. 9.1.

Since the chance of having two deep fades from two uncorrelated sig-
nals at any instant is rare, the effect of the fades can be reduced by
combining them. There are two general types of diversity schemes. One
is called the “macroscopic diversity scheme” and the other is the
“microscopic diversity scheme.” The macroscopic diversity scheme is
used for combining two or more long-term lognormal signals, which are
obtained via independently fading paths received from two or more dif-
ferent antennas at different base-station sites. The microscopic diver-
sity scheme is used for combining two or more short-term Rayleigh
signals, which are obtained via independently fading paths received
from two or more different antennas but only at one receiving cosite.

9.2 Macroscopic Diversity Scheme—
Applied on Different-Sited Antennas

As was discussed previously in Chaps. 3 through 5, the long-term log-
normal fading which the mobile-radio signal undergoes in a shadow
region causes the average power to drop over a long period of time. The
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undulation of the terrain contour determines the duration of envelope
variations during long-term fading. The roughness of the surface along
the propagation path determines the range of variation of the long-
term fading. The macroscopic diversity scheme defeats shadowing and
other terrain effects by using transmitted and received base-station
signals at two different geographical sites, as shown in Fig. 9.2.

The same transmitted signal received simultaneously at two different
base-station sites can be used to determine which site is better for com-
munication with the mobile unit. In Fig. 9.2, the improved mobile-radio
communication with site A occurs while the mobile unit is traveling
along section A of the road; and with site B it occurs while the mobile
unit is traveling along section B of the road. Assume that the average
power terms of the two received signals at the two respective sites are

PrA = mA(x) (9.1)

PrB = mB(x) (9.2)

328 Chapter Nine

Figure 9.1 Uncorrelated fading signals.

Figure 9.2 Using base stations at two different sites.
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here mA(x) and mB(x) are lognormal-distributed local means, as
described in Chap. 6. In the macroscopic diversity scheme, the site
which serves the strongest path is selected. If

mA(x) > mB(x) use site A (9.3)

This is the only combining technique that is used in dealing with two
signals in a macroscopic diversity scheme.

The macroscopic diversity scheme can be used for any arbitrary num-
ber of sites, as needed. Macroscopic diversity is also called “multiple-
base-station diversity.”

9.3 Microscopic Diversity Schemes—
Applied on Cosited Antennas

The microscopic diversity scheme is used when two or more uncorre-
lated short-term Rayleigh signals are received, with the same long-
term fading experienced on those signals. Identical long-term fading
means that all of the signal paths have to follow the same terrain con-
tour. Therefore, different short-term fading signals are received from
different antennas at the same antenna site. The term “cosite” can be
applied to both the mobile unit and the base station. There are basi-
cally six methods of achieving diversity reception. The differences
between the diversity schemes applied at the base station and those
applied at the mobile unit are described in Sec. 9.4.

9.4 Space Diversity

In Chap. 1, it was shown that the signal received at the mobile unit is
obtained by summing up the incoming waves from all directions. From
the expression shown in Eq. (1.16), signals are received at different
instants as the mobile unit moves with a speed V. Since the distance 
x = Vt, the instantaneous location x1 corresponds to time t1, and x2 cor-
responds to time t2. It can also be shown that the instantaneous signal
strengths received at x1 and x2 are different.

If the receiver has multiple antennas, spaced sufficiently far apart
that their received signals fade independently, then they can be used
for diversity reception. The necessary space separation required to
obtain two uncorrelated signals must be determined.

At the mobile unit

In Sec. 6.6 of Chap. 6, the correlation of received signals at the mobile-
unit location was described. The correlation coefficient ρr(d) for a dis-
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tance separation d can be obtained from ρr(τ) for a time separation τ
and a constant speed V, which was shown in Eq. (6.110):

ρr(d) = J0
2(βVτ) = J0

2(βd) (9.4)

For a uniform angular distribution of wave arrival, the first null of
J0

2(βd) is at d = 0.4λ, as shown in Fig. 9.3. After the first null, the corre-
lation coefficient starts to increase again; however, measurements
show that the distance associated with the first null of ρr(d) is about
0.8λ in suburban areas [1, 2]. This may be due to a lack of uniform
angular distribution of wave arrival. The separation of d becomes less
for the first null of ρr(d) measured in an urban area.

Usually a separation of 0.5λ can be used to obtain two almost uncor-
related signals at the mobile unit. The fact is that as long as the corre-
lation coefficient is less than 0.2, the two signals are considered to be
uncorrelated. This is explained in more detail in Chap. 10.

At the base station

The correlation between two signals received at a base station has been
described in Sec. 6.9 of Chap. 6. Figure 6.12 shows the correlation ver-
sus antenna spacing for different directions and different beamwidths
of incoming signals. The antenna spacing between the mobile and base-
station antennas becomes larger if the beamwidth of incoming signals
is small. Hence, the antenna spacing shown in Fig. 6.12(a) is larger than
the antenna spacing in Fig. 6.12(b). The experimental data also support
this contention [3]. Besides, when the base-station antenna height is
increased, the correlation is decreased, provided that the base-station
antenna spacing remains unchanged. Since there are many parameters
involved, a new design parameter is defined as follows [4]:

η = (9.5)
antenna height
��
antenna spacing
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Figure 9.3 Autocorrelation coefficient vs. spac-
ing for uniform angular distribution.
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which simplifies the design criterion. This parameter is useful in
selecting an antenna spacing to achieve a desired signal decorrelation
between the two antennas. For a broadside case, the correlation ρ is
plotted versus η in Fig. 9.4. The correlation versus η is shown in Fig.
9.5 for various angles of signal arrival with respect to the normal inci-
dent waves from the two antennas. Note that the data in both Fig. 9.4
and Fig. 9.5 were obtained at a frequency of 850 MHz [3].

The empirical curve shown in Fig. 9.4 can be expressed from a for-
mula as follows:

ρ = 0.2 + 0.7 log10 (9.6)

η = 2 · 10[(ρ − 0.2 )/0.7] (9.6a)

As an example, given h = 100 ft and ρ = 0.7 for the broadside case, the
antenna separations can be found by obtaining η = 11 from Fig. 9.4.Then,

η = = = 11 (9.5a)

d = 9 ft (or 8λ at 850 MHz)

The antenna separation at the base-station antenna is therefore 9 ft
for this case.

Though the curves shown in Figs. 9.4 and 9.5 are obtained at a dis-
tance of 3 mi, these same curves can be used for distances greater than
3 mi, since the radius of effective local scatterers at the location of the

100 ft
�

d
h
�
d

η
�
2
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Figure 9.4 Correlation vs. antenna height and spacing
(broadside case) in a suburban area.
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mobile unit is roughly fixed. When those effective local scatterers sur-
rounding the mobile unit as it travels are farther than 3 mi away, the
required antenna spacing at the base station tends to increase.
Another factor that must be considered is the presence of scatterers
along the propagation path. These scatterers will cause the signal
received by the two base-station antennas to become less correlated as
the propagation-path length increases, and the required antenna spac-
ing tends to reduce. These two factors counteract each other; hence, the
curves of Figs. 9.4 and 9.5 can be used for a link path of approximately
3 mi or greater.

Figures 9.4 and 9.5 can also be used for frequencies other than 850
MHz, simply by converting the antenna separation d from 850 MHz to
the new corresponding frequency d′:

d′ = d × � � = × � �
where f is the frequency in megahertz. This formula is valid for f ≥
100 MHz.

Space diversity is not recommended at lower frequencies, since the
physical separation between the two antennas becomes large and there-
fore is impractical. For example, given the parameters of h = 100 ft,
η = 10 (which corresponds to ρ = 0.7 for α = 0 in Fig. 9.4), and a frequency
of f = 100 MHz, the separation d′ is 85 ft. A separation of 96 ft between
the two base-station antennas is obviously impractical.

850
�

f
h
�
η

850
�

f
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Figure 9.5 Correlation vs. η for two antennas in different orientation.
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Example 9.1 Figure E9.1 shows the parameters for a base station employing
space-diversity reception and two mobile units transmitting from directions of 
α = 0 and α = 90°, respectively. For transmission frequency fc = 850 MHz, a corre-
lation coefficient of 0.8 between the two received signals, and an antenna sepa-
ration d of 10 ft, what should the height of the antenna be?

solution To find the optimal base-station antenna height for transmission direc-
tion α = 0, the parameter η = 15 is obtained from Fig. 9.5, where

η = = =

and therefore

h = η × d = 15 × 10 ft = 150 ft

Similarly, to find the optimal base-station antenna height for transmission direc-
tion α = 90°, the parameter η = 2 is obtained from Fig. 9.5; then:

h = η × d = 2 × 10 ft = 20 ft

This example has shown an important fact. Lowering two antenna heights
decreases the correlation but weakens the strengths of two received signals. The
former improves the performance of diversity and the latter reduces the average
snr. Therefore, a trade-off study has to be made by designers.

Example 9.2 On the basis of the parameters α = 0 to α = 90°, what procedure can
be used to ensure that all three base-station antennas in a multiple-antenna
array will have equal and minimum heights with a signal correlation of approx-
imately 0.8 between any two of the three antennas?

solution It is only necessary to consider the parameter α = 90° to find the equal
and minimum height of a three-antenna multiple array. A triangular configura-
tion should be used, as shown in Fig. E9.2. A mobile unit can be located at any
given angle α (0 ≤ α ≤ 360°) and at any given distance r, and usually r is much
greater than d (r >> d), as shown in Fig. E9.2. The actual location of the mobile
antenna with respect to the base station can be chosen from one of the following
three sectors:

Sector A— −60° ≤ α ≤ +60°, where antennas 1 and 2 provide the required cor-
relation.

h
�
10

h
�
d

antenna height
��
antenna spacing
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Sector B—+60° ≤ α ≤ 180°, where antennas 2 and 3 provide the required cor-
relation.
Sector C—180° ≤ α ≤ 300°, where antennas 1 and 3 provide the required cor-
relation.

Hence, α = 60° and ρr = 0.8 should be used to find the parameter η = 9 from Fig.
9.5, and the minimum antenna height is then:

h = η × d = 9 × d

Where d is given as 10 ft as in Example 9.1, then h can be calculated as follows:

h = 9 × 10 ft = 90 ft

9.5 Field-Component Diversity

In Sec. 5.5 of Chap. 5, the characteristics of field components were
described. The components Ez, Hx, and Hy are shown in Eqs. (5.20),
(5.21), and (5.22), respectively. They are uncorrelated at any given
instant while being received at either the mobile unit or the base sta-
tion. However, the power relationship among these three components
at the time of reception is [5, 6, 7]:

|Ez
2| = |Hx

2| + |Hy
2| V2/m2 (9.7)

Because of the pattern differences between the loop and dipole anten-
nas, the three components are uncorrelated and can be used to form
three kinds of diversity. One method is to combine them incoherently.
The second method is to combine them coherently. The incoherently
combined signal is:

VI = Ez + Hx + Hy

The coherently combined signal is:

VII = |Ez| + |Hx| + |Hy|
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The third method is the energy-diversity expression that was initially
suggested by J. R. Pierce, and subsequently verified by analysis and
measurements performed by Lee [5, 6, 7]:

V2
III = |Ez|2 + |Hx|2 + |Hy|2 → constant

All three kinds of field-component diversity can be realized by using an
energy-density antenna described in Sec. 5.5.

9.6 Polarization Diversity

Signals transmitted in either horizontal or vertical electric fields are
uncorrelated at both the mobile and base-station receivers, as shown in
Fig. 9.6.

In Sec. 5.6 of Chap. 5, the mechanism for receiving two polarized sig-
nals was described. Suppose that the vertically polarized signal is

Γ11 = �
N

i = 1

aie jψ ie−jβVt cos φi (9.8)

and the horizontally polarized signal is

Γ22 = �
N

i = 1

a′ie jψ ′ie−jβVt cos φi (9.9)

where ai and ψi are the amplitude and phase, respectively, of each wave
path indicated in Eq. (9.8) and a′i and ψ′i are their counterparts in Eq.
(9.9). V is the velocity of the vehicle, and φi is the angle of the ith wave
arrival. Although these two polarized signals arrive at the receiver
from the same number of incoming waves, it is not difficult to see from
Eqs. (9.8) and (9.9) that Γ11 and Γ22 are uncorrelated, because of their
different amplitudes and phases. These uncorrelated properties are
found at both the mobile and base-station receivers.
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Polarization diversity at the base

We described in Sec. 5.6 a base station polarization antenna. This
antenna is suggested to be used at the base station. The signal trans-
mitted at the mobile unit is supposedly from a tilted whip antenna. The
two components, either Ev and Eh or E−45° and E45°, can only make one
component of two be a strong one. If the difference between the two
received signals is greater than 2 dB, the diversity gain is diminished.
If the mobile unit signal is totally vertically polarized while receiving,
then the polarization diversity at the base can get the best diversity
gain by combining two components E−45° and E45°. If the mobile unit sig-
nal is polarized at 45° from the vertical while receiving, then Ev and Eh

will give the best diversity gain. Another thought: using the right and
left circular antennas at the base station can always achieve the best
diversity gain from the mobile signal at any linear polarization.

9.7 Angle Diversity

At the base station

The angular diversity scheme applied at the base station may have
several concerns. They are related to the definition of angular diversity.
There are in-time angular diversity and out-of-time angular diversity.

In-time angular diversity. We try to combine the two received signals at
the same time in order to achieve the diversity gain. It is a microscopic
diversity. The signal coming from the mobile unit is from a spread angle
we called BW as described in Sec. 16.18. The effect of the angle spread-
ing at the base station is very small, less than 2°. The measurement
data has shown this fact by taking the difference in signal strength
between two signals from two corresponding beams at the base. The
beam angle at the base station antenna is 30°. The result is shown in
Fig. 9.7. There are two sets of data: one collected from the horizontal
spaced antennas (8λ) and one collected from the angular separated
antennas (two 30° beams). The differences between the two received
signal strengths—spaced or angular—from many mobile runs are
shown in Fig. 9.7. We realize that the differences in the two signal
strengths from two angular separated beams are so large that the
diversity gain is diminished according to the required conditions stated
in Sec. 16.8. From the horizontal space antenna, the differences
between the two received signal strengths from all the runs are extraor-
dinarily small, which means that the diversity gain is obtained [8, 9].

Out-of-time angular diversity. In this case, the signal strength of the
mobile unit is constantly monitored at the base station by each beam of
a multibeam antenna system. The strongest beam is used for the traf-
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fic link at the time. When the mobile unit is moved to another location,
the strongest signal strength at the base will be detected by another
beam. Then the system will switch the traffic link to the other beam.
This is called the fixed-beam switched smart antenna [8] and has been
proven to be a good system [9].

At the mobile unit

If the received signal arrives at the antenna via several paths, each
with a different angle of arrival, the signal components can be isolated
by means of directive antennas. Each directive antenna will isolate a
different angular component. As previously discussed in Sec. 6.4 of
Chap. 6, directive mobile antennas pointing in widely different direc-
tions can receive scattered waves at the mobile site from all directions
and can provide a less severe fading signal. If directional antennas are
mounted on the mobile unit, as shown in Fig. 9.8, the signals received
from different directive antennas pointing at different angles are
uncorrelated.

The signal obtained from the directive antenna J can be expressed:

sJ = XJ + jYJ (9.10)
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Figure 9.7 Comparison of the difference in signal strengths between two signals from horizontal
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where

XJ = �
N

i = 1

(Ri cos ξi + Si sin ξi)G(γJ − φi) (9.11)

YJ = �
N

i = 1

(Si cos ξi − Ri sin ξi)G(γJ − φi) (9.12)

ξ = βVt cos φi (9.13)

G(γJ − φi) is the pattern for directive antenna J pointing at an angle γJ,
φi is the angle of the ith wave arrival, and N is the total number of scat-
tered waves. Let:

G(γJ − φj) = 1 φA ≤ φj ≤ φB

Then Eq. (9.11) and Eq. (9.12) become:

XJ = �
Nj

j = 1

(Rj cos ξ j + Sj sin ξ j) (9.14)

YJ = �
Nj

j = 1

(Sj cos ξ j − Rj sin ξ j) (9.15)

where

ξ j = βVt cos φj φA ≤ φj ≤ φB (9.16)

NJ = N (9.17)
φB − φA
�

360°
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Figure 9.8 Angle-diversity vectors.
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The statistics of Rj and Sj are described from the theoretical model in
Sec. 6.2 of Chap. 6. It is easy to show that the signal sk = Xk + jYk

received from another directive antenna k can be expressed:

XK = �
NK

k = 1

(Rk cos ξk + Sk sin ξk) (9.18)

YK = �
NK

k = 1

(Sk cos ξk − Rk sin ξk) (9.19)

ξk = βVt cos φk (9.20)

where

φC ≤ φk ≤ φD (9.21)

Nk = N (9.22)

On the basis of the theoretical model, it is easy to show that

E[XJYJ] = E[XJXK] = E[XJYK] = E[YJYK] = 0 (9.23)

Hence, the signal received at the mobile site from two different direc-
tive antennas is uncorrelated; that is, E[sJs*K] = 0.

9.8 Frequency Diversity

Two mobile-radio signals separated by two carrier frequencies far
apart are possibly independent. Since frequency diversity is statisti-
cally dependent on the separation of two carrier frequencies, the crite-
rion for achieving frequency diversity is of primary importance.

Statistical dependence on frequency

The variation of the transmission coefficient of an ith wave has been
expressed in Eq. (6.120):

Ez
i = ãi exp [ j(ωc − βV cos φi)(t − ∆t) − jωcTi]

where βV cos φi is the Doppler shift, ∆t is the time increase correspond-
ing to vehicular travel, and Ti is the time delay of the ith wave. A resul-
tant signal is obtained by summing up all of the waves:

φD − φC
�

360°
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s(t) = �
N

i = 1

ãi exp [ j(ωc − βV cos φi)(t − ∆t) − jωcTi]

= X(t) + jY(t) (9.24)

As time t increases, the phase of the signal changes proportionately to
βVt cos φi, so that the correlation of the time variations, ∆t = t1 − t2, is
determined by the Doppler frequency spectrum S( f) as:

Rs(∆t) = �∞

−∞
S( f)e j2π fc∆t df (9.25)

As the transmitted frequency fc varies, the phase of each wave changes
relative to Ti, so that the correlation of the frequency variations ∆f =
f1 − f2 is determined by the various delay distributions p(T) which
relates to the frequency correlation as:

Rs(∆f) = �∞

−∞
p(T) exp ( j2π ∆f T) dT (9.26)

There are three models (see Fig. 9.9) that can be used to express the
time-delay distribution:

1. Maxwell-distribution model:

p1(T) = � (∆t)2 exp�− � T ≥ 0

0 T < 0
(9.27)

where C is the total power received by the antenna, T is the delay
relative to a directive path from the base station to the mobile unit,
and ∆ is the standard deviation of the time delays:

∆ = �〈T	2〉	 −	 〈	T	〉2	

(3 − 8/π) T2

��
2∆2

C �2	/π	 (3 − 8/π)3/2

���
∆3
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2. Exponential-distribution model:

p2(T) = � exp �− � T ≥ 0

0 T < 0

(9.28)

3. Approximation model:

p3(T) = [δ(T) + δ(T − 2∆)] (9.29)

Of the three models, the exponential-distribution model, which was
shown in Eq. (6.121), is the simplest and most frequently used model.

Correlation versus frequency

To find the correlation of the transmission coefficient at two different
frequencies, the Fourier transformation of p(T) can be taken, as follows:

R(∆f) = E[s*( fc , t)s( fc − ∆f, t)]

= �∞

−∞
p(T) exp [ j2π ∆f ∆t] d(∆t) (9.30)

Let

g(∆f) = 1⁄2 Re {E[s*( fc , t)s( fc − ∆f, t)]} (9.31)

h(∆f) = 1⁄2 Im {E[s*( fc, t)s( fc − ∆f, t)]} (9.32)

then the normalized correlation coefficient is

ρ(∆f) =

= (9.33)

The correlation coefficients ρ1, ρ2, and ρ3 for the time-delay distribu-
tions of Eqs. (9.27), (9.28), and (9.29), respectively, are:

ρ1(∆f) = e−b3/2 
(1� −� b�2)�2�+��� b�2
1F�2

1��−��;��;���� (9.34)

ρ2(∆f) = (9.35)

ρ3(∆f) = |cos (2π ∆f ∆)| (9.36)

1
��
�1	 +	 (	2	π	 ∆	f	∆	)2	

b2

�
2

3
�
2

1
�
2

8
�
π

|g2(∆f) + h2(∆f)|1/2

���
g2(0)

|E[s*( fc , t)s( fc − ∆f, t)]|
���

E[s*( fc , t)s( fc , t)]

C
�
2

T
�
∆

C
�
∆
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where

b = (9.37)

and where 1F1 is the confluent hypergeometric function, which can be
expressed in terms of the modified Bessel functions of the first kind:

1F1(ν + 1⁄2; 2ν + 1; z) = 22νΓ(ν + 1)z−νez/2Iν� �
The three correlation-coefficient functions, Eqs. (9.34) to (9.36), are plot-
ted in Fig. 9.10. The exponential-distribution model is the most widely
accepted of the three models since it fits the measured data well [10].

Coherence bandwidth

The coherence bandwidth of a channel is the maximum width of the
band in which the statistical properties of the transmission coefficients
of two CW signals are strongly correlated. Coherence bandwidth can be
defined as that frequency separation for which the magnitude of the
normalized complex correlation coefficient first drops below a certain
value A, where A is always smaller than 1. Then

ρ(∆fA) ≤ A (9.38)

where Bc = ∆fA is the coherence bandwidth. A typical assumed value for
A would be 0.5 for either envelope correlations—as shown in Eq.
(6.127)—or phase correlations—as shown in Eq. (7.64).

Two frequencies 
with noncoherent bandwidth

If a channel is frequency-selective, two widely spaced frequencies will
fade independently. This means that the two frequencies have non-

z
�
2

2π ∆f ∆
��
�3	 −	 8	/π	
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Figure 9.10 Correlation vs. frequency sepa-
ration (circles are measured points). (From
Ref. 8.)
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coherent bandwidth. Therefore, if the same message—voice or digital
signal—is simultaneously transmitted on multiple frequencies, the
fading signals are statistically independent at the time of reception.
Since frequency selectivity is largely determined by the time-delay
spread between the various multipath components, the greater the
multipath time-delay spread, the smaller the noncoherent bandwidth
between the two CW frequencies. The expression for coherent band-
width was previously shown in Eqs. (1.53), (6.128), and (7.65).

Two frequencies with coherent bandwidth

When a pilot frequency is transmitted together with a normal signal,
the pilot frequency does not carry any of the message information;
however, when the two frequencies are received, their fading charac-
teristics are essentially the same, providing the frequency separation
is close enough to remain within the coherent bandwidth. The separa-
tion between the pilot and signal frequencies must be within the coher-
ent bandwidth in order to correct for amplitude and phase changes
that are caused by the transmission coefficient.

On the basis of the exponential distribution shown in Fig. 9.10, the
coherence bandwidth can be approximated by defining ρr = ρ2

2(∆f) = 0.5,
as was previously discussed in Sec. 6.8. The coherence bandwidth Bc =
∆f = 1/(2π∆) obtained from Fig. 9.10 is identical to Eq. (6.128).

Example 9.3 In order to find the coherence bandwidth for a pilot frequency fp

associated with a signal frequency fc in a mobile-radio environment, it is first
necessary to calculate the time-delay spread between the two frequencies under
consideration.

The time-delay spread measured in different mobile environments can be
expressed:

∆ ≈ 5 µs Bc = 31.8 kHz large cities (E9.3.1)

∆ ≈ 0.5 µs Bc = 318 kHz suburban areas (E9.3.2)

On the basis of these measured data, the pilot frequency for a large-city mobile-
radio environment would be:

fc − 31 kHz ≤ fp ≤ fc + 31 kHz (E9.3.3)

For conventional FM, the transmission bandwidth of a signal is about 25 kHz,
and specially designed circuits are needed to separate fp from fc.

9.9 Time Diversity

Time-diversity reception techniques are primarily applicable to the
transmission of digital data over a fading channel. In time diversity,
the same data are sent over the channel at time intervals of the order
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of the reciprocal of the baseband fade rate fb = 2fm. In mobile radio, the
reciprocal fade rate can be expressed:

τs ≥ = (9.39)

For vehicle speeds of 60 mi/h and transmission frequencies of 1 GHz,
a time-diversity separation of 5 ms is required for the two signals; the
time separation increases as the fade rate decreases. Multiple diversity
channels can be provided by successively transmitting the signal sam-
ple in each time slot. The sampling rate for voice transmission of a sin-
gle channel is 2 × 4 kHz = 8 kHz. For M-branch diversity, the sampling
rate must be M × 8 kHz, since the transmission delay spread is usually
less than 20 µs, which is much less than the inverse of the sampling
rate:

fs < (9.40)

Hence, the sampling rate fs is not limited by the time-delay spread.
However, the minimum time separation between samples shown in Eq.
(9.39) for diversity application may cause a serious problem, since fm is
a Doppler frequency, expressed:

fm = (9.41)

When the vehicle is stationary, V = 0, and thus fm = 0. This means
that the time separation τs is infinite. Therefore, the advantages of time
diversity are lost when the vehicle is not moving. This is in sharp con-
trast to other diversity schemes, in which the branch separation is not
a function of vehicle speed and thus the two diversity signals are inde-
pendent over any value of V. In the mobile-radio case, the velocity V is
in the range:

0 ≤ V ≤ 100 mi/h (9.42)

and therefore, any diversity scheme that is used should be effective
over the entire range of V.

Problem Exercises

1. Two correlated signals are received at the mobile unit via two colocated
antennas separated by 0.5λ. When the mobile unit is parked, what is the prob-
ability that the two received signals will fade together?

V
�
λ

1
�
∆

1
�
2(V/λ)

1
�
2fm
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2. Given a required correlation coefficient of 0.7 or less, between two co-
located base-station receiving antennas at a height of 100 ft, what is the
required antenna separation at a frequency of 400 MHz?

3. Prove that field components Ez, Hx, and Hy are statistically independent in
a mobile-radio environment. (Refer to the methods described in Chap. 6.)

4. Prove that two mobile-radio received signals arriving from two different
angular directions are uncorrelated.

5. Given a frequency correlation of 0.4, plot the frequency separation ∆f ver-
sus the delay spread ∆.

6. Make a quantitative comparison between frequency diversity and time
diversity.

7. If the coherent bandwidth is based on a phase correlation of 0.85, what is
the coherent bandwidth in terms of delay spread?

8. How is a pilot frequency used to correct signal fades within a diversity-
designed mobile-radio receiver?
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Chapter

Combining Technology

10.1 Combining Techniques 
for Macroscopic Diversity

Signal performance that is degraded by severe fading can be improved
by increasing transmitter power, antenna size and height, etc., but
these solutions are costly in mobile-radio communications and some-
times impractical. The alternative is to use simultaneous or selective
diversity-combining transmission over several channels, to reduce the
probability of excessively deep fades at the receiving end. In Chap. 9,
several schemes for providing signal diversity at the receiving end
were described. In this chapter, the combining techniques for macro-
scopic diversity and microscopic diversity are analyzed.

In macroscopic diversity, as previously discussed in Sec. 9.2 of Chap.
9, only the local means of the received signal are considered. The local
means may vary as a result of long-term fading when the mobile unit
is traveling in an extensive area and when the terrain contour in that
area is not flat. Diversity reception provides the advantage of being
able to receive two signals whose local mean fades rarely occur below a
certain level during the same time intervals.

Selective diversity combining

As previously discussed in Sec. 9.1 of Chap. 9, selective diversity com-
bining is chosen primarily to reduce long-term fading. Reducing the
effects of long-term fading by combining two signals received from two
different-sited transmitting antennas is possible because the local
means of the two signals at any given time interval are rarely the same.
It will be shown later that to effectively reduce fading requires the com-
bining of two fading signals that have equal mean strengths [1]. Also, if
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two noncolocated base-station transmitters are not very stable, the
phase jittering generated in each of the transmitters will degrade the
combined signal. Hence, the technique of selective diversity combining
can be used effectively, because it is really only a selection between two
signals, rather than a combination of two signals.

Improving the average SNR 
by selective combining

Assume that there are M different signals obtained, by using a macro-
scopic diversity scheme, and the local mean of the kth signal, mk(t), is
expressed in decibels and denoted by wk, as shown in Fig. 10.1. The k
signals are distinguishable during reception either by their frequency,
their angle of arrival, or their time-division multiplexing differences,
which are detectable. Where wk(t) = 10 log mk(t) has a lognormal distri-
bution, the probability that the local mean in decibels, wk(t), is less
than a level A, in decibels, is:

P(wk(t) ≤ A) = �A

−∞
exp �− � dwk

= + erf � � (10.1)

where µwk and σwk are the mean and the standard deviation in decibels
of the long-term signal wk(t). If all M long-term signals are uncorre-
lated, then the probability that a selectively combined long-term signal
w(t) will be less than a level A is as follows [2]:

P(w(t) ≤ A) = �
M

k = 1

P(wk(t) ≤ A) (10.2)

where ∏ is a sign for multiplication and wk(t) is the long-term signal of
the kth branch, measured in decibels. It can therefore be assumed that
the means of the long-term signals, µw and µwk, are the same: µw = µwk.

A − µwk�
2σwk

1
�
2

1
�
2

(wk − µwk
)2

��
2σ2

wk

1
�
�2�π�σwk
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Figure 10.1 Combining long-term-fading signals w1(t) and
w2(t) for macroscopic diversity.
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The function for Eq. (10.2) is plotted in Fig. 10.2, for M equal to 2, 3,
and 4. Assuming σw = 8 dB, and comparing the percentage of the signal
below the mean level µw, Fig. 10.2 shows a probability of 45 percent
that the signal will be below 0 dB for a single base station, a probabil-
ity of 22 percent that it will be below 0 dB for a two-base-station diver-
sity signal, and a probability of 10 percent that it will be below 0 dB for
a three-base-station diversity signal. The percentage of probability
shows significant improvement as the number of base stations in-
creases.

10.2 Combining Techniques 
for Microscopic Diversity

In microscopic diversity, which deals with short-term fading, the prin-
ciple is to obtain a number of signals with equal mean power through
the use of diversity schemes. If the individual mean powers of the var-
ious signals are unequal, a degree of degradation that is proportional
to the differences in mean power will result [1]. Three methods of lin-
ear diversity combining are described: selective combining, maximum-
ratio combining, and equal-gain combining. These methods of linear
diversity combining involve relatively simple weighted linear sums of
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Figure 10.2 Performance of selective combining in macroscopic
diversity.
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multiple received signals. Let the combined output of the complex
envelope v(t) be expressed:

v(t) = 	
M

k = 1

αkvk(t) = 	
M

k = 1

αk[sk(t) + nk(t)] (10.3)

where vk(t) is the complex envelope of the kth branch and αk is the
weight constant for that branch. For analog transmission, linear diver-
sity combining provides an effective method that is applicable not only
for reducing the fading but also for distortionless reception. For digital
data transmission, the distortion of the signal may not be a problem,
since the signaling-error rate is based on optimal-level decisions.

10.3 Predetection 
and Postdetection Combining

Diversity receivers can be classified into two basic types—predetection
and postdetection—each using one of three combining techniques, such
as selective switched, maximum-ratio, or equal-gain combining. The
advantage of using predetection combining because of nonlinear detec-
tors can be demonstrated as follows, for two received signals s1(t) and
s2(t) for the two respective branches:

s1(t) = r1(t)e j(ωct + ψ1) (10.4)

s2(t) = r2(t)e j(ωct + ψ2) (10.5)

with noise terms n1(t) and n2(t) mutually independent. A square-law
detector is assumed.

Using predetection

Each signal is cophased at the IF frequency and combined before detec-
tion. Let the noise power of two branches be the same; the snr of the
combined signal can be expressed in two cases.

Case 1—r1(t) = r2(t) and n1 = n2 (two identical branches):

= = = 2 (10.6)

Case 2—〈r1(t)r2(t)〉 = 〈r1(t)〉〈r2(t)〉 (two uncorrelated equal-strength
branches) with 〈r1(t)〉 = 〈r2(t)〉 and 〈r1

2(t)〉 = 〈r2
2(t)〉:

=

= = 2 (10.7)〈r1
2(t)〉

�
n1

2

4〈r1
2(t)〉

�
2n1

2

〈(r1(t) + r2(t))2〉
��

〈(n1 + n2)2〉
S
�
N

〈r1
2(t)〉

�
n1

2

4〈r1
2(t)〉

�
2n1

2

〈(r1(t) + r2(t))2〉
��

〈(n1 + n2)2〉
S
�
N
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Using postdetection

Each signal is combined with another signal after detection at the
baseband level. Let the noise power of two branches be the same; the
snr of the combined signal can be expressed in two cases:

Case 1—s1(t) = s1(t) (two identical branches):

= = (10.8)

Case 2—〈s1
2(t)〉 = 〈s1

2(t)〉 (two equal-strength branches):

= (10.9)

Apparently Eq. 10.8 and Eq. 10.9 are identical.
In comparing Eq. (10.6) with Eq. (10.8) for case 1, notice that the pre-

detection method shows an snr gain of 3 dB over the postdetection
method. Comparing Eq. (10.7) with Eq. (10.9) for case 2, the snr
obtained by using the predetection method is still 3 dB higher than
that obtained by using the postdetection method. In predetection,
because of the complexity of in-phase addition, the selective combining
technique which has no such complexity, is probably the simplest of all
diversity-combining methods. In postdetection, the selective combining
technique, which selects detected envelopes, is probably the simplest of
all diversity-combining methods. Note that there is no essential differ-
ence between the two kinds of detection if a linear detector is used.

10.4 Selective Diversity Combining

Selective diversity combining is the least complicated of the three
types of linear combining. The other two types of linear combining are
equal-gain and maximum-ratio combining. The algorithm for the selec-
tive diversity-combining technique is based on the principle of select-
ing the best signal among all of the signals received from different
branches, at the receiving end. The differences between the different
signals obtained from the various diversity schemes were described in
Chap. 9. The resultant signal from selectively combining two individ-
ual signals is shown in Fig. 10.3. For selective combining, let αm of Eq.
(10.3) denote the index of a channel for which the carrier-to noise ratio
γm ≥ γk; then

αk = 
1 k = m

0 k ≠ m
(10.10)

〈s1
2(t)〉

�
〈n1

2〉
S
�
N

〈s1
2(t)〉

�
〈n1

2〉
〈s1

2(t)〉 + 〈s2
2(t)〉

��
〈n1

2(t)〉 + 〈n2
2(t)〉

S
�
N
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The probability density function of an individual signal envelope rk,
Rayleigh-distributed with a mean power of σ2

rk, is:

p(rk) = exp �− � (10.11)

The cnr (carrier-to-noise ratio) can be defined:

γk =

= (10.12)

where 2Nk is defined as the average power of the complex envelope
nk(t) of the additive noise in the kth receiver, expressed as:

2Nk = 〈|nk(t)|2〉 (10.13)

as shown in Eq. (1.42). Then Γk is the ratio of the mean signal power per
branch to the mean noise power per branch and is expressed:

Γk = 〈γk〉 = = (10.14)

and therefore, Eq. (10.11) becomes

p(γk) = e−γk/ Γk (10.15)

The probability that cnr γk in one branch is less than or equal to a
given level x is:

P(γk ≤ x) = �x

0
p(γk) dγk = 1 − e−x/Γk (10.16)

1
�
Γk

σ2
rk�

2Nk

〈rk
2〉

�
2Nk

rk
2

�
2Nk

instantaneous signal per branch
����

mean noise power per branch

r2
k

�
σ2

rk

2rk
�
σ2

rk
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Figure 10.3 Plot of two selectively combined short-term fading
signals.
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Then the probability that the resultant cnr γ will be below level x is
equal to γk in all M branches that are simultaneously below or equal to
a level x.

P[γ ≤ x] = P[γ1, γ2, . . . , γM ≤ x]

= �
M

k = 1

prob (γk ≤ x)

= �
M

k − 1
�1 − exp �− �� (10.17)

The following paragraphs describe four special cases that are of par-
ticular interest in developing a rationale for applying the selective
combining technique.

Case 1. All Gk = G

Assume that all Γk are equal to a value Γ—i.e., that the mean cnr’s over
the short-term fading interval are equal among all the diversity
branches; then:

P(γ ≤ x) = �1 − exp �− ��
M

(10.18)

The function for Eq. (10.18) is plotted in Fig. 10.4, where the M = 1
curve represents the Rayleigh distribution of the cnr in each diversity
branch. The percentage of the total time interval during which a signal
is below any given level is called the “outage rate” at that level. Notice
that the resultant signal for combining two branch signals is greatly
improved at the low outage rate, and although signal improvement

x
�
Γ

x
�
Γk
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Figure 10.4 Performance curves for selectively combined microscopic-diversity Rayleigh-
fading signals.
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increases as the number of branches becomes greater, the rate of
improvement decreases. The greatest improvement, as shown in Fig.
10.4, is obtained in going from single-branch to two-branch combining.

Case 2. g << Gk , k = 1, . . . , M

Since the approximation is

exp (−α) ≈ 1 − α α << 1 (10.19)

Eq. (10.17) becomes:

P(γ ≤ x) = (10.20)

Case 3. GM < g << (G1, . . . , GM - 1)

If ΓM < γ << (Γ1, . . . , ΓM − 1), then, the cnr γ is well below the mean cnr
values for M − 1 branches, and Eq. (10.17) becomes:

P(γ ≤ x) = �1 − exp �− �� � � (10.21)

and for ΓM << x, Eq. (10.21) becomes

P(γ ≤ x) = (10.22)

Comparing Eqs. (10.22) and (10.20) confirms that there is essentially
only an (M − N)-fold diversity action when the mean cnr of N branches
is well below the level of interest; i.e.,

P(γ ≤ x) = ΓM − N + 1, ΓM − N + 2, . . . , ΓM << x (10.23)

Case 4. Correlated signals

When calculating Eq. (10.17) with correlated signals, the following
expressions are obtained:

P(γ ≤ x) = P(γ1, γ2, . . . , γM ≤ x)

= �x

0
dγ1 �x

0
dγ2

. . . �x

0
p(γ1, γ2, . . . , γM) dγM (10.24)

where the joint probability density function p(γ1γ2
. . . γM) is obtained from

p(γ1
. . . γM) = |J|p(r1, r2, . . . , rM) (10.25)

xM − N

�

�
M − N

k = 1

Γk

xM − 1

�

�
M

k = 1

Γk

xM − 1

�

�
M

k = 1

Γk

x
�
ΓM

xM

�

�
M

k = 1

Γk
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|J| is the jacobian transform expressed in Eq. (2.49), and rk is the sig-
nal envelope of the kth branch. The joint probability density function of
r1

. . . rk can be obtained as follows:

p(r1, r2, . . . , rM) = �π

−π
dψ1 �π

−π
dψ2

. . . �π

−π
dψM p(r1, ψ1, . . . , rM; ψM)

(10.26)

where ri and ψi are the envelope and phase of a complex signal si(t),
expressed:

si(t) = rie jψ i

= Xi + jYi

and p(r1, ψ1, . . . , rM, ψM) is obtained from the joint probability density
functions of the Xi’s and Yi’s, which are Gaussian variables. For 
2-branch selective combining, p(r1, ψ1, r2, ψ2) is shown in Eq. (7.51). By
applying Eq. (10.26), the following is obtained [2]:

p(r1, r2) = I0 �
× exp �− � (10.27)

where

|ρ|2 = = 4 (10.28)

and Rc(τ) and Rcs(τ) are defined in Eq. (7.45). ρ is the correlation coeffi-
cient. The signal envelope correlation coefficient ρr(τ), with a time sep-
aration of τ as the mobile unit travels at a speed V, is expressed:

ρr(τ) = |ρ(τ)|2 = J0
2(βVt) (10.29)

as was previously shown in Eq. (6.110).
Since |J| of Eq. (10.25) is defined

|J| = � �� � = (10.30)

and the value of γk is:

γk = = or =
r2

k
�
2σ2

xk

γk
�
Γk

r2
kΓk

�
2σ2

xk

r2
kΓk

�
σ2

rk

σ2
x1σ2

x2�
r1r2Γ1Γ2

∂r2
�
∂γ2

∂r1
�
∂γ1

Rc
2(τ) + R2

cs(τ)
��

σ2
r1σ2

r2

Rc
2(τ) + R2
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��

σ2
x1σ2

x2

σ2
x2r1

2 + σ2
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���
2σ2

x1σ2
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��
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then Eq. (10.27) becomes:

p(γ1, γ2) = I0� � exp �− �
(10.31)

By letting Γ1 = Γ2, and by inserting Eq. (10.31) into Eq. (10.24), the fol-
lowing is obtained:

P(γ ≤ x) = 1 − e−x/Γ [1 − Q(a, b) + Q(b, a)] (10.32)

where

Q(a, b) = �∞

b
e−(1/2)(a2 + x2)I0(ax)x dx

a = ��
b = �� (10.33)

For the case of x << Γ,

P(γ ≤ x) = (10.34)

The function for Eq. (10.32) is shown in Fig. 10.5.
Selective combining is very difficult to implement, because a floating

threshold level is needed. Therefore, switched combining is a practical
alternative, based on a fixed threshold level and a practical combining
technique. It will be described in Sec. 10.5.

Example 10.1 Antenna-pattern ripples, caused by a multiple-array antenna
configuration at the base station, produce unequal average cnr values in M
branches of a diversity-received signal during any given time interval. This phe-
nomenon was described previously in Chap. 5. The resulting degradation in per-
formance is significantly greater when two unequal power branches are
combined than it is when two equal power branches are combined.

When the selective combining technique is used to combine two unequal power
branches, the cumulative probability distribution (cpd) for a combined cnr γ can
be calculated by substituting Eq. (10.31) into Eq. (10.24) to obtain the following
result [2]:

prob(γ ≤ x) = 1 − exp �− � Q(a, �ρ�r�b)

− exp �− � [1 − Q(�ρ�r�a, b)] (E10.1.1)
x

�
Γ2

x
�
Γ1

x2

��
Γ2(1 − |ρ|2)

2x
��
Γ(1 − |ρ|2)

2x
��
Γ(1 + |ρ|2)

γ1/Γ1 + γ2 /Γ2
��

1 − |ρ|2

2�γ1�γ2�/Γ�1Γ�2�|ρ|
��

1 + |ρ|2

1
��
Γ1Γ2(1 − |ρ|2)
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where ρr is as expressed in Eq. (10.29).

a = �� (E10.1.2)

b = �� (E10.1.3)

The function of Eq. (E10.1.1) is plotted in Fig. E10.1, for values of Γ1 ≠ Γ2, and the
curves show that performance degradation increases as the ratio of the average
power in the signal branches increases.

10.5 Switched Combining

Since, as was shown in the preceding section, selective combining is an
impractical technique for mobile-radio communication, a more practi-
cal technique known as “switched combining” is described in the fol-
lowing paragraphs. Assuming that two independent Rayleigh signals
r1(t) and r2(t) are received from two respective diversity branches, the
resultant carrier envelope r(t), then, can be obtained by using a switch-
and-stay strategy. The strategy is to stay with the signal envelope r1(t)
or r2(t) until the envelope drops below a predetermined switching

2x
��
Γ1(1 − ρr)

2x
��
Γ2(1 + ρr)
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Figure 10.5 Selective combining of two correlated signals.
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threshold A, and then to switch to the stronger of the two signals. The
parameters for switched combining can be defined:

qA = P(r ≤ A) = �A

0
p(r) dr = 1 − e−A2/2σx

2 (10.35)

pA = P(r > A) = �∞

A
p(r) dr = e−A2/2σx

2 = 1 − qA (10.36)

where

E[r2] = 2σx
2

In most cases, the switching will occur at a fixed threshold level A, as
shown in Fig. 10.6. Then, to find the cumulative probability distribu-
tion below any arbitrary level B, the following expression is used [3]:

P(r ≤ B | r = r1)
P(r ≤ B) = 
 or (10.37)

P(r ≤ B | r = r2)

358 Chapter Ten

Figure E10.1 Cumulative probability distribution for
unequal power branches using selective diversity-
combining techniques.
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Since r1 and r2 are statistically indistinguishable, then:

P(r ≤ B) = 
P(A < r1 < B, or both r1 < A and r1 < B) B > A

P(r1 < A and r1 < B) B ≤ A
(10.38)

where

P(A < r1 < B, or both r1 < A and r1 < B) = �B

A
p(r1) dr1

+ ��
A

0
p(r1) dr1� ��

B

0
p(r1) dr1� = qB − qA + qAqB (10.39)

and where qA and qB are as defined in Eq. (10.35). The condition P(r1 < A
and r1 < B) can be expressed:

P(r1 < A and r1 < B) = �A

0
p(r1) dr1 �B

0
p(r1) dr1

= qAqB (10.40)

Hence, Eq. (10.38) becomes:

P(r ≤ B) = 
qB − qA + qAqB B > A

qAqB B ≤ A (10.41)

The distribution of r for several values of switching threshold A is
shown in Fig. 10.7. As illustrated in Fig. 10.7, the improvement is
obtained above the threshold level. Below the threshold level, the com-
bined signal follows the Rayleigh characteristics. The switched-
combined signal always performs worse than the selectively combined
signal, except at the threshold level, where performance is equal.
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Figure 10.6 Switching threshold level and discontinuous nature
of a switched-combined signal.
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10.6 Maximal-Ratio Combining

In maximal-ratio combining, M signals are weighted for optimum per-
formance and are cophased before being combined. In predetection
maximal-ratio combining, each signal is cophased at the IF level, as
previously described in Sec. 10.3. The maximal-ratio combining tech-
nique can also be applied during postdetection of the received signal; a
gain control is required following each detection. The complex envelope
of each diversity branch, at the input of the IF receiving circuit, can be
expressed:

vk(t) = sk(t) + nk(t) = a0(t)uk(t) + nk(t)

where a0(t) is a time-varying signal and uk(t) is due to multipath fading
with no specular component. The predetection linear combining results
in a complex output envelope, expressed as:

v(t) = 	
M

k = 1

αkvk(t) = 	
M

k = 1

αk[sk(t) + nk(t)] (10.42)

where

v(t) = s(t) + n(t)
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Figure 10.7 Performance of a 2-branch switched-
combined signal with various threshold levels.
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and where the resultant signal and noise s(t) and n(t), respectively, are
expressed:

s(t) = 	
M

k = 1

αksk(t) = a0(t) 	
M

k = 1

αkuk(t) (10.43)

n(t) = 	
M

k = 1

αknk(t) (10.44)

Without loss generality, let 〈a0
2(t)〉 = 1 over a period of 2T for a unit mean

square envelope. The cnr is:

γ = = = (10.45)

As a result of applying the Schwarz inequality to complex-valued num-
bers, the following relationship holds:


	
M

k = 1

αkuk

2

≤ �	
M

k = 1
� �	

M

k = 1

|αk|2ηk� (10.46)

Substituting Eq. (10.46) into Eq. (10.45) yields:

γ = ≤ 	
M

k = 1

(10.47)

To obtain the maximum in Eq. (10.47), it is necessary to apply an
equals sign on Eq. (10.46). The equals sign is used if and only if:

αk = K (10.48)

for each value of k, where K is any arbitrary complex number. Equation
(10.48) indicates that the optimum weight for each branch has a mag-
nitude proportional to the conjugate of the fading signal and inversely
proportional to the branch noise-power level. Equation (10.47) can be
rewritten to express the maximal-ratio output:

γ = 	
M

k = 1

= 	
M

k = 1

γk (10.49)
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where

γk = (10.50)

Equation (10.49) is a χ distribution. The term “maximal-ratio” was
used by Brennan [4] to define the sum of the instantaneous cnr’s for
individual branches in a multibranched diversity system, as expressed
by Eq. (10.49).

Example 10.2 Two signals, u1 and u2, represent two multipath-fading signals in
a mobile-radio environment. What method can be used to find the correlation
between the two complex Gaussian signals u1 and u2, 〈u1u*2〉, from two branches
separated by a distance d?

solution Let u1 = X1 + Y1 and u2 = X2 + jY2. Then:

〈u1u*2〉 = (〈X1X2〉 + 〈Y1Y2〉) + j(〈Y1X2〉 − 〈X1Y2〉) (E10.2.1)

Applying the model described in Eqs. (6.11) and (6.12) of Chap. 6 yields the fol-
lowing expressions:

Xk = 	
Nk

i = 1

(Ri cos ξi + Si sin ξi) (E10.2.2)

Yk = 	
Nk

i = 1

(Si cos ξi − Ri sin ξi) (E10.2.3)

where

ξi = βxk cos (φi − α) (E10.2.4)

The value k denotes two different signals (k = 1, 2), and Nk is the number of waves
within a given interval. Other parameters appearing in Eqs. (E10.2.1) through
(E10.2.4) have been described in Sec. 6.2 of Chap. 6.

Since

E[RiRj] = E[SiSj] = δij and E[RiSj] = 0 (E10.2.5)

then where φi is the angle of the ith wave arrival and a uniform distribution is
assumed, the following relationships are apparent:

〈X1X2〉 = 〈Y1Y2〉 = N1N2 �2π

0
cos [βd12 cos (φi − α)] dφi

= N1N2J0(βd12) (E10.2.6)

and

〈Y1X2〉 = −〈X1Y2〉

= N1N2 �2π

0
sin [βd12 cos (φi − α)] dφi = 0 (E10.2.7)

uku*k�
ηk

1
�
2
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where d12 = x2 − x1 is the separation between the two signal branches. Therefore,

〈u1u*2〉 = 2N1N2J0(βd12) (E10.2.8)

where J0(βd12) = J0(βd21), in accordance with the Bessel function property J0(−x) =
J0(x). The general expression is therefore

J0(βdjk) = J0(βdkj) (E10.2.9)

Calculating the probability 
density distribution

Let each of the M jointly distributed complex Gaussians {zk} be defined:

zk = = xk + jyk

Then the distribution of M pairs of real Gaussian variables {xk, yk} can
be written in the form:

p({xk, yk}) = exp {−1⁄2([Z]t − 〈[Z]t〉)

× [Λ]−1([Z*] − 〈[Z*]〉)} (10.51)

where [Z] is a column in a matrix, with its elements {zk}, [Λ] represent-
ing the M × M covariance matrix, as shown in Eq. (7.44) and expressed:

[Λ] = 1⁄2{[Z*] − 〈[Z*]〉} {[Z]t − 〈[Z]t〉} (10.52)

[Z*] and [Z]t are the complex conjugate and transpose matrices, respec-
tively, and the total snr γ from Eq. (10.49) becomes:

γ = 1⁄2[Z*]t[Z] (10.53)

The characteristic function of γ can be found from:

Φγ(s) = E[exp ( jsγ)] (10.54)

Then the probability density function, as an inverse Fourier transform,
can be obtained as follows:

p(γ) = �∞

−∞
exp (−jsγ) Φγ(s) ds (10.55)

From Turin [5], Eq. (10.54) can be derived as follows:

Φγ(s) = (10.56)
1

��
det ([I] + s[Λ])

1
��
(2π)M |Λ|1/2

uk
�
�η�k�
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The covariance matrix [Λ], shown in Eq. (10.52), can be written in
another form:

[Λ] = [�] = Γ1[�] (10.57)

where Γ1 is the cnr of the first single branch and [�] is a normalized
covariance matrix of {zk}. Each element of [�], for a mobile-reception
case, can be found from Eq. (E10.2.8) and expressed:

�jk = = J0(βdjk) (10.58)

where djk is the antenna spacing between the jth branch and the kth
branch and β is the wave number. ηj and Γj = 1⁄2 〈zj z*j 〉 are the noise
power and cnr of the jth branch, respectively. Equation (10.56) can be
further simplified [5]:

Φγ(s) = (10.59)

where the λ′j ’s are the eigenvalues of the matrices [�], λj = λ′jΓ1. Substi-
tuting Eq. (10.59) into Eq. (10.55) yields the probability density func-
tion, expressed as:

p(γ) = 	
M

j = 1

(10.60)

where the eigenvalues λj may be either positive real values or complex
conjugate pairs. The cumulative distribution of γ, of the combined sig-
nal, can then be expressed as:

P(γ ≤ x) = 1 − 	
M

j = 1

Example 10.3 Given a three-branch linear array with equal half-wavelength
spacing between adjacent branches, find the eigenvalues λ′j of a normalized
covariance matrix [�], assuming that the average cnr’s of the individual
branches are the same (Γk = Γ).

(λj)M − 1 exp (−x/λj)
���

�
M

k ≠ j

(λj − λk)

e−γ /λ j

��

�
M

j ≠ k

(1/λk − 1/λj)

1
�

�
M

j = 1

λj

1
��

�
M

j = 1

(1 + sλ′jΓ1)

�Γ�jΓ�k�
�

Γ1

〈zjz*k〉
�
〈z1z*1〉

〈u1u*1〉
�

2η1
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solution The elements of the normalized covariance matrix [�] can be found
from Eq. (10.58) and expressed as:

[�] = � � (E10.3.1)

Since

d13 = x3 − x1 = 2d12 = 2d23 = λ and β = (E10.3.2)

then

βd13 = 2βd12 = 2π (E10.3.3)

and where

J0(βdjk) = J0(βdkj)

from Eq. (E10.2.9), then the eigenvalues for the normalized covariance matrix
elements of Eq. (E10.3.1) can be found from the equation

|[�] − λ′m[I]| = 0 (E10.3.4)

where [I] is an identity matrix and the λ′m’s are the eigenvalues.

Note λ′m and λm should not be confused with λ, which is the symbol for wave-
length.

By substituting the values of Eq. (E10.3.1) into Eq. (E10.3.4), the following
covariance matrix is obtained:


 
 = 0 (E10.3.5)

Solving Eq. (E10.3.5) and letting a = J0(π) = −0.3033 and b = J0(2π) = 0.2194 yields
the following:

(1 − λ′m)3 + A(1 − λ′m) + B = 0 (E10.3.6)

where A = −(b2 + 2a2) and B = 2a2b.

Equation (E10.3.6) can be tested as follows:

+ < 0 (E10.3.7)

which shows that there are three real and unequal roots, which are expressed as:

λ′1 = 1 − 2 �� cos (E10.3.8)

λ′2 = 1 − 2 �� cos � + 120°� (E10.3.9)

λ′3 = 1 − 2 �� cos � + 240°� (E10.3.10)
φ
�
3

−A
�
3

φ
�
3

−A
�
3

φ
�
3

−A
�
3

A3

�
27

B2

�
4

J0(2π)
J0(π)

1 − λ′m

J0(π)
1 − λ′m
J0(2π)

1 − λ′m
J0(π)
J0(2π)

2π
�
λ

J0(2βd13)
J0(βd23)

1

J0(βd12)
1

J0(βd32)

1
J0(βd21)
J0(βd31)
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where

cos φ = − (E10.3.11)

Special cases

1. M branches of uncorrelated signals When all values of λj are equal
(λj = Γj = Γ), then Eq. (10.59) is simplified, and Eq. (10.55) becomes:

p(γ) = exp �− � (10.61)

and the cumulative distribution is:

P(γ < x) = �x

0
p(γ) dγ = �x

0
γM − 1 exp �− � dγ (10.62)

For M = 2, the following is obtained:

P(γ < x) = 1 − e−x/ Γ� + 1� (10.63)

For M = 3, the following is obtained:

P(γ < x) = 1 − e−x/ Γ� + + 1� (10.64)

The values of M in Eqs. (10.63) and (10.64), and other values of M from
Eq. (10.62), are plotted in Fig. 10.8, where the greatest degree of
improvement in performance occurs in going from a single-branch sys-
tem to a 2-branch diversity system.

2. Two branches of correlated signals When two branches are corre-
lated, then Eq. (7.44) becomes:

[Λ] = � � (10.65)

where ρ is the complex correlation coefficient between two Gaussian
variables.

Note Do not confuse the term ρ with ρr , which is the correlation coef-
ficient between two Rayleigh signal envelopes. The relationship between
these two terms is ρr = |ρ|2, which can be derived from Eq. (6.107).

ρ�Γ�1Γ�2�
Γ2

Γ1

ρ*�Γ�1Γ�2�

x
�
Γ

x2

�
2Γ2

x
�
Γ

γ
�
Γ

1
��
(M − 1)!ΓM

γ
�
Γ

γM − 1

�
ΓM

1
�
(M − 1)!

B/2
��
�−�A�3/�2�7�
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The eigenvalues are the solution to:


Γ1 − λ ρ�Γ�1Γ�2�

ρ* �Γ�1Γ�2� Γ2 − λ 
 = 0 (10.66)

i.e.,

λ1 = 1⁄2[Γ1 + Γ2 − �(Γ�1�+� Γ�2)�2�−� 4�Γ�1Γ�2(�1� −� |�ρ�|�2)�] (10.67)

λ2 = 1⁄2[Γ1 + Γ2 + �(Γ�1�+� Γ�2)�2�−� 4�Γ�1Γ�2(�1� −� |�ρ�|�2)�] (10.68)

For Γ1 = Γ2 = Γ, Eqs. (10.67) and (10.68) become:

λ1 = Γ(1 − |ρ|) (10.69)

λ2 = Γ(1 + |ρ|) (10.70)

Combining Technology 367

Figure 10.8 Performance curves for maximal-ratio com-
bining within independent channels.
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Then Eq. (10.60) becomes:

p(γ) = +

= + (10.71)

and

P(γ ≤ x) = �x

0
p(γ) dγ = 1 − 
(1 + |ρ|) exp �− �

− (1 − |ρ|) exp �− �� (10.72)

The function for Eq. (10.72) is shown in Fig. 10.9, where ρ2 is used as
the variable instead of |ρ|.

Example 10.4 Consider a situation where system design imposes a transmitter
power limitation that is 20 dB less than the desired output power level. In such
a case, the use of a maximal-ratio diversity-combining scheme would be advan-

x
��
Γ(1 − |ρ|)

x
��
Γ(1 + |ρ|)

1
�
2 |ρ|

exp (−γ /(1 + |ρ|)Γ)
���

2|ρ|Γ
exp (−γ /(1 − |ρ|)Γ)
���

−2|ρ|Γ

e−γ /λ2

�
λ2 − λ1

e−γ /λ1

�
λ1 − λ2
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Figure 10.9 Performance curves for maximal-ratio combining
with two correlated branches.
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tageous in enhancing signal reception. In order to obtain a 20-dB gain at a level
where the received signal is below the threshold level only 0.2 percent of the
time, how many uncorrelated diversity branches are required?

solution From Fig. 10.8, the 99.8 percent line, corresponding to 0.2 percent of the
time when the signal is below the threshold of reception, is −26 dB with respect
to the mean power for a single branch (M = 1). In order to obtain the required 
20-dB gain, the signal level must remain at −6 dB or higher 99.8 percent of the
time. Therefore, a 3-branch maximal-ratio diversity technique is required, as
shown in Fig. 10.8.

10.7 Equal-Gain Combining

The maximal-ratio predetection combining technique is an ideal linear
diversity-combining technique; however, it requires costly design in
receiver circuitry to achieve the correct weighting factors. The selective
combining technique selects the strongest signal branch at any given
instant of time, but it is also difficult to implement. The switched-
combined diversity scheme always provides worse performance than
the selective combining diversity scheme. In comparison, equal-gain
combining uses a simple phase-locked summing circuit to sum all of
the individual signal branches. The equal-gain combining technique
still provides incoherent summing of the various noise elements, but it
also provides the required coherent summing of all the individual sig-
nal branches, as was previously discussed in Sec. 10.2 as another kind
of linear diversity combining.

The resultant signal for an equal-gain combining technique is:

γ = 1⁄2 (10.73)

where the resultant envelope r is:

r = 	
M

k = 1

rk (10.74)

and where rk is the signal envelope at the kth branch.

Calculating the probability density function

From Eq. (10.27), the probability density function of the resultant sig-
nal r = r1 + r2 can be obtained as follows:

p(r) = �r

0
p(r1, r2 = r − r1) dr1 (10.75)

r2

�

	
M

k = 1

ηk
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The solution for Eq. (10.75) can be obtained by the numerical integra-
tion method. Another method can be used when low values of single
branch Γeq, the mean cnr of an equal-gain combiner, are related to the
mean cnr of a maximal-ratio combiner. Under these conditions, an
approximation can be obtained [2]:

Γeq = gMΓmax = gMΓ (10.76)

where

gM = �M� = (10.77)

so that for

M = 2 g2 = 1.16

M = 3 g3 = 1.20

M = 4 g4 = 1.26

M >> 1 gm = 1.36

Then, by substituting the values of Eq. (10.77) into Eq. (10.60), the fol-
lowing expressions are obtained:

p2(γ) = 	
2

m = 1

(10.78)

p3(γ) = 	
3

m = 1

(10.79)

p4(γ) = 	
4

m = 1

(10.80)

For any value of γ, Eqs. (10.78) through (10.80) may generate small
errors in relation to the exact solutions.

Cumulative probability distribution

By integrating Eqs. (10.78) through (10.80) for the range of γ from 0 to
x, the cumulative probability distribution for the total number of
branches can be obtained, as shown in Fig. 10.10. Comparing the per-
formance of the equal-gain combiner with that of the maximal-ratio
combiner reveals that equal-gain combiner performance is slightly
worse than the performance of the maximal-ratio combiner.

g4λ2
m exp (−g4γ /λmΓ)

���
(λm − λi)(λm − λj)(λm − λk)Γ

g3λm exp (−g3γ/λmΓ)
���
(λm − λi)(λm − λj)Γ

g2 exp (−g2γ /λmΓ)
��

(λm − λi)Γ

1
��
�M

(M� −� 1�/2�)!�/��π��
M
�
2

(M/2)M�π�
��
(M − 1/2)!
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Example 10.5 To find the cumulative probability distribution (cpd) of two cor-
related signals from an equal-gain combiner, let ρr represent the correlation coef-
ficient between two Rayleigh-fading envelopes. Then an approximation of the cpd
can be obtained from Eq. (10.72), as follows:

P(γ ≤ x) = 1 + (E10.5.1)

where

a =

b =

From Eq. (10.77)

g2 = 
1.16 ρr < 1

1 ρr = 1

The function for Eq. (E10.5.1) is plotted in Fig. E10.5.

g2
��
2(1 + �ρ�r�)

g2
��
2(1 − �ρ�r�)

(1 − �ρ�r�)e−2ax/ Γ − (1 + �ρ�r�)e−2bx/ Γ

����
2�ρ�r�
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Figure 10.10 Cumulative probability distribution for
equal-gain-combined branches.
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Calculating the level-crossing rate (LCR)

The complex form of a single branch can be expressed:

ui = Xi + jYi = rie jψ i (10.81)

and its envelope ri is expressed:

ri = �X�i
2�+� Y�i

2� (10.82)

and the derivative of the envelope is:

r·i = X·i cos ψi + Y·i sin ψi (10.83)

372 Chapter Ten

Figure E10.5 Cumulative probability distribution of a 
2-branch correlated equal-gain-combining signal.
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The total signal for an M-branched equal-gain combiner can then be
expressed:

r = 	
M

i = 1

ri (10.84)

and r· = 	
M

i = 1

r·i (10.85)

The level-crossing rate of r can be calculated from Eq. (2.73):

n(r = A) = �∞

0
r·p(r = A, r·) dr· (10.86)

On the basis of the relationships expressed in Eqs. (10.81) through
(10.86), it is possible to find the level-crossing rate for a 2-branch
equal-gain-combined signal r(t) at either the base-station or mobile-
unit receiving location.

Finding the LCR at a base-station site [6, 7]

As the basis for finding the lcr for two signals received by two base-
station antennas, it can be assumed that the signal from the mobile
transmitter is propagated over an area having uniform scattering
properties. Under these conditions, the two signals received by the two
base-station antennas are as follows (see Fig. 6.11):

e1 = 	
N

i = 1

Ai exp ( jψi) = X1 + jY1 (10.87)

e2 = 	
N

i = 1

Ai exp j(ψi − βd cos αi) = X2 + jY2 (10.88)

where

ψi = ωct − βVt cos (αi − γ) − ωc cos (θi − αi) (10.89)

and where

d = antenna spacing
V = velocity of mobile unit, which contributes to Doppler shift
γ = angle indicating direction of mobile unit travel

Ω = radius of area of surrounding local scatterers
c = the speed of light
θi = angle indicating direction to the ith scatterer at the

mobile location

Ω
�
c
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Ai, αi = amplitude and angle, respectively, at which incoming wave
arrives at base-station receiver

N = number of waves arriving at base-station antenna

In choosing a model for calculating the level-crossing rate, line-of-
sight propagation is assumed; however, only those waves received by
the base-station receiver from scatterers surrounding the mobile unit
are considered. Also, the assumption is made that the statistical prop-
erties of the scattered signals remain unchanged as the mobile trans-
mitter travels along a given course. Under these conditions, the
parameters Xi and Yi during any given time interval t1 are Gaussian-
distributed, and the angles γ and θi are uniformly distributed. The dis-
tance between the mobile transmitter and the base-station receiver is
assumed to be much greater than the distance from the mobile trans-
mitter to the local scatterers. Therefore, waves reflected from the ith
scatterer to antenna A or B are essentially parallel. The absence of
local scatterers at the base-station site is also assumed.

On the basis of the preceding assumptions for the lcr model, it is rel-
atively easy to show that the average values for X1X2 and X1Y2 [each of
these four parameters is shown in Eqs. (10.87) and (10.88)] are:

Rc = 〈X1X2〉 = N 〈cos (βd cos αi)〉 (10.90)

Rcs = 〈X1Y2〉 = N 〈sin (βd cos αi)〉 (10.91)

σ x
2 = 〈X j

2〉 = 〈Y j
2〉 for j = 1, 2 (10.92)

since the angle at which the incoming wave arrives at the base-station
receiver depends on where the mobile unit is located. The angle αi is
typically confined to a small angular sector α1 < αi < α2, which was pre-
viously described in Sec. 6.9 of Chap. 6, in connection with a probabil-
ity density model. Equations (10.90) and (10.91) are both nonzero
expressions.

By a similar procedure, the derivatives X· 1, Y·1, X· 2, and Y·2 are found as
shown in the following equations:

Rc′ = 〈X· 1X
·

2〉 = 〈Y·1Y
·
2〉 = Rc (10.93)

Rcs′ = 〈X· 1Y
·
2〉 = −〈X· 2Y

·
1〉 = Rcs (10.94)

σ2
x· = 〈X· i

2〉 = 〈Y· i
2〉 = σ x

2 (10.95)

|Λ·|1/2 = |σ x
4 − R2

c ′ − R2
cs ′| = |Λ| (10.96)

(βV2)
�

2

(βV)2

�
2

(βV)2

�
2

(βV)2

�
2
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where

|Λ|1/2 = σ x
4 (1 − |ρ|2) (10.97)

and ρ is the complex correlation coefficient, expressed as:

|ρ|2 = (10.98)

From Eqs. (10.87) and (10.88), the following relationship can also be
obtained:

〈XiY
·

j〉 = 〈X·iYj〉 = 0 i, j = 1, 2 (10.99)

Therefore, the joint probability density function for the eight Gaussian
parameters X1, Y1, X·1, Y·1, X2, Y2, X·2, and Y·2 becomes:

p(X1, Y1, X·1, Y·1, X2, Y2, X·2, Y·2)

= p(X1, Y1, X2, Y2,)p(X·1, Y·1, X·2, Y·2) (10.100)

Equation (10.100) can be simplified by using the following notation:

{X1} = (X1, Y1, X2, Y2) and {X·1} = (X·1, Y·1, X·2, Y·2) (10.101)

Then the following expression is obtained:

p({X1}{X
·

1}) = p({X1})p({X·1}) (10.102)

Note that both p({X1}) and p({X·1}) are obtained from Eq. (7.49).
Equation (10.102) can be used to find p(r1, r2, r·), by first finding the

joint characteristic function for Φ(w1, w2, w3) and the joint probability
function for random variables r1, r2 and r·:

Φ(w1, w2, w3) = E[exp [ j(w1r1 + w2r2 + w3r·)]]
∞

= �∞

0
�∞

0
exp j(w1r1 + w2r2) �2π

0
�2

0
����

× exp ( jw3r·) p({X1})p({X·1})
−∞

× dX·1 dY·1 dX·2 dY·2 dψ1 dψ2 dr1 dr2 (10.103)

where r· can be derived from Eq. (10.85), as a function of ψ1 and ψ2:

r· = X·1 cos ψ1 + Y1 sin ψ1 + X·2 cos ψ2 + Y·2 sin ψ2 (10.104)

Rc
2 + R2

cs
��

σ x
4
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After dX1, dY1, dX·2, dY·2, dψ1, and dψ2 are integrated, Eq. (10.103)
becomes:

Φ(w1, w2, w3) = �∞

0
�∞

0
[exp j(w1r1 + w2r2)] r1r2

× exp �− (r1
2 + r2

2) − σ x
2�

× I0 �� − w3
2 � (Rc

2 + R2
cs)1/2� dr1 dr2 (10.105)

The probability density can then be obtained from Eq. (10.105), as fol-
lows:

p(r1, r2, r·) = � � � Φ(w1, w2, w3)

× e−j(w1r1 + w2r2 + w3r·) dw1 dw2 dw3 (10.106)

where I0 is the zero order of the modified Bessel function of the first
kind. The probability density function p(r, r·), expressed in Eq. (10.86),
can then be obtained as follows:

p(r1r·) = �r

0
p(r1, r2 = r − r1, r·) dr1 (10.107)

By inserting Eq. (10.106) into Eq. (10.107) and then substituting the
result of Eq. (10.107) into Eq. (10.86), the level-crossing rate is
obtained as follows:

n(r = A) = �∞

0
r·p(r = A, r·) dr· (10.108)

The relationship between the instantaneous combined voltage r of a
2-branch received signal and the combined cnr γ is defined in Eq.
(10.73) with ηi = η:

γ = (10.109)

where η is the mean-squared noise envelope of a single branch, and
where the average cnr for a single-branch signal, Γ, can be expressed in
terms of the rms value:

Γ = = = (10.110)
σx

2

�
η

2σx
2

�
2η
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2η

r2

�
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�
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�
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�
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Combining Eqs. (10.109) and (10.110) yields the following relationship:

= 1⁄4� �
2

(10.111)

Substituting Eq. (10.111), together with the terms y = w3(βV/�2�) σx,
r ′1 = r/�2�σx, and ρr = ρ2, into Eq. (10.108) gives the following [6]:

n�(γ = x) = �� exp �− �
× ��2�x�/Γ�

0

�∞

0
� �

× exp �− � + y2��
× I0 �� + y2��ρ�r�� dy dr ′1 (10.112)

Eq. (10.112) is easily solved numerically, since the integral involving
parameter y diminishes very quickly as y itself increases. The function
for Eq. (10.112) is plotted in Fig. 10.11.

In Eq. (10.112), ρr is the normalized correlation coefficient between
the two signals r1 and r2, and V is the velocity. For a given value of ρr, the
base-station antenna separation depends on whether the incoming sig-
nal is normal (broadside) or in line with the axis of the two base-station
antennas. This relationship was briefly described in Sec. 6.9 of Chap. 6
and in Sec. 9.4 of Chap. 9.

Finding the LCR at a mobile site [8, 9]

At a typical mobile site there are usually more than two signal
branches. The methods previously described for finding the lcr of a two-
branched diversity combiner are too cumbersome and too complex to 
be applied where more than two branches of diversity are involved.
For this reason, an approximation method is recommended and is
described in the following paragraphs.

First, it is necessary to find the derivative of rj:

r·j = (10.113)

The probability density function p(Y·j) is Gaussian-distributed with a
value of zero mean, as derived from Eq. (6.62) by factoring out p(rj).

XjX
·

j + YjY
·
j

��
(X j

2 + Y j
2)1/2

2r ′1(r ′1 − �2�x�/Γ�)
��

1 − ρr

2r ′1(r ′1 − �2�x�/Γ�)
��

1 − ρr
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1
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Since all of the elements of the set {Xj, Yj, r·j} are Gaussian, then p(Xj, r·j)
is an even-valued function. Term r·j, as an even-valued function, is
expressed in Eq. (10.113). Therefore, the correlation of Xir·j can be
expressed as follows:

〈Xir·j〉 = �
∞

−∞

� Xir·jp(Xi, r·j) dXi dr·j = 0 (10.114)

for any value of i and j.
Where k and l are odd values, then the following relationships are

valid:

〈Xi
kr·j

2l〉 = 〈X i
2kr· j

l〉 = 0 (10.115)
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Figure 10.11 Level-crossing rate of a 2-branch equal-gain-
combining signal.
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and

〈Xi
2kr· j

2l〉 ≈ 〈X i
2k〉 〈r· j

2l〉 (10.116)

Equation (10.116) expresses the condition where X2k and r· j
2l are weak

values.
By replacing Xi and Yi in Eqs. (10.114) through (10.116), similar

results are obtained. Hence, the joint probability density function can
be expressed as follows:

p(X1, Y1, X2, Y2, . . . , r·1, r·2, . . . )

= p(X1, Y1, . . . )p(r·1, r·2, . . . | X1, Y1, . . . )

≈ p(X1, Y1, . . . )p(r·1, r·2, . . . )

= p(r)p(r·) (10.117)

As a result of inserting Eq. (10.117) into Eq. (10.86) and assuming p(r·)
is a Gaussian distribution, the lcr can be expressed as follows:

n(r = A) = p(r = A) �∞

0
r·p(r·) dr·

= p(r = A)(2π)−1σr· (10.118)

where σr·, the standard deviation of the time derivative r·, is a constant
value that represents an M-branch linear antenna array, and where
the various values for σr· are:

σr· = [2〈r· 1
2〉 − 2〈r·1r·2〉]1/2 for a 2-branch array

= [3〈r· 1
2〉 + 4〈r·1r·2〉 + 2〈r·1r·3〉]1/2 for a 3-branch array

= [4〈r· 1
2〉 + 6〈r·1r·2〉 + 4〈r·1r·3〉 + 2〈r·1r·4〉]1/2 for a 4-branch array

(10.119)

and where

〈r·mr·n〉 = − 〈rmrn〉 
t = 0
(10.120)

The exact solution for 〈rmrn〉 is:

〈rmrn〉 = 2σ x
2[2E(�ρ�m�n�) − (1 − ρmn)K(�ρ�m�n�)] (10.121)

where K(x) and E(x) are the complete elliptic functions of the first and
second kinds, respectively, and ρmn is the correlation coefficient
between signal envelopes, as shown in Eq. (6.119).

d2

�
dt2
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It has been shown that the parameter σr· is also a function of the direc-
tion of motion γ. By inserting Eq. (10.119) into Eq. (10.118), the lcr for a
4-branch equal-gain signal can be calculated for values between γ = 0
and γ = 90°. The curves for this condition are plotted in Fig. 10.12, for an
antenna spacing of 0.15λ. Note that the lcr is different for different val-
ues of γ.The effects of coupling between branches are not included in this
section, but are described in Sec. 10.11. Figure 10.12 shows that the
antenna elements inclined with the motion (γ = 0) creates less level
crossings in the signal. Thus, the signal performance is better.

10.8 Feed-Combining Techniques

Feed combining consists of feeding of one, or sometimes two, signals into
a single receiving channel, splitting the signal in two by a power divider,

380 Chapter Ten

Figure 10.12 Maximum difference in lcr of a 4-branch equal-
gain signal between α = 0 and α = 90°, with antenna spacing
of 0.15 λ.
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and then using a specially designed circuit to combine the two split sig-
nals. The purpose of feed combining is to reduce the random FM, or the
envelope fading, or both. There are two major feed-combining tech-
niques: feed-forward combining and feedback combining.

10.9 Feed-Forward Combining

A typical circuit that can be used in feed-forward combining is shown
in Fig. 10.13 [10].

Use of a nonpilot signal

In feed-forward combining using a nonpilot signal, only one signal is
received. In Fig. 10.13, C1 is a narrowband bandpass filter, whereas C2

is a normal bandpass filter. The signal at each of eight locations in the
feed-forward-combining circuit is labeled with a number for purposes
of identification during the following description. At point 1, the input
signal can be expressed:

s1 = r(t)e j[ωct + ψs(t) + ψr(t) + ψn(t)] (10.122)

where r(t) is the Rayleigh-fading component, ψr is the random phase
caused by multipath fading, ψ· r is the random FM, ψn is the random
phase due to system noise, and ψs is the message information. For voice
transmission, ψ· s is 300 to 3000 Hz.

At points 2 and 3, the signal is:

s2 = s3 = e j(ωct + ψs + ψr + ψn) (10.123)

and at point 4,

s4 = {exp [ j(ω0t + α) + j(ωct + ψs + ψr + ψn)]

+ exp [ j(ω0t + α) − j(ωct + ψs + ψr + ψn)]} (12.124)

r(t)
�
�2�

r(t)
�
�2�
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Figure 10.13 Typical feed-forward-combining circuit.
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C1 can be either a narrowband or a normal bandpass filter with a
bandwidth of 2∆f, centered at f0 − fc . If ψs contains voice information,
then ψ· s is in the range of 300 to 3000 Hz and ∆f = 100 Hz, based on the
maximum Doppler frequency at the mobile speed of 70 mi/h and the
frequency of 850 MHz. Under these conditions, the maximum Doppler
frequency is:

fd = ≈ 100 Hz

The random FM power occurring beyond a frequency of 2fd is small, as
was shown in Fig. 7.6. Therefore, the filtered signal at point 5 becomes:

s5 = K ej(ω0t − ωct + α − ψr − ψn) (10.125)

where ψn is the average noise power over the range of 0 to 100 Hz,
which is negligible.

At point 6, an amplifier A is used to increase the gain of the signal,
which now becomes:

s6 = (KA) exp [ j(ω0t − ωct + α − ψr)] (10.126)

At point 7, mixer M2 provides an output of:

s7 = KA {exp [ j(ω0t − ωct + α − ψr) + j(ωct + ψs + ψr + ψn)]

+ exp [ j(ω0t − ωct + α − ψr) − j(ωct + ψs + ψr + ψn)]} (10.127)

At point 8, after passing through a bandpass filter centered at f0, the
final signal is:

s8 = KA exp [ j(ω0t + α + ψs + ψn)] (10.128)

where α is a constant phase. The phase term ψr has been dropped from
Eq. (10.128); however, the system noise ψn still remains.

Delayed-signal combining

In delayed-signal feed-forward combining, the input signal is the same
as it was in Eq. (10.122), and the circuit of Fig. 10.13 is also used. Up to
point 4, the signal behaves in the same way as in Eq. (10.124). At point
5, however, the signal characteristics change, since C1 in the delayed-

r2(t)
�

2

r2(t)
�

2

r(t)
�
�2�

r(t)
�
�2�
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�
λ
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signal-combining application is a bandpass filter followed by a time-
delay device. The output of the filter therefore is:

s5 = K exp j[ω0t − ωct − ψs(t − τ)

− ψr(t − τ) + α − ψn(t − τ)] (10.129)

At point 8, by following the same steps as were shown for pilot-signal
combining, the output signal, after passing the amplifier, the mixer,
and the bandpass filter, centered at f0 is

s8 = KA exp j[ω0t + α + ψs(t) − ψs(t − τ)

+ ψr(t) − ψr(t − τ) + ψn(t) − ψn(t − τ)] (10.130)

If time delay t is small enough relative to the rate of change of ψr(t), then
ψr(t) − ψr(t − τ) is negligible. Although the term ψs(t) − ψs(t − τ) is one out-
put phase that indicates a reduction in the FM index, it turns out that
the detected signal is not necessarily degraded [11]. The maximum
allowable delay τ for this system is roughly τ ≤ 1/Bc, where Bc is the
coherence bandwidth described in Sec. 9.7 of Chap. 9. When τ > 1/Bc, the
delay signal will not contribute to the cancellation of random FM.

Use of a pilot signal 
with a communication signal [12]

In another type of feed-forward combining, the input at point 1 in Fig.
10.13 is different from that in either of the last two types, in that two
signals are present, a communications signal ω1 and a pilot signal ω2.
The pilot signal does not carry any message information. The differ-
ence between ω1 and ω2 should be within the coherence bandwidth, so
that the phase term ψr due to the random FM within the two signals is
almost the same, as:

ψr1 ≈ ψr2 ≈ ψr (10.131)

The resultant signal at point 1 consists of the normal communications
signal and the pilot signal, which are represented as follows:

s1 = r1e j(ω1t + ψr + ψn) + r2e j(ω2t + ψs + ψr + ψn) (10.132)

pilot signal

At points 2 and 3, the signal expression is:

s2 = (10.133)
s1

�
�2�

r2(t)
�

2

r(t)
�
�2�
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By following the same steps as were shown for the other feed-forward
cases, the final output signal at point 8, assuming the filter C2 has a
bandpass of f0 − f2 − f1, is

s8 = KA exp j[(ω0 − ω2 − ω1)t + α − ψs] (10.134)

Equation (10.134) shows that the random FM and system noise terms
are all canceled.

Alternate-pilot-signal method

Both a pilot signal and a communications signal can be used as inputs
to the circuit shown in Fig. 10.14. At point 1, the input signal is:

s1 = r1e j(ω1t + ψr + ψn) + r2e j(ω2t + ψs + ψr + ψn) (10.135)

At point 2, the signal at the output of the multiplier is:

s2 = (r1e�j(ω1t + ψr + ψn) + r2e�j(ω2t + ψs + ψr + ψn))2 (10.136)

At point 3, filter C is a bandpass filter centered at f2 − f1, and the resul-
tant output signal is:

s3 = r1r2e j[(ω2 − ω1)t + ψs] (10.137)

The solution for Eq. (10.137) is only a rough approximation, since it
does not include the terms for random FM due to multipath fading and
noise. The results of Eq. (10.137) are based on the assumption that the
fading information carried by the pilot signal is identical to that car-
ried by the communications signal. In reality, the two are not the same.

10.10 Feedback Combining [13] 
(Granlund Combiner)

The feedback-combining technique, developed by Granlund, is a prede-
tection combining technique that employs feedback as a reference sig-
nal in place of a local oscillator, as shown in Fig. 10.15 when the circuit
components are as follows. F1 is a narrowband bandpass filter centered
at f2 − f0 and covering 2∆f. F2 is a bandpass filter (centered at f2). L1 is a
limiting amplifier. M1 and M2 are mixers.

r1r2
�

2
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Figure 10.14 Model circuit for the alternate-
pilot-signal method.
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In Fig. 10.15, the signals have been labeled at each point and are
defined as follows. At point 1, the received input signal is:

s1 = r(t)e j[ωc t + ψs(t) + ψr(t) + ψn(t)] (10.138)

At points 2 and 3, the signal is divided into two branches and can be
expressed:

s2 = (10.139)

At point 4, the output frequency f2 from mixer M2, with phase α and
amplitude A, can be expressed:

s4 = Aej(ω2t + α) (10.140)

After passing the mixer M, the filter F, and the limiting amplifier, the
signal at point 7—under the conditions that the amplitude variations
have been removed by limiting amplifier L1 and only the random phase
information remains in the signal—is expressed as:

s7 = Kej[(ω2 − ωc)t + α′ − ψr(t) − ψn(t)] (10.141)

where K is a constant representing the gain of limiting amplifier L1.
At point 8, mixer M2 provides an output signal from input signals s2

and s7:

s8 = e j[(ω2 − ωc)t + α′ − ψr(t) − ψn(t)] � j[ωct + ψs + ψr + ψn] (10.142)

At point 4, the final output signal passed through filter F2 emerges:

s4 = e j[ω2t + α′ + ψs] (10.143)
Kr
�
�2�

Kr
�
�2�

s1
�
�2�
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Figure 10.15 Granlund combiner.
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Comparing the phase terms of Eqs. (10.140) and (10.143) shows that

α = α′ + ψs (10.144)

Since the phase angle of α′ after filtering by F1 is small compared with
ψs, then it can be assumed that

α ≈ ψs (10.145)

Hence, at point 4, the signal becomes:

s4 = e j[ω2t + ψs(t)] (10.146)

Using Eq. (10.146) to check points 5, 6, and 7, we find that Eq. (10.146)
is the right solution. At point 4, s4 contains an amplitude KV/�2� and
the signal ψs(t). It is the output of the Granlund combiner.

10.11 Combining Techniques 
for Multibranched Antenna Arrays

Because of modern technological advancements, it is possible to fabri-
cate printed-circuit antenna arrays for UHF at a reasonable cost. For a
given size of printed-circuit board, the number of array elements con-
tained on each board is primarily determined by the spacing between
adjacent elements. When the spacing is sufficiently large, the correla-
tion coefficient between branches approaches 0, and the antenna is
configured as an independent-branch array. Under this condition, the
advantage of using diversity schemes reaches its maximum potential.
However, the size of a printed-circuit board is finite, and therefore
there is an optimal number of array elements, say N, that can be placed
on the board. In designing an optimal printed-circuit board array, it is
necessary to calculate the number of and closeness of spacing between
elements so as not to degrade the performance of the combined signal
from N branches.

The material in this section is based on the work done by Lee [14,
15]. A significant amount of work has been done in this area by Lee [8,
9, 15].

Of all of the various types of diversity combiners discussed, the 
maximal-ratio diversity combiner that was defined in Sec. 10.6 yields
the maximum carrier-to-noise ratio (cnr) of the combined output sig-
nal. When the maximal-ratio diversity combiner is used to combine a
large number of branches, the mutual coupling effect due to the mutual
impedances among the various branch antennas must be considered.
This is particularly valid when the spacing between adjacent antennas

Kr
�
�2�
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is small, i.e., less than 0.5λ. However, even when these mutual coupling
effects are disregarded, it has been found that approximately 70 percent
correlation between two received signals in their corresponding diver-
sity branches can still provide most of the advantages of the maximal-
ratio diversity combining scheme, as was shown in Fig. 10.9. This
corresponds to mobile-unit receiving-antenna spacing of only a fraction
of one wavelength. Since mobile antennas are spaced close together,
their mutual coupling effects should be taken into consideration. When
a loading network is attached to the mobile antenna array, the power at
the output of the loading network, under optimal conditions, is simply
the maximum value of signal power that the antennas can deliver to the
receiver. However, an optimal loading network is physically difficult to
achieve, and therefore a resistive loading network is usually chosen. A
comparison of the effects of the resistive loading network with those of
the ideal, nonmutual coupling network, in terms of degraded signal per-
formance, is given in the following paragraphs.

The signals for diversity branches received by their respective anten-
nas can be represented in the form:

sj(t) = uj(t) exp j2πf0t (10.147)

where f0 is a common carrier frequency received by each branch and
uj(t) is the multipath fading for a zero-mean complex Gaussian time
process. The incoming signals received by the branch antennas are
assumed to be connected to their respective load impedances ZLj, as
shown in Fig. 10.16. It is further assumed that a certain nominal
amount of mutual coupling exists between the branch antennas. Zjk

denotes the mutual impedance between the jth and kth antennas, and
Zjj is the self-impedance of the jth antenna. They are the elements of
[Z]. The actual and equivalent circuits are shown in Fig. 10.16.

The optimum value for each element within the resistive-load matrix
must be determined on the assumption that the load resistances of all
branches are the same:

[ZL] = RL[I ] (10.148)

where [I ] is an identity matrix. Note that each load resistance RL in
Fig. 10.16 is followed by a transformer and a mixer and all of the
branch mixers are identical and matched. The output of each mixer is
proportional to the input times the insertion loss factor. It is assumed
that the output noise is dominated by the receiver front-end noise and
therefore the noise incidental to the antennas is negligible.

The spacing between antennas directly determines the amount of
mutual coupling. As the antenna spacing increases, the mutual cou-
pling between antennas decreases. With this relationship established, it
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Figure 10.16 Actual and equivalent cir-
cuits of an M-branch maximum-ratio com-
biner with in-line antenna configurations.
(a) Actual circuit of a maximum-ratio com-
biner. (b) Equivalent circuit of (a). (c) In-
line antenna array.

(a)

(b)

(c)
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is possible to analyze the mutual coupling effects for a space-diversity
combiner with a large number of branches from two points of view: (1)
the average carrier-to-noise ratio and (2) the cumulative distribution of
the received signal.

CNR analysis method

The total cnr γ can be expressed:

γ = (10.149)

where [u] is the column of matrix elements ui and η1 is the noise power,
which is the same for all branches. The value of the term RL (load resis-
tance) is as shown in Eq. (10.148), and the general expression for [C] is:

[C] = ([Z] + [ZL])−1t
([ZL] + [ZL]t)([Z] + [ZL])−1 (10.150)

The expression for [C] can be simplified when there is no mutual cou-
pling, or when the loading network for the antenna is optimum, as fol-
lows. For the case where there is no mutual coupling between antennas,

zij = 0 i ≠ j (10.151)

Then

[C] = (10.152)

For the optimum antenna loading-network case,

[ZL] = [Z]+ (10.153)

Then

[C] = ([Z] + [Z]+)−1 = � � (10.154)

where the Rij’s are the real parts of the impedance matrix. The mutual
impedance Rij between two λ/4, normal-sized whip antennas having a
length-to-diameter ratio of 36.5 can be found from Tai’s results [16, 17]
as a function of antenna separation.

Averaging Eq. (10.149) provides the average cnr, where the terms
〈uiu*j 〉 for a mobile-radio environment can be expressed from Eq.
(E10.2.6):

〈uiu*j 〉 = 2NiNj J0(βdij) (10.155)

R13
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where Ni and Nj correspond to the signal levels of the ith and jth
branches, respectively. The average cnr for an optimum resistive load-
ing network with mutually independent branches, 〈γ〉/〈γ〉ind, is plotted in
Fig. 10.17 for a linear array with M branches. For antenna spacing
greater than 0.3λ, the power obtained from a resistive-loaded network
is only degraded by about 1 dB with respect to the ideal, noncoupling
case, regardless of the actual number of branches in the array.

Cumulative-distribution method

The cumulative distribution of the cnr γ for a combined signal was
derived in Eq. (10.60). The eigenvalues λj are for the product of two
matrices {2RL1[�]*[C]}, and the value of [�] has been shown in Eq.
(10.57), where the elements are expressed in Eq. (10.58). Figure 10.18
shows the cumulative distribution for a 4-branch maximal-ratio diver-
sity combiner under two conditions: (1) with no coupling effects and (2)
with mutual coupling effects between elements of a linear array. Note
that when the antenna spacing d is greater than 0.3λ, then the differ-
ence between a signal with coupling and one without coupling effects
becomes very small. For antenna spacing less than 0.3λ, the amount of
degradation in signal performance can be obtained from the curves
plotted in Figs. 10.17 and 10.18.
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Figure 10.17 Optimum cnr for a resistive loading network
consisting of a linear array with M branches.
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10.12 Reducing Time Delay Spread 
by Diversity Combining

The diversity combining can reduce the multipath fading as well as the
time delay spread. Let’s find out the degree of reducing the time delay
spread by applying the diversity combining. First we recall the delay
spread model in Eq. (1.50), where Ti is the time delay of path i. The
probability that Ti in one branch is within the time delay spread ∆ is

P(T1 ≤ ∆) = 1 − �∞

∆
exp �− � dT1 = 1 − e−1 = 0.632 (10.156)

For an M branch, combining all the time delay paths Ti from M
branches and reordering the arrival of waves with time scale TK, the
probability that TK will be within ∆ is

T1
�∆

1
�∆
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Figure 10.18 Cumulative distribution for a 4-branch 
maximal-ratio combiner with and without coupling effects
between elements of a linear array.
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P(TK ≤ ∆) = 1 − ��
∞

∆
exp �− � dTK�

M
(10.157)

Equation (10.157) is plotted in Fig. 10.19 as a function of M. Since a
single branch P(T1 ≤ ∆) = 0.632, we can find the time delay ∆d after
diversity by letting Eq. (10.157) equal 0.632. Then

1 − ��
∞

∆d

exp �− � dTK�
M

= 0.632 (10.158)

From Eq. (10.158), we may obtain that

∆d = (10.159)

Equation (10.159) shows that, by applying diversity combining, the
delay spread ∆d is reduced after the combining by M branches. If the
transmission is within

R < (10.160)

then no equalizer is needed. For a transmission rate of 24 kilosymbols
per second (ksps) and ∆ = 10 µs, then 

= 16 kHz

which can have a transmission rate of 16 ksps without ISI. For a two-
branch diversity, we let M = 2, ∆d = ∆/2 = 5 µs.

= 32 kHz

This shows that the transmission rate up to 32 kbps with a two-branch
diversity does not need an equalizer.

This exercise tells us that, if we transmit at 24 ksps without diver-
sity, we need an equalizer, since 24 ksps exceeds the limit transmission
of 16 ksps. By applying a two-branch diversity, the equalizer can be
eliminated.

There are already many advantages of using diversity schemes. Here
is another one. Sometimes we may still need an equalizer after imple-
menting the diversity scheme, but in this case the equalizer is more
effective when performed in the dispersive medium with the diversity
signal and less effective without it.

1
�2π∆d

1
�2π∆

1
�2π∆d

∆
�M

TK
�∆

1
�∆

TK
�∆

1
�∆
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Problem Exercises

1. Four types of diversity-combining techniques are described in this chapter:
selective combining (Fig. 10.4), switched combining (Fig. 10.7), maximal-ratio
combining (Fig. 10.8), and equal-gain combining (Fig. 10.10). On the basis of
the corresponding signal levels at which 1 percent of the signal is below the
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Figure 10.19 Plot of P(T1 ≤ ∆) and the reduction of ∆d from M-branch diversity.
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threshold of reception, compare the performance of each diversity-combining
technique for 2-branch and 3-branch diversity combining.

2. What correlation coefficient is required between two signals from two
diversity branches in order to obtain a gain of 11 dB over the cnr of a single
channel for at least 99.7 percent of the time? Compare the resultant correla-
tion coefficient for selective combining (Fig. 10.5) with that obtained by using
maximal-ratio combining (Fig. 10.9).

3. Referencing Fig. 10.7, plot an equivalent curve for a switched-combining sig-
nal at a threshold level of approximately A = −6 dB. Explain the procedure used.

4. Macroscopic diversity techniques can be used successfully when two trans-
mitting antennas are sited at two different locations. What is the rationale for
using microscopic diversity techniques for two transmitting antennas located
at the same site and separated by a proper spacing between antenna elements?

5. Derive the cumulative probability distribution of the cnr γ for a 3-branch
equally spaced linear array with half-wavelength spacing between adjacent
branches, using maximal-ratio combining. Assume that a physical triangular
antenna configuration is installed and the following matrix of elements is valid:

[�] = � �
6. Find the average duration of fades for a 2-branch equal-gain combiner
with correlated signals, at a base-station site.

7. What are the relative advantages and disadvantages of using feed-forward
and feedback combining techniques? List the pros and cons for each type.

8. Verify the process of Eq. (10.112).

9. What is the level of degradation in signal performance as a result of mutual
coupling in a 4-branch maximal-ratio combiner, based on an average cnr and
the cumulative distribution? Assume that antenna spacing is d = 0.15λ and an
optimum resistive loading network is used.
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Chapter

Signal Processes

11.1 Mobile-Radio-System Functional
Design—Signaling Problems

Many of the problems commonly associated with the mobile-radio envi-
ronment have already been discussed in the preceding chapters. To
briefly summarize, the natural phenomena that result in excess path
loss over that normally occurring as free-space path loss were dis-
cussed in Chaps. 3 and 4. Multipath fading and the effects of random
FM were discussed in Chaps. 6 and 7. Improving signal reception by
increasing transmitted power and/or transmission bandwidth was dis-
cussed in Chap. 8. The option of using diversity techniques instead of
increasing the transmitted power to improve performance was dis-
cussed in Chap. 9. And finally, the techniques for improving perfor-
mance through the use of diversity combining were described in Chap.
10. In this chapter, the problems encountered in sending and receiving
both voice, which uses analog transmission, and control signals, which
use digital data transmission, through the mobile-radio environment
are discussed. By designing a waveform for the control signal, we can
filter the voice and the control signal at the baseband.

Problems relating to signal transmission in the mobile-radio envi-
ronment are usually associated with the variables of distance and
vehicular velocity, the waveforms of the transmitted pulses, and the
time-delay spread attributable to the mobile-transmission medium.
These problem areas are briefly described in the following paragraphs.

Distance-dependency factors

In Sec. 8.3 of Chap. 8, the error rate was found to be a function of the
carrier-to-noise ratio (cnr). The cnr is affected by the distance between

397

11

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.

Source: Mobile Communications Engineering



the transmitting location and the receiving location. If the transmitted
power remains fixed, the bit-error rate increases as the distance
increases. The bit-error rate is also a function of the signaling rate. The
Shannon channel-capacity formula can be used to verify that the bit-
error rate will increase as the distance increases:

C = B log2 �1 + � (11.1)

where C is the maximum capacity for a given signaling rate, B is the
transmission bandwidth, Sc is the carrier power, and N is the received
noise.* To show that the bit-error rate increases as the signal rate
decreases with distance, it is necessary to relate Sc in Eq. (11.1) to a
function of distance. On the basis of Eq. (4.42), the received power as a
function of distance can be expressed:

Pd = PR + γ log (11.2)

where R is a distance of 1 mi, PR is the received power at the 1-mi inter-
cept point, γ = 38.4 dB per decade is the slope of the path loss in a sub-
urban area, and Pd is the received power of the signal carrier, or the Sc

of Eq. (11.1). Hence, the channel capacity for the signaling rate is:

C = B log2 (1 + 10(Pd − 10 log N)/10) (11.3)

Equation (11.3) indicates the dependency of the signaling rate on path
distance and therefore can be used to determine the signaling rate.

Example 11.1. Given a power PR = −61.7 dBm at the 1-mi intercept point, a slope
of path loss of γ = 38.4 dB per decade, a bandwidth of 25 kHz, and a noise level of
−120 dBm, what is the maximum signaling rate that can be used for a communi-
cations link of 10 mi?

solution The received power is derived from Eq. (11.2), as follows:

Pd = −61.7 − 38.4 = −100.1 dBm (E11.1.1)

To obtain the maximum signaling rate for a communications link of 10 mi, Eq.
(11.3) is applied as follows:

C = 25 × 103 log2 (1 + 10(−100.1 + 120)/10)

= 165.6 kb/s (E11.1.2)

R
�
d

Sc�
N
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* The Shannon channel-capacity formula is applied to a Gaussian noise channel. In
the mobile-radio environment, the capacity should be less than Eq. (11.1) except in the
case of a Rician-fading signal that approaches a Gaussian as its snr becomes large.
Hence Eq. (11.1) serves as an upper limit. The channel capacity in Rayleigh fading envi-
ronments appears in Sec. 17.1.
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Velocity-dependency factors

As previously discussed in Sec. 8.2 of Chap. 8, the vehicular velocity
does not directly affect the bit-error rate; however, the word-error rate
is influenced by the velocity of the mobile unit, as shown in Fig. 11.1.

The average duration of fades for a single-channel receiver can be
obtained from Eq. (6.99) and was shown in Fig. 6.7. The average dura-
tion of fades t� at the rms level is:

t� = 0.036 s V = 15 mi/h

t� = 0.018 s V = 30 mi/h

The bursts of errors due to fades in the mobile-radio environment are
different from errors caused by Gaussian noise. The duration of fades
determines the necessary rate of repetition for transmitting message
data, or for coding information.

11.2 Bit-Stream Waveform Analysis

Pulses transmitted in the time domain can be converted into the fre-
quency domain. The spectral energy of a particular waveform of trans-
mitted pulses falls within a certain frequency band at which the
pulses can be acquired if there is a proper bandpass filter at the
receiving end. Because of this requirement, the waveform characteris-
tics of transmitted pulses are essential parameters for compatible
receiver design.

Time-delay-spread dependency factor

The parameters and ranges for time-delay spread in urban and subur-
ban mobile-radio environments were explained in Sec. 1.5 of Chap. 1.
The maximum signaling-bit rate can be calculated on the basis of time-
delay spread within the mobile-radio medium. An approximate esti-
mate of the maximum bit rate Rmax can also be found roughly from the
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Figure 11.1 Influence of vehicular velocity on mobile-
radio signals.
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coherent bandwidth of the signal, as was shown in Eqs. (6.128) and
(7.65). The relationships based on the maximum bit rate Rmax can be
expressed as follows:

Rmax ≤ � for linear types of modulation, such as ASK

for exponential types of modulation, such as FSK 
and PSK

A more accurate calculation of Rmax will be found in Sec. 13.10 of
Chap. 13. The maximum bit rate Rmax cannot be increased by increasing
power. The use of coding or diversity schemes, or both, compensates for
a Rayleigh-fading medium and enables Rmax to be increased to a value
approaching 1/∆. At this signaling rate, R°max = 1/∆, further increases are
not attainable by any known method. Therefore, the following expres-
sion is valid:

R ≤ Rmax ≤ R°max

by coding and diversity

The dependency factors that have been described in the preceding
paragraphs are used to determine the signaling-bit rate, the length of
the word bits, the pulse waveform, and the message coding. The meth-
ods used to achieve bit and word synchronization are described in
Sec. 11.3.

Analysis of bit-stream waveforms

The various types of binary PCM waveforms are shown in Fig. 11.2.
Note that each waveform has a different power spectral density. The
nonreturn-to-zero (NRZ) and biphase Manchester-code waveforms are
commonly used in pulsed signaling applications. The power spectral
densities of these two waveforms provide a basis for selecting an ade-
quate mobile-radio signaling scheme, and for designing a bandpass 
filter that can pass the total signal energy. The techniques for deter-
mining the power spectral density of a pulsed waveform are described
in the following subsection.

Power spectral density of a random 
data sequence

Assume that a random binary source transmits an elementary signal
from the set {si(t), i = 1, 2}, with a probability of Pi (P1 = p and P2 = 1 − p),
at each time interval Ts. Further assume that another elementary sig-

1
�
4π∆

1
�
2π∆
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nal is transmitted in a signaling interval that is independent of signals
transmitted in previous signaling intervals. Under these conditions, the
transition matrix can be expressed as follows [1]:

[P] = � � (11.4)

The relationship between the transition probability and the power
spectrum can be expressed as follows [2]:

1 − p
1 − p

p
p
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Figure 11.2 Various binary PCM waveforms. (William C. Lindsey and Marvin K. Simon,
Telecommunication Systems Engineering, © 1973, p. 11. Reprinted by permission of
Prentice-Hall, Inc., Englewood Cliffs, N.J.)
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S( f) = �
∞

n = −∞
��pS1� � + (1 − p)S2� ��

2
δ�f − �	

+ p(1 − p)|S1( f) − S2( f)|2 (11.5)

where S1( f) and S2( f) are the power spectra of s1(t) and s2(t), respec-
tively, defined as follows:

S1( f) = 
T

0
s1(t)e−j2πft dt (11.6)

S2( f) = 
T

0
s2(t)e−j2πft dt (11.7)

and s1(t) and s2(t) are the waveforms representing 0 and 1, respectively.

For NRZ baseband signaling

s1(t) = A 0 ≤ t ≤ Ts (11.8)

s2(t) = −s1(t) (11.9)

where s1(t) and s2(t) are rectangular pulses of width Ts. Their Fourier
transforms are:

S1( f) = −S2( f) = ATs exp (−j2πfTs)

= ATs exp (−jx) (11.10)

where x = πfTs. Substituting Eq. (11.10) into Eq. (11.5), and letting the
power of the rectangular pulse become Es = A2Ts, yields:

= (1 − 2p)2 δ( f) + 4p(1 − p) (11.11)

and when p = 1⁄2, Eq. (11.11) becomes:

= (11.12)

The function for Eq. (11.12) is plotted in Fig. 11.3.
Assuming that the signaling rate fs = 10 kHz, then Ts = 1/fs = 100 µs.

For a voiceband, where the upper frequency is f = 3000 Hz, then, Tsf =
0.3. Thus the energy of the NRZ waveform lies in the voiceband.

sin2 πfTs��
πfTs

S( f)
�
Es

sin2x
�

x
1

�
Ts

S( f)
�
Es

sin x
�

x

sin πfTs�
πfTs

1
�
T

n
�
Ts

n
�
Ts

n
�
Ts

1
�
T s

2
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There is no way to separate the NRZ signaling waveforms from the
voice signals.

For Manchester-code-waveform signaling The expression for Manchester-
code-waveform signaling is:

s1(t) = A 0 ≤ t ≤

s2(t) = −A ≤ t ≤ Ts (11.13)

s1(t) = −s2(t)

Substituting the Fourier transforms of Eq. (11.13) into Eq. (11.5) yields
the following:

= (1 − 2p)2 �
∞

n = −∞
� �

2
δ�f − �

+ 4p(1 − p) � � (11.14)

For p = 1⁄2, Eq. (11.14) becomes:

= (11.15)

The function for Eq. (11.15) is also shown in Fig. 11.3. Note that most
of the energy of the Manchester-coded waveform lies between 0.4 and 1.2
on the Tsf scale. For a signaling rate of fs = 10 kHz, the energy is concen-

sin4 πfTs /2��
πfTs /2

S( f)
�
Es

sin4 πfTs /2��
πfTs /2

n
�
Ts

2
�
nπ

1
�
Ts

S( f)
�
Es

Ts�
2

Ts�
2
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Figure 11.3 Spectral densities of NRZ and Manchester-code mod-
ulation waveforms.
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trated within the 4000- to 12,000-H range, which is above the normal
range of mobile-radio voice transmissions. Hence, it is preferable to use
Manchester-coded signaling rather than NRZ signaling to facilitate easy
separation of the analog voice and the digital control signaling informa-
tion. In a fully digitized voice communication system, both the voice and
control signaling components are digital, and therefore the criteria for
improving the quality of the signaling responses are dependent upon the
implementation of techniques for compressing the bandwidth.

Waveform shaping

The bandwidth of a transmitted data stream can be compressed by
shaping the waveform prior to transmission. The waveform-shaping
technique also reduces intersymbol interference. There are several dif-
ferent pulse shapes that have been found to be effective; they are
described as follows:

1. Squared-waveform pulse [see Fig. 11.4(1)]:

s(t) = �A − ≤ t ≤

0 otherwise
(11.16)

2. Triangular-waveform pulse [see Fig. 11.4(2)]:

s(t) = ��1 − � A 0 ≤ t ≤

0 otherwise

(11.17)

3. Cosine-waveform pulse [see Fig. 11.4(3)]:

s(t) = �A cos − ≤ t ≤

0 otherwise
(11.18)

4. Raised-cosine-waveform pulse [see Fig. 11.4(4)]:

s(t) = � �1 + cos � ≤ t ≤

0 |t| >
(11.19)

5. Exponential-waveform pulse [see Fig. 11.4(5)]:

s(t) = �0 t < 0
Ae−t/τ t ≥ 0

(11.20)
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6. Gaussian-waveform pulse [see Fig. 11.4(6)]:

s(t) = Ae−(t/τ)2 (11.21)

Assume that the pulse s(t) can be represented by the Fourier series:

s(t) = 
∞

0
S(ω) cos (ωt + Φ(ω)) dω

= 
∞

0
�a�2(�ω�)�+� b�2(�ω�)� cos �ωt + tan−1 � dω (11.22)b(ω)

�
a(ω)

1
�
π

1
�
π
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Figure 11.4 Effect of waveform shape on power spectral density.
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where

a(ω) = 
∞

−∞
s(t) cos ωt dt (11.23)

b(ω) = 
∞

−∞
s(t) sin ωt dt (11.24)

Then the spectral density functions S(ω) = �a�2(�ω�)�+� b�2(�ω�)� of each differ-
ent waveform pulse s(t) can be obtained from Eqs. (11.23) and (11.24),
and the result will be as shown in Fig. 11.4. In most applications, the
shapes of S(ω) are used for waveform pulses denoted by S(t). Then, their
spectrum density functions are the shapes of corresponding s(t) denoted
by s(ω). Both of them can be shown in Fig. 11.4 by simply changing the
parameters Tω ↔ 4 π t/T. Among all the pulse shapes of Fig. 11.4, note
that S(t) for the raised-cosine pulse and squared pulse have their zero
component at intervals that are a multiple of T/2. Since the amount of
ripple for S(t) of the raised-cosine pulse is less than that of the squared
pulse, the small amount of intersymbol-interference jitter, caused by the
sampling clock, will be less for raised-cosine pulses than for squared
pulses. For this reason, the raised-cosine pulse shape S(t) is the most fre-
quently used and the frequency response is very similar to s(ω), illus-
trated in Fig. 11.4(4).The duobinary waveform described in the following
subsection is a good example of the use of raised-cosine pulse shaping.

Duobinary-waveform signaling [4]

Duobinary-waveform signaling is used when the binary signaling rate
is above the Nyquist rate. The Nyquist rate states that the signaling
rate should be 2f1 at a given frequency f1. The duobinary waveform has
good characteristics and can be implemented as follows. First, the nor-
mal full-length pulse width of the raised-cosine pulse is changed to a
half length pulse width, as shown in Fig. 11.5(a). The raised-cosine
waveform characteristics of Fig. 11.4(4) are modified by interchanging
the time response and frequency response, as follows:

s(t) = (11.25)

The spectral density can be expressed:

S(ω) = �T 0 ≤ ω ≤
(11.26)

�1 − sin � �ω − ��	 (1 − α) ≤ ω ≤ (1 + α)π
�
T

π
�
T

π
�
T

T
�
2

T
�
2

π
�
T

cos πt/T
��
1 − 4t2/T2

sin πt/T
�

πt/T
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Second, the bits of the input data stream {ak} are precoded to {bk} as
follows:

bk = ak ⊕ bk − 1 (11.27)

where the sign ⊕ represents a modulo-2 summation, which means
that if ak is 0, bk = bk − 1, and if ak is 1, then bk = −bk − 1. Last, the half-
length pulses are inserted and responsed into the data stream as
three-level-coded pulses, with marks (M) occurring at either the +1 or
−1 level and spaces (S) occurring at the 0 level, as shown in Fig.
11.5(b). Since the rate is double, the bit-error rate must be investi-
gated. If there is no noise, the levels are 1, 0, and −1, and the probabil-
ities of receiving these are 1⁄4, 1⁄2, and 1⁄4, respectively. Therefore the
probability of error is 3⁄2 times that of a two-level signal expressed in
Eq. (2.118):

Pe = 3⁄2P(x > 1⁄2) (11.28)

Signal Processes 407

Figure 11.5 Characteristics of duobinary precoded waveforms: (a) illus-
tration of Nyquist principle; (b) relationships of a duobinary half-length
pulse response to a full-length pulse response. (Note that in the data
stream, M = 1, ai = 0; S = −1, ai = 1.)

(a)

(b)
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The average power output for a duobinary filter can be approximated
by assuming that the filter is a simple cosine type. The response of a
cosine filter in terms of its transfer function can be expressed:

S(ω) = �2T cos � ω� |ω| ≤ (11.29)

0 |ω| > (11.30)

and

s(t) = � �
The relationship between a precoded duobinary signal that is trans-
mitted at one end of a communications link and the signal received at
the other end can be expressed:

ST(ω) = SR(ω) = [S(ω)]1/2 (11.31)

The transmitting power, after passing through the transmitter filter,
can be expressed:

Ps = Pd 
π /T

−π /T
|ST(ω)|2 dω

= Pd 
π /T

−π /T �2T cos � ω��
2

dω = Pd (11.32)

where Pd is the average power of the duobinary waveform before trans-
mitter filtering. Equation (11.32) shows a transmitting power gain fac-
tor of 4/π. Therefore, at the receiving end the duobinary-waveform
power would be reduced by the same factor of 4/π, assuming that the
same type of filtering is used in the receiver. However, the noise at the
output of the receiver filter would be increased by a factor of 4/π over
the input receiver noise N0:

N = N0 (11.33)

Then the signal-to-noise ratio at the output of the receiver filter
becomes:

= = � �
2
γ (11.34)π

�
4

(π/4)Pr�
(4/π)N0

Pd�
N
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�
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�
π
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�
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The probability of error can be determined by using the same proce-
dure described in Chap. 8, as derived from Eq. (8.70) and expressed as
follows:

Pe(x > 1⁄2) = Pe�y > �
�
= erfc � �γ�� (11.35)

Equation (11.28) becomes:

Pe = erfc � �γ�� (11.36)

For a binary AM signal, assuming that ideal filtering is used (see Sec.
8.3 of Chap. 8), the probability of error can be expressed:

P′e = 1⁄2 erfc (�γ�) (11.37)

In evaluating the desirability of the precoded duobinary signaling
option, the erfc argument is the dominant factor. Comparing the erfc of
Eq. (11.36) with that of Eq. (11.37) shows that the performance of
duobinary waveforms is poorer by a factor of π/4, or 2.1 dB. This is the
price that must be paid in order to achieve a binary signaling rate that
is higher than the Nyquist rate.

11.3 Bit and Frame Synchronization

Receiving digital transmissions requires that a digital clock signal be
synchronized to the received data stream [3]. If the clock output signal
experiences time jitter or frequency drift, the bit- and word-error rate
will be increased. This type of problem can be eliminated by using
improved bit- and frame-synchronization techniques, which are
described in the following subsection.

Bit synchronization

The input digital signal to a bit synchronizer can be characterized as
follows:

y(t) = r(t) �
K

k = 0

s(t; ak, ε1) + n(t) (11.38)

where ak is the polarity (�1) of the kth transmitted bit s(t; ak , ε1), ran-
dom epoch ε1 is assumed to be constant for KT seconds, n(t) is Gauss-

π
�
4

3
�
4

π
�
4

1
�
2

Pd�
N

1
�
2
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ian noise, and s(t; ak , ε1) can be expressed in terms of waveshape Ps(t)
as follows:

s(t; ak, ε1) = akPs[t − (k − 1)T − ε1] (11.39)

Assume that the undistorted bit-stream pattern x(t) is:

x(t) = �
K

k = 0

s(t; ak, ε2) (11.40)

where ε2 is the error due to the instability of the clock at the receiving
end. The cross-correlation of x(t) and y(t) is:

Rxy(τ) = 
KT

0
x(t − τ)y(t) dt (11.41)

Equation (11.41) must be maximum, or the estimator δ, expressed:

δ = |Rxy(τ) − 〈x2(t)〉| (11.42)

will be minimum at τ = τm. τm is the time difference, to which the
receiver clock must be adjusted, as shown in Fig. 11.6.

The value of Rxy(τm) always decreases as the number of errors in the
bit-stream pattern increases. The error rate tends to increase as a func-
tion of Rayleigh fading within the mobile-radio environment. The com-
monly used bit-synchronization pattern is a series of K symbols
consisting of alternate 0s and 1s. Depending upon the severity of fad-
ing, the values of K are determined so that δ in Eq. (11.42) meets the
minimum value required.

Example 11.2 Assume that a received bit-synchronization pattern y(t) consists
of a sequence of alternating +1s and −1s, as in +1, −1, +1, −1, +1, −1, . . . , and that
these bit symbols correspond to logic 1 and 0 voltage levels, respectively. How can
this pattern be used to time the clock synchronization at the receiver?

solution For purposes of explanation, assume that the sequence of clock timing
pulses generated within the receiver is expressed by the term x(t). Then, the tim-
ing relationship between y(t), the received bit-synchronization pattern, and x(t),

410 Chapter Eleven

Figure 11.6 Cross-correlation in time dif-
ference between incoming-signal pulses
and clock pulses.
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the local receiver-generated bit-synchronization pattern, can be as illustrated 
in Fig. E11.2.1. The correlation between x(t), the local receiver-generated bit-
synchronization pattern, and y(t), the received bit-synchronization pattern, is
expressed:

Rxy(τ) = 
kT

0
x(t − τ)y(t) dt (E11.2.1)

and the autocorrelation function Rxy(τ) then becomes:

Rxy(τ) = (E11.2.2)

The autocorrelation is based on the waveform parameters shown in Fig. E11.2.2,
and the function of Eq. (E11.2.2) is illustrated in Fig. E11.2.3. If Rxy(τ) = 0.5, from
Eq. (E11.2.2), the bit-synchronization clock pulses have slipped in time to one-
half the pulse-duration interval, expressed as τm = T/2. A general expression for
finding the value of τm is obtained from Eq. (E11.2.2):

τm = T[1 − Rxy(τm)] (E11.2.3)

[T − τ]
�

T
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Figure E11.2.1 Relationship between bit-syn-
chronization patterns y(t) and x(t).

Figure E11.2.2 Waveform parameters for deter-
mining autocorrelation function Rxy(τ).
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Frame synchronization

A data bit stream contains data arranged in a series of words, with a
prescribed number of words making up a block and a given number of
blocks constituting a frame. Each data frame is identified by one or
more bits that are inserted at the beginning or ending of each frame or,
in certain schemes, at both the beginning and ending of each frame. A
commonly used frame code, known as the Barker code, is often used for
frame synchronization. The sync-frame code word can be recognized
during reception by a specific bit sequence consisting of N-bit segments,
which are compared with an identical sync-frame code word stored
within the receiver data processing circuits. The sync-frame coding
information can be thought of as a finite number k of symbols having
the unique property that their sidelobes have a correlation of R(k) = 1/N.
The correlation function R(k) of a specific bit sequence, separated by k
bits from the sequence, can be expressed:

R(k) = �
N − k

i = 1

xixi + k (11.43)

where xi (i = 1, . . . , N) has the values listed in Table 11.1. The autocor-
relation function R(k) for values of N = 7 and N = 11 is shown in Fig. 11.7.

412 Chapter Eleven

Figure E11.2.3 Plot of autocorrelation func-
tion Rxy(τ).

TABLE 11.1 Barker Sync-Frame 
Coding for N-Bit Segments

N Code

1 +
2 + + or + −
3 + + −
4 + + + − and + + − +
5 + + + − +
7 + + + − − + −

11 + + + − − − + − − + −
13 + + + + + − − + + − + − +
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The Barker code [5] has excellent autocorrelation properties that
make it ideal for sync-frame coding applications; however, in transmis-
sion through a multipath-fading environment, synchronization is
dependent upon the correlation coefficient to remain above a pre-
scribed threshold level.

Example 11.3 An 11-b Barker sync-frame coding sequence is transmitted at a
rate of 16 kb/s, at a frequency of 900 MHz. If the receiving mobile unit is travel-
ing at a speed of 30 km/h, what is the average duration of fades, and how often
will synchronization errors occur at levels of −15 dB with respect to the rms value
of the received signal?

solution The average duration of fades t�(−15 dB) can be determined from Eq.
(6.99), as follows:

t�(−15 dB) = 0.00288 s (E11.3.1)

The level-crossing rate for n(−15 dB) can be determined from Eq. (6.65), as follows:

n(−15 dB) = 10.76 s−1 (E11.3.2)

On the basis of the results of Eqs. (E11.3.1) and (E11.3.2), there will be an aver-
age of 11 fades, each lasting for a period of 0.00288 s, and approximately 46 b will
be lost during each fade. Under these conditions, it will be necessary to repeat the
11-b Barker sync-frame coding sequence at least five times to ensure synchro-
nization of the received signal. This requirement is based on the following calcu-
lation:

≈ 5 times (E11.3.3)

Signaling formats used in mobile-radio transmission are designed
to reduce the probability of error. The autocorrelation of a signal enve-
lope for a single mobile-radio channel operating at 850 MHz is 0.8λ

11 + 46 bits
��

11
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Figure 11.7 Plot of the autocorrelation function R(k) for N = 7
and N = 11.
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(∼0.93 ft). At mobile speeds of V = 60 mi/h (88 ft/s), the time interval is
(0.93 ft)/(88 ft/s) ≈ 10 ms. If the signaling rate is 10 kb/s, then 100 b can
be transmitted in 10 ms of time. Under these conditions, the first bit
and the 101st bit are not correlated, since they are separated far
enough in time (in different frames) and therefore do not have the
same fading characteristics. To reduce the probability of error, the fol-
lowing signaling format can be used:

414 Chapter Eleven

An error-correcting code and repetition techniques can be incorporated
into the frame word to improve the reliability of error-free reception.
These types of framing techniques are described in Chap. 13.

11.4 Syllabic Companding

Communication channels are designed to accommodate different
human voices as well as message data from different sources. In order
to ensure adequate performance across a wide range of signaling appli-
cations, the mobile-radio system design must provide sufficient signal
power to overcome fading, random noise, and other types of interfer-
ence encountered in a typical communications link. In practice, the sig-
nal power is proportionate with the message power, and excessive
power can cause excessive interference in other systems. One method
that can be used to overcome this interference problem is to compress
the message power range prior to transmission, with a complementary
expansion of the message power range at the time of reception. For
voice transmissions, the techniques of compression and expansion are
implemented at a syllabic rate. Hence, the technique is referred to as
syllabic companding. Syllabic companding can be used to reduce noise
and cross talk in a voice transmission system.

A simplified block diagram for a compandor is shown in Fig. 11.8.
The conventional syllabic compandor consists of a compressor and an
expandor. The compressor is used to compress the voice signal prior to
modulation of the carrier for transmission. The compressor circuit con-
tains a variable-loss device VL1, which increases signal attenuation as
the unidirectional control current ic increases.

The control current is developed by rectifying a portion of the output
signal from VL1 and feeding it back as a control signal for VL1. The
expandor circuit contains a similar variable-loss device, VL2, which
performs the complementary function of VL1, increasing the control

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.

Signal Processes



current ic to VL2 as input-signal attenuation decreases. The control
current for VL2 is developed by rectifying a portion of the input signal
and feeding it forward as a control signal for VL2. The expandor circuit
is used only during signal reception.

The unidirectional control current ic is designed to follow variations
in signal level occurring at a syllabic rate, rather than the individual
variations in the speech waveform.

To better understand the principle of compression, let σx represent
the rms amplitude of a particular message waveform, σ̂x the maximum
amplitude of the message waveform, and σy the compressed output-
message waveform. Then, the compressor characteristic g(x) can be
expressed in the following relationship:

y = g(x) = g� � (11.44)

and the expandor characteristic h( y) can be expressed in a similar
manner:

x = h( y) = h� � (11.45)

For purposes of explanation, when the companding characteristics
are expressed as [6]

y = g(x) = (11.46)sinh−1 µx
��
sinh−1 µ

σy�
σ̂y

σx�
σ̂x
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Figure 11.8 Simplified block dia-
gram for a compandor: (a) com-
pressor (at the transmitter); (b)
expandor (at the receiver).

(a)

(b)
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and where µ is the compression factor. When µ = 0, the equation shows
that no compression takes place. Then

y = g(x) = 1 (11.47)

is the case where

σx = σy (11.48)

The expandor characteristic h( y) can be obtained from Eq. (11.46)
and expressed as follows:

x = h( y) = sinh (y sinh−1 µ) (11.49)

To better understand the principle of the expandor, let the rms noise
amplitude at the expandor input be represented by σn , where n = σn /σ̂x ,
and where the output n0 = σn0

/σ̂x. Then, the following relationship is
applicable:

x + n0 = sinh [( y + n) sinh−1 µ] (11.50)

n can also represent the total additive noise from the phase terms
described in Sec. 8.2 of Chap. 8:

n = nrfm + ncn + nsn + ngn

For y >> n, as would ordinarily be the case, the following approximation
is applicable:

x + n0 ≈ x + n cosh (sinh−1 µx) (11.51)

The noise reduction factor η, in decibels, as a function of the ratio of x
in decibels, for values of µ = 50 and µ = 500, expressed as η = 10 log n/n0,
is shown in Fig. 11.9.

When there is crosstalk interference between similar systems, the
companding requirements become more complex and may require spe-
cial consideration [7–9]. However, most of the syllabic compandors cur-
rently in use are of the 2:1 companding type, where the ratio between
input and output signals is approximately 2:1 for compression and
expansion. Figure 11.10 shows a typical input-output signal relation-
ship for a 2:1 compandor, where the compressor has a slope of 1/2 and
the expandor has a slope of 2/1.

sinh−1 µ
�

µ

1
�
µ

1
�
µ
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Figure 11.9 Plot of noise-reduction factors.

Figure 11.10 Typical input-output relationship in a 2:1
compandor.
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Problem Exercises

1. Given the parameters of PR = −61.7 dBm at the 1-mi intercept point and 
γ = 38.4 dB per decade, use Eq. (11.2) to find the received power at a mobile
location 16 mi from the base-station transmitter. Calculate the signal-to-noise
ratio from the noise floor:

N = kT (dBm) + B (dB) + receiver front-end noise

where kT = −174 dBm at a room temperature of 17°C, bandwidth B of the IF fil-
ter is 30 kHz, and receiver front-end noise is 7 dB.

2. On the basis of the Barker sync-frame coding for N = 13 b of Table 11.1 in
Sec. 11.3, find the correlation function R(k) of xi with its sidelobes, where k is
the number of bits shifted.

xi = + + + + + − − + + − + − +

3. If a mobile-radio channel has a bandwidth of 25 kHz and a maximum sig-
naling rate of 100 kb/s, what is the maximum distance at which the signal can
be received without degrading performance? The condition given in Example
11.1 can be used as a reference.

4. A mobile unit traveling at a speed of 50 km/h receives a signal with a data
rate of 30 kb/s at an operating frequency of 450 MHz. Based on the rms level of
the signal, what is the average number of bits that can be received during a sig-
nal fade? If the speed of the mobile unit increases to 70 km/h, what signaling
rate is required in order to obtain the same average number of bits during each
signal fade?

5. Given an FSK mobile-radio channel with a bandwidth of 25 kHz, a time-
delay spread of 0.05 µs for the medium, and a cnr of 15 dB, what is the recom-
mended maximum signaling rate? If the time delay spread is 3 µs, what effect
will this have on the maximum signaling rate?

6. In Fig. 11.5(b), the “space” symbols all fall at the 0 level. Can this property
be used to detect errors?

7. A bit-sync pattern has a duration of 62.5 µs and a correlation value of −0.3,
after passing through a comparator. Give the rationale for having a negative
correlation value, describe the amount of time slip, and explain how the syn-
chronization error can be corrected.

8. Apply Eqs. (11.49) and (11.51) to find the ratio of average message power
to average noise power, where the average speech power is µ = 50.

9. What is the recommended Barker sync-frame coding for a data rate of 
5 kb/s at a frequency of 1 GHz? Assume that the average speed of the receiving
mobile unit is 50 km/h. Refer to Table 11.1.
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10. Prove that 70 percent of the signal power in a Manchester-coded signal is
within a power spectral density band of 1/Ts, and that 95 percent of the signal
power is within a band of 2/Ts.
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Chapter

Interference Problems

12.1 Effects of Interference

A primary design objective for any commercial or military mobile-radio
system is to conserve the available spectrum by reusing allocated fre-
quency channels in areas that are geographically located as close to
each other as possible. The limitation in distance for reusing frequency
channels can be determined by the amount of cochannel interference.
The separation between adjacent channels and the assignment of 
frequency channels within specified geographic areas is limited by the
parameters for avoidance of adjacent-channel interference. To achieve
a satisfactory frequency channel-assignment plan it is necessary to
fully understand the effects of cochannel and adjacent-channel inter-
ference on mobile-radio reception. The following paragraphs discuss
cochannel interference and are followed by a discussion of adjacent-
channel interference for different situations involving FM reception.
At the present time, most mobile-radio systems in use are of the FM
type.

Three other types of interference will also be described in this chap-
ter. The problems are near-to-far ratio, intermodulation, and intersym-
bol interference. The near-to-far ratio interference problem is inherent
in the nature of mobile communications; e.g., at times the mobile unit
may be too close to an undesired transmitter and too far away from 
the desired transmitter. The intermodulation (IM) interference prob-
lem is usually experienced in multichannel, frequency-division multi-
plex applications. Finally, the problem of intersymbol interference
because of digital transmission is also described.

421
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12.2 Cochannel Interference

Assuming that s(t) is the desired signal and i(t) is the interfering sig-
nal, the relationship between them can be expressed by the following
equations:

s(t) = exp j(ωc t + φ(t)) (12.1)

and i(t) = r exp j(ωc t + φi(t) + φ0) (12.2)

where φ(t) and φi(t) are the phase-modulation components of the
desired and interfering signals, respectively, φ0 is the phase difference
between s(t) and i(t), and r is the ratio of the amplitude of the interfer-
ing signal to that of the desired signal. With these relationships estab-
lished, the composite signal vc(t), the input to the FM detector, can be
derived by adding s(t) and i(t):

vc(t) = s(t) + i(t)

= exp j[ωc t + φ(t)] {1 + r exp j[φi(t) − φ(t) + φ0]}

= exp j[ωc t + φ(t)]{R(t) exp jδ(t)} (12.3)

The phase angle δ(t) in Eq. (12.3) can be determined as follows. Let

ex = 1 + r exp j[φi(t) − φ(t) + φ0] (12.4)

and x = xr + jδ(t) (12.5)

then, from Eq. (12.4), the following is obtained:

x = ln {1 + r exp j[φi(t) − φ(t) + φ0]} (12.6)

and from Eq. (12.5), δ(t) expresses the imaginary part of x:

δ(t) = Im (x) = Im (ln {1 + r exp j[φi(t) − φ(t) + φ0]}) (12.7)

Note that r2 is the interference-to-carrier ratio.
Since

ln (1 + y) = �
∞

k = 1

(−1)k + 1 yk (12.8)

then Eq. (12.7) becomes:

δ(t) = Im � �
∞

k = 1

(−1)k + 1 rk exp j k[φi(t) − φ(t) + φ0]�
= �

∞

k = 1

(−1)k + 1 rk sin k[φi(t) − φ(t) + φ0] (12.9)
1
�
k

1
�
k

1
�
k
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When Eq. (12.9) is substituted into Eq. (12.3) and it is assumed vd(t) is
the signal output after limiting, then Eq. (12.3) changes to:

vd(t) = A exp j[ωc t + φ(t) + δ(t)] (12.10)

where A is of constant amplitude and δ(t) is as expressed in Eq. (12.9).
δ(t) represents the phase interference.

Nonfading environment

To estimate the spectrum of δ(t) in a nonfading environment, it is nec-
essary to obtain the correlation by averaging the random phase angle
φ0 from Eq. (12.9). Assuming that φ0 is uniformly and independently
distributed from 0 to 2π, then the correlation Rδ (τ) of δ(t) is [1]:

Rδ(τ) = lim
T→∞

�T

−T
E[δ(t)δ(t + τ)]φ 0

dt

= �
∞

k = 1

lim
T→∞

�T

−T
cos k[φi(t + τ) − φ(t + τ) − (φi(t) − φ(t))] dt

= �
∞

k = 1

exp [−R∆k(0) + R∆k(τ)] (12.11)

where R∆k(t) is the covariance function of k[φi(t) − φ(t)]. In practice, it
has been found that band-limited random Gaussian noise has a rect-
angular power spectrum and statistically simulates wideband compos-
ite speech signals [1].

Since

∆k = k[φi(t) − φ(t)] (12.12)

the spectral density S∆k(f ) can be expressed as follows:

S∆k(f ) = �R∆k(0) |f| < W
0 otherwise

(12.13)

and the covariance function R∆k(τ) of ∆k is given by:

R∆k(τ) = �∞

−∞
S∆k(f )e jωτ df = R∆k(0) (12.14)

The functions of Eqs. (12.13) and (12.14) are plotted in Fig. 12.1.
Given Eq. (12.14), Rδ(τ) of Eq. (12.11) can be determined. The spec-

trum Sδ(f ) of δ(t) can be written as follows [2]:

Sδ(f ) = �∞

−∞
Rδ(τ) exp (−j2πf τ) dτ

= �
∞

k = 1

Svk(f ) (12.15)
r2k

�
k2

1
�
2

sin 2πWτ
��

2πWτ

r2k

�
k2

1
�
2

1
�
T

r2k

�
k2

1
�
2

1
�
2T
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where

Svk(f ) = �∞

−∞
exp [−R∆k(0) + R∆k(τ)] exp [−j2πfτ] dτ (12.16)

Substituting Eq. (12.14) into Eq. (12.16) yields the following:

Svk(f ) = �∞

−∞
exp �−R∆k(0) �1 − �� exp (−jλp) dp (12.17)

where

λ = (12.18)

and

p = 2πWτ

Equation (12.17) is difficult to solve by using analytic methods. The
curve for R∆k(0) = 6 rad2, obtained numerically [2], is shown in Fig. 12.2;
the small amount of discontinuity in the spectrum at f/W = 1 is apparent.

The modulation in a Gaussian stochastic process is only a rough
approximation of the statistics for a single voice signal. This statistical
difference mainly affects the tails of the IF FM spectrum and does not
have any appreciable effect on the analysis of the cochannel baseband

f
�
W

sin p
�

p
1

�
2πW
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Figure 12.1 Plot of spectral density and covariance functions of ∆k.
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interference. Assuming that φ(t) and φi(t) are independent stationary
Gaussian stochastic processes with rectangular two-sided power spec-
tra (−W to +W Hz), then the spectrum of Sφ(f ) is expressed:

Sφ(f ) = � rad2/Hz |f| ≤ W

0 otherwise
(12.19)

The mean square modulation index Φ2 is defined as follows:

Φ2 = E[φ2(t)] = �∞

−∞
Sφ(f ) df (12.20)

The autocorrelation of φ(t) is

Rφ(τ) = Φ2 (12.21)

Similarly, the spectrum of Sφ i
(f ), of the interference, is:

Sφ i
(f ) = � rad2/Hz |f| ≤ W

0 otherwise
(12.22)

Φi
2

�
2W

sin 2πWτ
��

2πWτ

Φ2

�
2W
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Figure 12.2 Plot of R∆k(0) = 6 rad2. (Copyright 1969, American
Telephone and Telegraph Company. Reprinted with permission.)
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The mean square modulation index Φi
2 and the autocorrelation Rφ i(τ) of

interference signal φi(t) are similar to those expressed in Eqs. (12.20)
and (12.21), respectively. In this case the term R∆k(0) can be expressed
in terms of Φ2 and Φi

2:

R∆k(0) = lim
T→∞

�T

−T
k2(φ2(t) + φi

2(t)) dt = k2[Rφ(0) + Rφ i(0)]

= k2(Φ2 + Φi
2) (12.23)

Substituting R∆k(0) of Eq. (12.23) into Eq. (12.17) and then into Eq.
(12.15) causes Eq. (12.15) to become a function of r2, Φ2, and Φi

2.The spec-
tral density Sδ(f ) of the baseband cochannel interference is plotted in
Fig. 12.3 for Φ = Φi = 2.55 and for different values of r2, the interference-
to-carrier ratio (icr) at the intermediate frequency (IF). The value of
Sδ(f ) decreases either as f increases or as r decreases.

Figure 12.3 also shows that Sδ(f ) contains a Dirac delta function at
the frequency f = 0. Since the maximum baseband interference occurs at
the lowest frequency present in the system—i.e., the minimum signal-
to-interference ratio (s.i.r.) occurs at f = 0—the minimum s.i.r. can be
expressed:

s.i.r. = � �
min

= � �/Sδ(0) = (12.24)

where Sδ(f ) is as shown in Eq. (12.15). The analytical solution for Eq.
(12.15) is complicated and therefore difficult to obtain. The less compli-

Φ2

�
2WSδ(0)

Φ2

�
2W

S
�
I

1
�
2T
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Figure 12.3 Spectral density of baseband cochannel inter-
ference in a nonfading environment.
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cated numerical calculation [3] of Eq. (12.15) is plotted in Fig. 12.4 for
the function r2 < 1, which is the value most frequently encountered.
When r is small in value, the slopes of the curves are constant, as
shown in Fig. 12.4. Once the value of Sδ(0) for a given r2, Φ2, and Φi

2 is
known, then (S/I)min of Eq. (12.24) can be obtained.

Example 12.1 Assume that there is cochannel interference under nonfading
conditions and that the values of Φ2 = Φi

2 = 3 and r2 = 0.1 are given. Then, the fol-
lowing value can be obtained from Fig. 12.4:

2WSδ(0) = 0.032

Thus,

� �
min

= = 93.75 ≈ 19.7 dB (E12.1.1)

This means that when the cochannel interference is 10 dB below the carrier
level, the baseband signal-to-interference ratio (s.i.r.) can still attain a value of 
20 dB.

An approximation of interference power, 2WSδ(0), can be determined
by examining the curves in Fig. 12.4 to verify the following relation-
ships:

2WSδ(0) = �r2	
 Φ2 + Φi
2 > 2.35, r2 < 1

r2 � � Φ2 + Φi
2 < 2.35, r2 < 1

(12.25)
Φi

2 + Φ2

�
2

3
��
2π(Φ2 + Φi

2)

3
�
0.032

S
�
I
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Figure 12.4 Plot of power of baseband cochannel interference under nonfading con-
ditions, r2 < 1. (From Ref. 3.)

(a) (b)
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The (S/I)min of Eq. (12.24) then becomes:

Φ2 + Φi
2 > 2.35, r2 < 1

� �
min

= � �1 + ��
−1

Φ2 + Φi
2 < 2.35, r2 < 1

(12.26)

�1 + �
−1

r2 > 1

Equation (12.26) shows that the output signal-to-interference ratio
(s.i.r.) at the baseband level improves as a function of the cube of the
modulation index Φ of the signal itself when the signal is greater than
the cochannel interference and where Φ2 + Φi

2 > 2.35. The signal-to-
interference ratio at the baseband level is equal to Φ2/(Φi

2 + Φ2), when
the interference is greater than the signal.

This analysis can be applied even when the baseband signal is
passed through linear networks, such as preemphasis or deemphasis
networks, before modulation [1].

Rayleigh-fading environment

In a Rayleigh-fading environment, the quasi-static approximation
described in Sec. 8.2 of Chap. 8 can be used to determine the average
s.i.r. at the baseband level as a function of the average IF interference-
to-carrier ratio (icr). The icr at the IF is

r2 = (12.27)

With both the signal s(t) and the interferer i(t) undergoing indepen-
dent Rayleigh fading, the probability density function (pdf) pr2(x) can be
expressed as follows [4]:

pr2(x) = (12.28)

Note The pdf of pr2(x) can be derived from Prob. 6 of Chap. 2.
Equation (12.28) is referred to as the F distribution for two degrees

of freedom, and Γ is defined:

= E[r2] = �∞

0
r2pr2(x) dx (12.29)

where Γ is the average cir, c�i�r�.

1
�
Γ

Γ
��
(1 + Γx)2

i2(t)
�
s2(t)

Φi
2

�
Φ2

Φi
2

�
Φ2

r2

�
2

S
�
I

Φ3

���

r2 	�2
π
[1
 +
3
(
Φ
i/Φ
)2
]
�
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Now, the cochannel interfering power E[I] at the baseband level
(evaluated at f = 0, the minimum s.i.r. in a Rayleigh-fading case) can be
expressed by two terms, as follows:

E[I] = E[2WSδ(0)] + E[Ns] (12.30)

The term E[2WSδ(0)] is the interference averaged over r from 0 to ∞,
where 2WSδ(0) is found from Eq. (12.25). Then, for the case of Φ2 +
Φi

2 > 2.35,

E[2WSδ(0)] = �∞

0
pr2(x)2WSδ(0) dx

= �1

0
	
 dx + �∞

1
� � dx

=	
� ln (1 + Γ) − � + (12.31)

Ns in Eq. (12.30) is the power of the signal-suppression noise ns(t) due
to Rayleigh fading, as previously described in Eq. (8.52), and ns(t) can
be expressed as follows:

ns(t) = φ(t) − E[φ(t)] (12.32)

where φ(t) is the baseband output signal for a nonfading case and
E[φ(t)] is the signal output for a Rayleigh-fading case. In the latter
instance, the following expression applies:

E[φ(t)] = � φ(t)pr2(x) dx = �φ(t) �1

0
pr2(x) dx = r2 < 1

φ(t) �∞

1
pr2(x) dx = r2 > 1

(12.33)

Substituting Eq. (12.33) into Eq. (12.32) yields:

ns(t) = φ(t) − E[φ(t)] = � φ(t) r2 < 1

φ(t) r2 > 1

(12.34)

The time average of Ns
2(t) of Eq. (12.34) is

Ns = 〈ns
2(t)〉 = � 〈φ2(t)〉 = Φ2 r2 < 1

〈φ2(t)〉 = Φ2 r2 > 1

(12.35)
Γ2

�
(1 + Γ)2

Γ2

�
(1 + Γ)2

1
�
(1 + Γ)2

1
�
(1 + Γ)2

Γ
�
1 + Γ

1
�
1 + Γ

φ(t)
�
1 + Γ

Γφ(t)
�
1 + Γ

(Φ2 + Φi
2)

��
2(1 + Γ)

1
�
1 + Γ

1
�
Γ

3
��
2π(Φ2 + Φi

2)

Φ2 + Φi
2

�
2

Γ
��
(1 + Γx)2

3
��
2π(Φ2 + Φi

2)
Γx

��
(1 + Γx)2
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Then the average power E[Ns] of signal-suppression noise over Rayleigh
fading is

E[Ns] = �∞

0
pr2(x)Ns dx = �1

0
dx

+ �∞

1
dx = Φ2 (12.36)

Substituting Eq. (12.31) and Eq. (12.36) into Eq. (12.30) gives the aver-
age power of interference E[I ]. The average output signal power is

E[Φ2] = 〈��1

0
φ(t)pr2(x) dx�

2〉 = 〈φ2(t)〉 = Φ2 (12.37)

where Φ2 = 〈φ2(t)〉 and the average s.i.r., s�.�i�.�r�.�, is:

s�.�i�.�r�.� = =

(12.38)

where

Q = (Φ2 + Φi
2)/(2(1 + Γ)) + (Γ/(1 + Γ)2) Φ2

The signal-to-interference ratio (s�.�i�.�r�.�) of Eq. (12.38) is plotted in Fig.
12.5, assuming Φ = Φi and r2 < 1.

When Φ2 > 5 rad2, the c�n�r�, Γ, versus s�.�i�.�r�.� is independent of Φ2. When
Γ >> 1 and Φi

2 = Φ2, Eq. (12.38) becomes:

s�.�i�.�r�.� = (12.39)

Comparing the terms Φ2 + Φi
2 > 2.35, r2 < 1, and Φ2 = Φi in Eq. (12.26)

with the terms in Eq. (12.39) shows that the improvement of s�.�i�.�r�.� due
to the cube of the modulation index is lost with Rayleigh fading.

As seen from Fig. 12.5, the improvement of SIR by increasing the mod-
ulation index Φ from 1 to 5 is small. It means that increasing the modu-
lation index to reduce the cochannel interference plus fading is not a
good approach. Therefore, spatial separation is used in cellular systems
to reduce the cochannel interference.

Example 12.2 For values of Γ = 33 and Φi
2 = Φ2 = 9 rad2, the baseband s.i.r. due

to cochannel interference in a Rayleigh fading environment is:

s�.�i�.�r�.� = =

= 16 ≈ 12 dB (E12.2.2)

891
��
1.67 + 54

33(27)
���
(1/2)�3�/π� ln 33 + 2 × 27

ΓΦ3

���
(1/2)�3�/π� ln Γ + 2Φ3

Γ2Φ2/(1 + Γ)2

������
�3�/(�2�π�(Φ�2�+� Φ�i

2)�)� (1/Γ ln (1 + Γ) − 1/(1 + Γ)) + Q

E[Φ2]
�
E[I]

Γ2

�
(1 + Γ)2

Γ2

�
(1 + Γ)2

Γ
�
(1 + Γ)2

Γ
��
(1 + Γx)2

Γ2Φ2

�
(1 + Γ)2

Γ
��
(1 + Γx)2

Φ2

�
(1 + Γ)2
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12.3 Adjacent-Channel Interference

The method used in Sec. 12.2 for cochannel interference calculations
can be extended to adjacent-channel interference calculations. Adjacent-
channel interference can be classified as either “in-band” or “out-of-
band” adjacent-channel interference. The term “in-band” is applied
when the center of the interfering signal bandwidth falls within the
bandwidth of the desired signal. The term “out-of-band” is applied
when the center of the interfering signal bandwidth falls outside the
bandwidth of the desired signal. The following discussion of adjacent-
channel interference mainly concentrates on in-band adjacent-channel
interference, since this type of interference always has a pronounced
effect on the desired signaling channel, whereas out-of-band signals
are less of a problem. To simplify the discussion, the same model used
to describe cochannel interference, where r < 1, is used to describe in-
band adjacent-channel interference. For cases where r > 1, the inter-
fering signal becomes dominant and should be treated as Gaussian

Interference Problems 431

Figure 12.5 Plot of baseband s.i.r. in a case of cochannel
interference plus fading.
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noise, which is discussed later in the chapter. The following analysis
assumes that r < 1 and the desired signal is

s(t) = exp j[ωct + φ(t)] (12.40)

and the adjacent-channel interfering signal is

i(t) = r exp j[(ωc + ωa)t + φi(t) + φ0] (12.41)

where (1/2π)(ωc + ωa) is the frequency of the adjacent channel.
The same approach as that used in Eqs. (12.3) through (12.9) shows

that the phase interference δ(t) is similar to that obtained in Eq.
(12.9):

δ(t) = �
∞

k = 1

(−1)k + 1 rk sin k[ωat + φi(t) − φ(t) + φ0] (12.42)

The adjacent-channel interference in two different environments, non-
fading and Rayleigh, is discussed in the following subsections.

Nonfading environment

In a nonfading environment, it can be assumed that the interference-
to-carrier ratio r2 is a constant and φ0 in Eq. (12.42), the phase differ-
ence between s(t) and i(t), is uniformly and independently distributed.
Then the correlation Rδ(τ) of δ(t) can be obtained in a manner similar to
that expressed in Eq. (12.11) [1]:

Rδ(τ) = lim
T→∞

�T

−T
E[δ(t) δ(t + τ)] dt

= �
∞

k = 1

exp [−R∆k(0) + R∆k(τ)] cos ωaτ (12.43)

and the power density Sδ(f ) of δ(t) is similar to that obtained in Eq.
(12.15):

Sδ(f ) = �∞

−∞
Rδ(τ) exp j(−2πf τ) dτ

= �
∞

k = 1

[Svk(f − kfa) + Svk(f + kfa)] (12.44)

where Svk( f ) is as expressed in Eq. (12.17). The power density func-
tion of Eq. (12.44) is plotted in Fig. 12.6, for ωa = 2π × 5W, Φ2 = 9, and
Φi

2 = 4.

r2k
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The same baseband signal-to-interference ratio (s.i.r.) expressed in
Eq. (12.24) can be used to find the approximate adjacent-channel inter-
ference for the in-band condition:

s.i.r. = r2 < 1 (12.45)

where Sδ( f ) is as shown in Eq. (12.44). The signal-to-interference
ratio of Eq. (12.45) is plotted in Fig. 12.7 as a function of rms phase-
modulation indices Φ, for Φi = 6 rad and Φi = Φ.

In comparing the cochannel interference power fa/w = 0 with adja-
cent interference power fa/w = 5, it should be noted that the baseband
interference due to an adjacent-channel interferer is smaller than that
resulting from a cochannel interferer of equal strength (same value of
r) at the IF, and that the adjacent-channel interference is mainly con-
centrated at the higher baseband frequencies.

For the case of r > 1, the above analysis is not valid, and therefore the
adjacent-channel interferer must be treated as Gaussian noise. In this
case, the noise band is centered away from the carrier by fc − fa, where
fa is the offset frequency. The case of r > 1 is the more complicated to
handle, but the interference is not as critical as for r < 1, which has
been discussed in the preceding paragraphs. The signal-to-interference
ratio for the condition r > 1 at the baseband level can be derived by
using the techniques previously described in Chap. 8.

Φ2

�
2WSδ(0)
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Figure 12.6 Plot of power density for adjacent-
channel interference with different adjacent fre-
quencies. (Copyright 1969,American Telephone and
Telegraph Company. Reprinted with permission.)
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Rayleigh-fading case

In a Rayleigh-fading environment, the quasi-static approximation de-
scribed in Sec. 8.2 of Chap. 8 can again be applied to determine the
average s.i.r. at the baseband level as a function of the average IF cir.
In the mobile-radio environment, the desired signal and the adjacent-
channel signal may be partially correlated with their fades. Then the
probability exists that r2 ≥ αr1, where r1 and r2 are the two envelopes of
the desired and interfering signals, respectively; and that probability
can be obtained from the joint density function of Eq. (10.31), assuming
that E[r1

2] = E[r2
2] = 2σ2 and that α is a constant:

P(r2 ≥ αr1) = �∞

0
dr1 �∞

αr1

p(r1, r2) dr2

= �∞

0
dr1 �∞

αr1

r1r2 exp �− � I0 � � dr2

= + (12.46)
1 − α2

���
�(1� +� α�2)�2�−� 4�ρ�r�α�2�

1
�
2

1
�
2

�ρ�r�
�
(1 − ρr)

r1r2
�
σ2

r1
2 + r2

2

��
2σ2(1 − ρr)
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Figure 12.7 Plot of adjacent-channel signal-to-inter-
ference ratio (s.i.r.) as a function of rms phase-modu-
lation indices. (Copyright 1969, American Telephone
and Telegraph Company. Reprinted with permission.)

(a)

(b)
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where ρr is the correlation coefficient between r1 and r2. Then the prob-
ability density function pr(y) of r = r2/r1 can be obtained as follows:

pr(y) = − P� ≥ α� 
y = α
(12.47)

Let R = �G�r, where G is the power gain at the IF filter output for the
desired signal relative to the adjacent-channel interferer. Then

pR2(x) = pr(y) 
y = �x�/G�

= (12.48)

where ρr can be found from Eq. (6.126), with τ = 0:

ρr = (12.49)

and where ∆ω/2π is the difference in frequency between the desired sig-
nal and the interferer. The term ∆ is the time-delay spread, which will
vary in value depending on the different types of mobile environments.
ρr decreases proportionately as either ∆ or ∆ω increases. As ρr de-
creases, the adjacent-channel interference also decreases. The same
procedure used to find the cochannel baseband signal-to-noise ratio for
the pdf expressed in Eq. (12.28) can also be used to find the baseband
signal-to-noise ratio due to an adjacent-channel interferer in a fading
environment, by substituting the pdf of Eq. (12.46) in place of Eq.
(12.28). The baseband signal-to-interference ratio then becomes a func-
tion of G, ∆, ∆ω, and Φi; and the calculation can be obtained by straight-
forward numerical integration methods.

The problem of adjacent-channel interference can be significantly
reduced by developing a frequency-allocation plan that ensures an ade-
quate frequency separation between adjacent channels. Also, the use 
of high-gain bandpass filters in the receivers will assist in reducing
adjacent-channel interference. One of the few advantages that results
from time-delay spread within the mobile-radio environment is that
the delay spread tends to decorrelate the adjacent-channel frequency
toward the desired channel, and thus reduces adjacent-channel inter-
ference. As a final consideration, when adjacent-channel interference is
compared with cochannel interference at the same level of interfering
power, the effects of the adjacent-channel interference are always less.

1
��
1 + (∆ω)2 ∆2
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x
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Out-of-band adjacent-channel interference

In the out-of-band case, only the tail of the adjacent-channel signal
enters the FM demodulator from the IF filter. Considerable phase-to-
amplitude conversion causes the adjacent-channel signal to appear
noiselike at the output of the IF filter. The noiselike adjacent-channel
signal emerges from the IF filter as Gaussian noise. The techniques dis-
cussed in Sec. 8.2 of Chap. 8 for frequency demodulation in the presence
of noise can be used for the out-of-band analysis. The significant differ-
ence in this case is that the noise band is not centered with respect to the
carrier. For this reason, the expression previously given in Eq. (12.30) for
cochannel interfering power is not valid for out-of-band interference.

The techniques previously used to obtain the baseband average
adjacent-channel interference with Rayleigh fading could be used [5],
but the solution is more complicated and the effect on out-of-band
interference is less pronounced. For these reasons, it is not recom-
mended. Further information based on additional studies is available
in published literature [1–3].

12.4 Near-End to Far-End Ratio Interference

Near-end to far-end ratio interference occurs when the distance between
a mobile receiver and the base-station transmitter becomes critical with
respect to another mobile transmission that is close enough to override
the desired base-station signal. This situation usually occurs when a
mobile unit is relatively far from its desired base-station transmitter at
a distance of d1, but close enough to its undesired nearby mobile trans-
mitter at a distance d2 such that d1 > d2. Under such conditions, if the
two transmitters are assumed to be transmitting simultaneously at the
same power and frequency, then the signals received by the mobile unit
from the desired source will be masked by the signals received from the
undesired source. This same type of interference can occur at the base
station when signals are received simultaneously from two mobile units
that are at unequal distances (one close, the other far) from the base sta-
tion. In this case, the closer mobile transmission at distance d2 may
interfere with the distant mobile transmission at distance d1. The power
difference due to the path loss between the receiving location and the
two divergently located transmitters is called the “near-end to far-end
ratio interference” and can be expressed:

Near-end to far-end ratio = (12.50)

To obtain a quick approximation of the near-end to far-end ratio (in
decibels), a propagation-loss slope of 40 dB per decade can be used for

path loss d1
��
path loss d2
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a typical mobile-radio environment. Then the following expression is
valid:

Near-end to far-end ratio (dB) = 40 log (distance ratio) (12.51)

Example 12.3 Consider the case where a base station is simultaneously serving
two mobile units. One mobile unit is 0.1 km from the base station and the other
is 15 km distant. Under these conditions, the near-end to far-end ratio can be
approximated by first determining the distance ratio: Rd = 15/0.1 = 150. The dis-
tance ratio is then applied to the propagation-loss slope for the mobile-radio envi-
ronment (40 dB per decade):

Near-end to far-end ratio = 40 log (distance ratio)

= 40 log 150 = 87 dB (E12.3.1)

If the required signal-to-interference ratio (s.i.r.) is 15 dB, then the adjacent-
channel frequency separation must be far enough apart to provide a minimum of
102 dB (87 dB + 15 dB) of signal isolation between the two adjacent channels.

As an alternate solution, the required signal isolation can be obtained through
the use of time-division duplex coding, or through the use of spread-spectrum
schemes. However, these schemes require equalization of the transmitting power,
inversely proportional to the distance to the receiving location. This would
require automatic control logic within the mobile-radio and base-station trans-
ceivers. These techniques can be effective in overcoming problems in perfor-
mance that are related to near-end to far-end ratio interference in the
mobile-radio environment.

12.5 Intermodulation (IM) Interference

There are three major sources that can cause intermodulation inter-
ference problems: (1) AM-PM conversion through amplification, (2)
antenna mismatching, and (3) interaction between colocated transmit-
ting antennas. The causes and remedies for these three problem areas
are discussed in the following subsections.

AM-PM conversion

When an IF signal passes through a nonlinear power amplifier, inter-
modulation of the third order is produced as a result of the AM to PM
conversion process. The calculation of third-order intermodulation can
be found in published textbooks [5]. The intermodulation introduced by
a nonlinear amplifier can be eliminated by using either one of the fol-
lowing two methods: using a feed-forward amplifier [6, 7], or using lin-
ear amplification with nonlinear components (LINC) [8, 9].

Feed-forward amplification Figure 12.8 illustrates the block diagram
for a basic feed-forward amplification circuit. Without the feed-forward
circuit, the nonlinearity of the amplifier will generate undesired odd-
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order intermodulation. It is of interest to know that even-order IM gen-
erally falls outside the band and therefore can be filtered out. The basic
feed-forward circuit contains a direct signal path and an auxiliary loop
that generates an error-correction signal.

In the feed-forward circuit of Fig. 12.8, multiple input signals are
coupled to main amplifier A-1 and to signal processor 1. The main sig-
nal is amplified by main amplifier A-1 and passed by couplers C-1 and
C-2 to the output at point D. A portion of the amplified signal at point
B is coupled to a summing network, where it is summed with the
reshaped and retimed output of signal processor 1. The summed signal
is adjusted in phase and amplitude by signal processor 2. After ampli-
fication of the error-correction output from signal processor 2, the out-
put of auxiliary amplifier A-2 is used to null out the error portion of 
the main amplifier signal. The resultant output-signal spectrum at
point D is a linearly amplified replica of the input-signal spectrum at
point A. This feed-forward amplification technique can be used for
wideband signal applications, where 35 dB of internal suppression can
be achieved. Even better IM suppression can be achieved by using
additional stages of feed-forward amplification; however, the signal-to-
intermodulation ratio (S/Imo) is better for saturated class A amplifiers
than it is for class C amplifiers. Also, the feed-forward amplification
technique does not fully utilize power efficiency.

Linear amplification with nonlinear components (LINC) The LINC tech-
nique for producing linear amplification with nonlinear components
was proposed by Cox [8, 9]. In general, a bandpass carrier frequency
with equal amplitude and angle modulation cannot be applied to a 
nonlinear amplifier without becoming distorted. However, if the time-
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varying amplitude modulation of the carrier can be translated into a
correlated time-varying angle modulation of the carrier, then the sig-
nal can be passed through an amplifier with severe nonlinear charac-
teristics without serious impairment of waveform fidelity.

Figure 12.9 illustrates two versions of the LINC technique, one using
inverse-sine modulation and the other using signal component separa-
tion. In Fig. 12.9(a), the input signal s(t) can be represented:

s(t) = P cos (ωt + θ) sin ψ(t) (12.52)

where ψ(t) is the information term and P and θ are the amplitude and
phase of the carrier at a frequency ω0.

In the LINC scheme, all of the amplitude and phase information in
the original signal is converted into conjugate phase modulation of two
component signals:

s(t) = cos (ω0t + θ) sin ψ(t) + sin (ω0t + θ) cos ψ(t)

+ cos (ω0t + θ) sin ψ(t) − sin (ω0t + θ) cos ψ(t)

= sin (ω0t + θ + ψ(t)) − sin (ω0t + θ − ψ(t)) (12.53)
P
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Figure 12.9 Two examples of linear amplification
with nonlinear components (LINC): (a) component-
separation method; (b) inverse-sine modulation
method.
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When the component signals are subtracted after separate amplifi-
cation, the resultant signal is an exact replica of the original band-
pass signal. Since each component signal is constant in amplitude,
the two signals can be amplified in highly nonlinear devices prior to 
component-signal subtraction without generating distortion products.
For multiple-carrier-frequency signals at the LINC input, the com-
plex input signal is equivalent to a single-frequency carrier signal 
with a complex amplitude-modulation component and a complex angle-
modulation component about the carrier frequency.

A critical step in LINC amplification is the generation of signals pro-
portional to the inverse sine of the envelopes of the signals to be ampli-
fied. This requirement can be accomplished as follows. Let the input
signal be expressed in another form:

s(t) = e(t) cos (ω0t + θ) (12.54)

where e(t) is the information that is being sent. Since Eqs. (12.52) and
(12.54) are equal, the phase ψ(t) in Eq. (12.52) should be:

ψ(t) = sin−1 (12.55)

The information term e(t) is now converted from an envelope form to
a phase form. The inverse-sine relationship represented in Eq. (12.55)
is essentially a function of the hardware, and there are two ways that
it can be realized. One way is to generate the two conjugate compo-
nents of Eq. (12.53) by using the component-separator method of Cox
[9], as shown in Fig. 12.9(a). The component separator can generate
the two conjugate phase-modulation components expressed in Eq.
(12.53) and pass each signal component through its corresponding
nonlinear amplifier.

The other way is to use the inverse-sine modulation method of Fig.
12.9(b) to generate two conjugate phase components, as was suggested
by Rustako and Yeh [10].

In summary, the significant advantages of the LINC technique over
the feed-forward amplification technique are (1) that the inherent dis-
tortions (IM3) are independent of the nonlinearity of the amplifier and
therefore a class C amplifier with inherently higher efficiency can be
used; (2) that a two-tone third-order IM3 level, 50 dB below the carrier
level, is achievable in the forward transmission path of a single LINC
amplifier; and (3) that the LINC amplifier can be operated over a wider
band of 6 to 12 percent of the total bandwidth. However, the LINC
amplifier, unlike the feed-forward amplification techniques, cannot be
cascaded or looped for further suppression on IM3 levels, since the dis-
tortion will be generated by the cascading multiple LINC.

e(t)
�
P
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Antenna terminal mismatch

When the antennas and the antenna terminal are mismatched, a
small portion of the transmitting power is reflected back into the
power amplifier. If the power amplifier is not perfectly linear, addi-
tional intermodulation interference will be generated. To correct this
situation, an improved matching device is needed to minimize the
reflected power and thus eliminate the additional intermodulation
interference caused by mismatching between the power amplifier and
the antenna feed.

Colocated transmitting antennas

When two transmitting antennas are placed close together, the signal of
one antenna becomes a source of interference for the other system. Sig-
nals from an adjacent antenna transmission are strong enough to be
picked up at the input to the power amplifier of the desired signal trans-
mitter, which results in intermodulation interference. One method that
can be used to reduce the effects of this type of intermodulation inter-
ference is to install an interference-cancellation system, such as the one
shown in Fig. 12.10.

In Fig. 12.10, the interfering signal a1 exp jφ1 becomes a′1 exp jφ′1 upon
arrival at the antenna of the desired signal. The change in amplitude 
is the effect of signal loss within the transmission medium, whereas 

Interference Problems 441

Figure 12.10 Simplified block diagram of an interference-cancellation system.
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the change in phase is the result of propagation delay. The magnitude
of the changes in signal amplitude and phase is dependent upon the
separation distance d between the two colocated antennas. The can-
cellation circuit provides an internal path for the interfering signal
that forms an error-cancellation loop between the antenna for the
interfering signal (antenna 1), and the antenna for the desired signal
(antenna 2). The objective of the interference-cancellation circuit is 
to cancel the interfering signal components as they enter antenna 2,
prior to reaching the power-amplifier stage, where intermodulation
can occur. To accomplish this action, a portion of the interfering signal
is directionally coupled to a phase- and amplitude-adjusting circuit
and then combined with the interfering signal picked up by antenna 2.
If the amount of phase shift and attenuation imparted to the cancella-
tion signal is correct, then the signal from the cancellation circuit will
cancel out the interfering signal picked up by antenna 2. Additional
details on interference-cancellation systems are available in published
books [11].

12.6 Intersymbol Interference

If a digital transmission system is linear and distortionless over all fre-
quencies, then the system has a bandwidth that is theoretically infi-
nite. However, in practical terms, every digital transmission system
has a finite bandwidth with a certain varying amount of frequency-
response distortion. In a distortionless system, one with an infinite
bandwidth, a basic pulse s(t) would suffer no degradation as a conse-
quence of frequency response. For instance, let x(t) represent a pulse
train of N pulses:

x(t) = �
N

k = 1

ak s�t − � (12.56)

where the pulse-to-pulse spacing is 1/R and R is the signaling rate for
binary pulses ak = �1. Since s(t) suffers no distortion, an increased sig-
naling rate can be achieved by decreasing the pulse width and in-
creasing the number of pulses transmitted within a given interval of
time. However, when a practical system with finite bandwidth and 
frequency-response distortions is considered, the individual pulses
tend to spread out and overlap, which results in the condition known as
“intersymbol interference” (ISI). Therefore, in a practical system it is
necessary to employ techniques to shape the pulse waveforms of the
transmitted signal, as was previously described in Sec. 11.2 of Chap.
11. Other techniques that can be used to minimize intersymbol inter-

k
�
R

442 Chapter Twelve

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.

Interference Problems



ference due to overlapping of pulses, while at the same time increasing
the signaling rate, are dependent upon the use of equalizers [12] or
special digital coding circuits [13].

Another consideration that is independent of the signaling rate and
transmitting frequency is the effects of time-delay spread ∆ due to the
mobile-radio environment. Time-delay spread is affected by bandwidth
limitations, and by multipath signal reflections that arrive at the re-
ceiving antenna at different times. Since it is impractical to selectively
choose the mobile-radio environment, the improvements that can be
obtained through more conventional techniques must be evaluated.

When the signaling rate is relatively low, as when

>> ∆ (12.57)

then the effects of time-delay spread have a negligible effect on re-
ceived pulses. For instance, if the delay spread in a typical suburban
area is 0.5 µs and the signaling rate is 16 kb/s, then 1/R = 6.25 µs,
which is much greater than the delay spread. In this situation, no
intersymbol interference (ISI) exists. When the signaling rate
increases, the ISI increases; the ISI can be greatly reduced by using
signal waveform-shaping techniques, and by using an equalizer. There
are many reference publications that deal with this type of problem [5,
14, 15, 16].

Figure 12.11 is a conventional “eye” diagram that can be used to
evaluate the causes of intersymbol interference in a mobile-radio en-
vironment. The effects of ISI on signal degradation can be classified as
amplitude and timing degradation, corresponding to the vertical and
horizontal displacements shown in Fig. 12.11. Signal amplitude de-

1
�
R
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Figure 12.11 Eye diagrams for ISI analysis in a mobile-radio
environment: (a) case 1, where delay-spread effects are negli-
gible; (b) case 2, where delay-spread effects are significant.
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grading is caused by the summed effects of Gaussian noise, limited
bandwidth distortions, variations in local oscillator stability, decision-
threshold uncertainties, and Rayleigh fading. Signal timing degra-
dations are caused by limited frequency-response distortions, time
slippage due to clock error, time jitter due to clock instability, static
misalignment of timing signals, and time-delay spread in the mobile-
radio medium. The effects of Gaussian noise and Rayleigh fading on
signal amplitude were described in Secs. 8.2 and 8.3 of Chap. 8. The
effects of timing distortion due to limited frequency response are de-
scribed by Sunde [5], Bennett [14], Ho [15], and Taub [16].

Degradation effects of time-delay spread 
on signal timing

The following analysis of the effects of time-delay spread on signal tim-
ing is based on the assumption that the probability of error due to
Gaussian noise and/or Rayleigh fading is the same as it would be for
the case where there is no delay spread. Therefore, in the presence of
time-delay spread, the carrier-to-noise ratio must be increased by

∆ = 20 log (12.58)

where A is the vertical opening of the eye diagram in the no-delay-
spread condition, case 1, Fig. 12.11(a). A represents the signal ampli-
tude degraded either by Gaussian noise alone or by Gaussian noise and
Rayleigh fading combined. The term a is the vertical opening of the eye
diagram in the presence of significant delay spread, case 2, Fig.
12.11(b). Under this condition, Eq. (12.58) can be calculated by using
the method applied in the following example.

Example 12.4 A noncoherent binary FSK signal transmitted in a typical subur-
ban area has a time-delay spread of 0.5 µs. If the signaling rate is 200 kb/s and
the waveform is a cosine shape due to amplitude distortion in a Rayleigh-fading
mobile-radio environment, what is the amount of signal degradation that will
result from the time-delay spread?

solution From Eq. (11.19), the expression for a cosine-pulse waveform is:

s(t) = A cos (E12.4.1)

where a decision is made at t = 0. At a delay spread of 0.5 µs, and for a signaling
rate of R = 1/T = 200 kb/s, the value of a can be expressed as follows:

a = s(0.5 µs) = A cos (π × 0.5 × 10−6 × 2 × 105)

= A cos 0.1π = A × 0.95 (E12.4.2)

πt
�
T

A
�
a

S
�
N
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Then, by substituting Eq. (E12.4.2) into Eq. (12.58), the expression for the effects
of time-delay spread becomes

∆ = 0.44 dB (E12.4.3)

The signal degradation of 0.44 dB gives an approximation of the relatively small
magnitude of signal degradation that can result from time-delay spread in a
typical suburban mobile-radio environment. The value of 0.44 dB in Eq.
(E12.4.3) is an additional signal degradation which degrades slightly on the per-
formance curves shown in Fig. 8.14 of Chap. 8. In other words, it has only a
slight effect on the probability of error in a Rayleigh-fading environment. In
Chap. 13, the irreducible error rate resulting from time-delay spread will be dis-
cussed.

The results obtained in Example 12.4 can also be applied to systems
that use coherent FSK, DPSK, and PSK signaling techniques, since all
of these experience the same type of signal degradation as a conse-
quence of time-delay spread within the transmission medium. How-
ever, the results in terms of the difference in the amount of signal
degradation will vary from system to system, because of the different
values of time-delay spread and the different waveform shapes. The
total probability of error for the different signaling systems was shown
in Fig. 8.14 of Chap. 8.

A few points that are worth remembering are (1) that waveform
shaping can be effective in reducing ISI when the signaling rate is low,
as expressed in Eq. (12.57); (2) that shaping the waveform at the trans-
mitting end does little to reduce ISI at the receiving end when the sig-
naling rate is high and the time-delay spread is severe; and (3) that the
solution of using an equalizer to reduce ISI in a Gaussian-noise envi-
ronment can actually contribute to degraded signal performance in a
multipath Rayleigh-fading environment, depending on the degree of
time-delay spread involved [12].

Problem Exercises

1. Given the following parameters for cochannel interference in a nonfading
environment, what is the baseband signal-to-interference ratio (s.i.r.)? The
modulation index for the desired signal is Φ = 2 rad, and the interferer-to-
signal ratio is r2 = 0.5, with a modulation index of Φi = �6� rad for the interfer-
ing signal.

2. Given the same parameters as in Prob. 1 for cochannel interference but in
a fading environment, what is the baseband s.i.r.?

S
�
N
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3. Given the same parameters as in Prob. 1 but for adjacent-channel inter-
ference in a nonfading environment, and given a center frequency of fa = 8W
away from the carrier, what is the baseband s.i.r.?

4. Given the same parameters as in Prob. 1 but for adjacent-channel inter-
ference in a fading environment, and using the procedure of Sec. 12.2 for find-
ing the s�.�i�.�r�.� for cochannel interference, find the s�.�i�.�r�.� for fa = 5W.

5. Consider a situation where a base-station receiver capable of providing
100 dB of isolation between channels is receiving a signal from a mobile unit 1
km away. What is the minimum distance that a second mobile unit can trans-
mit its signal without causing interference with the signal from the near-end
mobile unit?

6. What are the considerations for using a component-separator technique to
obtain linear amplification with nonlinear components? [Reference Fig. 12.9(a).]

7. What are the arguments for using an inverse-sine modulation technique to
obtain linear amplification with nonlinear components? [Reference Fig. 12.9(b).]

8. Calculate the differences in amplitude and phase between the signal at
point A and the signal at point B over the radio communications link based on
the parameters given in Fig. P12.8.

9. Assuming a DPSK cosine signal waveform, a signaling rate of 200 kb/s,
and a time-delay spread of 3 ms, what amount of signal degradation will occur,
and what rms threshold level should be stipulated to maintain the probability
of error on the order of 10−3?

10. Apply the same procedure used in Example 12.4 to calculate the signal
degradation for a PSK signal due to time-delay spread where the signaling rate
is 300 kb/s. Compare the two results for PSK and FSK signaling and explain
the advantages and disadvantages of the PSK signaling scheme.

446 Chapter Twelve
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Chapter

Signal-Error Analysis versus 
System Performance

13.1 System and Signaling Criteria

Performance criteria

In Chap. 11, the signaling or message-stream format, including the dif-
ferent types of bit syncs and word syncs, was discussed. In this chapter,
the methods for analyzing the word-error rate of a message are dis-
cussed. The word-error rate is a major parameter for measuring the
quality of signaling performance and can also be used for comparing
the performance of different systems. The word-error rate is, to a large
degree, dependent upon the bit-error rate; and the bit-error rate is
directly affected by the signaling rate, which is determined by the
channel capacity, as shown in Eq. (11.1). In a typical mobile-radio case,
the curve for predicting the received power in dBm versus distance can
easily be plotted, as was illustrated in Fig. 3.13 of Chap. 3. Given a
transmission path of 8 mi, the average receiving power at this distance,
as shown in Fig. 3.13, is −96.5 dBm. If a noise level of −121 dBm is
assumed, based on a bandwidth of 30 kHz and a front-end noise of 8
dB, then, by applying Eq. (11.1),* the following is obtained:

C = B log2 �1 + � = B × 8.17 = 245 kb/s (13.1)

where C is defined as the theoretical maximum rate at which the chan-
nel can be expected to supply reliable information to the terminal sub-

Sc�
N
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* See the footnote to the text following Eq. (11.1).
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scriber at the receiving destination. In actual practice, this rate cannot
be achieved. In order to obtain an increase in reliability, it is necessary
to lower the bit rate. In addition, for bit rates of the order of 10 kb/s, it
is usually necessary to provide coding redundancy in order to obtain
reliability. The amount of coding redundancy required depends on the
efficiency of signal detection and error correction applicable to a fading
channel.

Testing criteria

Before the bit-error rate and word-error rate of the mobile-radio sig-
nals can be examined, a set of test standards must be developed that
will set the criteria for comparisons between one system and another.
Without standard testing criteria, system analysts may inadvertently
select certain road locations and environmental conditions that will
produce the desired results and meet the system requirement, while
under less optimal conditions the test results may prove to be marginal
or unsatisfactory. To ensure repeatable desired results over a wide
range of locations and environmental conditions, subjective test crite-
ria must be established prior to the start of performance test and eval-
uation. Three accepted methods can be used to determine the test
standards:

1. Select a unique geographical route that has been carefully evalu-
ated against the specified test parameters and one that can be used
effectively to test the different systems under consideration. The dif-
ficulty is that one geographical route may not be adequate in satis-
fying all of the test parameters. In this case, a set of routes with
varying properties may have to be used.

2. Use the same type of simulators and measurement techniques to
test the performance of the different systems. There is a great selec-
tion of simulators offered by different manufacturers, and the use of
a standard portable simulator may not be feasible. The selection of
simulators and measuring devices should be given careful consider-
ation.

3. Establish standard analytical techniques based on statistical data.
The route of tested roads should be marked off in measured dis-
tances from the base station, and signal strength should be averaged
from measured and recorded data taken at intervals of 20 to 40
wavelengths along the route. A cumulative probability distribution
(cpd) curve should be plotted to determine the long-term-fading
characteristics along the transmission path. The cpd curve always
follows a lognormal distribution, as was previously discussed in
Chap. 3. The mean of the cpd curve is a reference point that can be

450 Chapter Thirteen

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.

Signal-Error Analysis versus System Performance



set by adjusting the level of transmitting power to the dBm level
specified by the evaluator; however, the variance of the cpd curve
will vary from one route to another and from one area to another.
Since it is difficult to maintain a specified cpd reference level from
area to area, a quantitative analysis of the cpd is as follows. The cpd
curve for lognormal fading can be expressed:

P(x ≤ X) = �(X − m)/σ

−∞
exp �− � dx (13.2)

where X is expressed in decibels above the mean m, which is
assumed to be 0 dB referenced to a given specified level. Figure 13.1
shows the cpd curves for two different areas. The variances of the two
cpd’s can be obtained by finding the levels at a given value of cpd,
such as P(x ≤ X) = 90%. Then the following expression can be obtained
from published mathematical tables:

= = 1.29

and

X′ = 15 dB; σA = 11.6 dB from curve PA

X = 10 dB; σB = 7.7 dB from curve PB

X
�
σ

X − m
�

σ

x2

�
2

1
�
�2�π�
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Figure 13.1 Cpd curves of lognormal fading for two different areas.
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Based on the above findings, the performance for the PB area is
much better than that for the PA area, using the same evaluation cri-
teria for both areas.

Equivalent performance criteria

The equivalent performance for two systems measured in two different
areas can be compared as follows:

Let PeA and PeB denote the bit-error rates for the measured data
curves PA and PB of Fig. 13.1. Then, the equivalent performance P′eB, as
though it were obtained from the PA area, can be expressed:

P′eB = PeB (at a level X below its mean) (13.3)

Therefore, if the values for PeA and PA are specified by the evaluator,
then the bit-error rate PeB of any other system measured in any other
area can be converted to its equivalent P′eB from the above equation.
Then P′eB can be used to compare with PeA. If P′eB ≤ PeA at a specified sig-
nal level can be achieved, then the system B being tested is qualified.
Equation (13.3) can also be used to compare the system performance of
two systems measured in two different areas. If P′eB ≤ P′eA, the system
performance of system B is better.

13.2 Linear Block Code

The linear block code is a class of parity check code. It is characterized
by the notation (n, k). The k is the number of data bits that form an
input block. The n is the total number of data bits at the output of the
encoder. The ratio k/n is called the rate of the code. The n minus k bits
are the number of parity check bits.

The single-parity check code

To transmit a signal over a low-noise medium, the single-parity check
code can be used to check whether the block of k information bits is in
error.

PA�
PB
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k information bits  p (one bit)

n bits

If the modulo-2 sum of all information bits is zero (even), p = 0. If the
modulo-2 sum of all information is one (odd), p = 1. The rate of the code
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is (n − 1)/n and is the highest rate. It can be considered the most effi-
cient code that does not need to increase the bandwidth.

Parity-check matrix

When a block of n information bits {xm} is transmitted in a high noise
medium, the parity-check matrix is used to generate a number of 
parity-check bits and form a coded word. The coded word [C] can be
expressed as

[C] = [xm][G] (13.4)

where

[xm] is the information bits matrix

[G] is the generation matrix that contains the parity checks. It can be
expressed as

[G] = [I P] (13.5)

where I is the identity matrix and P is the parity matrix.
For example, we let the generation matrix [G] be

[G] = [I P] = � � (13.6)

The modulo-2 additions are

1 + 1 = 0, 1 + 0 = 1, 0 + 0 = 0, 0 + 1 = 1

Let [xm] = 1001; then,

[C] = [xm][G] = [1001]� � = [1001 C5 C6 C7] (13.7)

To find C5, we take

C5 = [1001] [1110] = [1 ⋅ 1 + 0 ⋅ 1 + 0 ⋅ 1 + 1 ⋅ 0] = 1 + 0 + 0 + 0 = 1

Use the same way to find C6 and C7 as follows

C6 = [1001] [0111] = 0 + 0 + 0 + 1 = 1

C7 = [1001] [1101] = 1 + 0 + 0 + 1 = 0

01
11
10
01

1
1
1
0

1000
0100
0010
0001

101
111
110
001

1000
0100
0010
0001
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Therefore, the information bits (1001) become a coded word

[C] = 1001110

Coding gain

Coding gain is the comparison of the dB difference between the coded
and uncoded bits at a given bit error probability value PB. The bit error
probability for coherent BPSK with two various (n, k) codes over a
Gaussian channel is shown in Fig. 13.2. For example, the coding gain is
1.2 dB for the (24,12)-coded word and 2 dB for the (127,92)-coded word
at PB = 10−4. The rate of code for the (24,12) code is 0.5, and the parity-
check bits are 12. The rate of code for the (127,92) code is 0.72, and the
parity-check bits are 35.

Therefore, in the Gaussian channel, the low rate of code does not nec-
essarily provide the higher coding gains.

454 Chapter Thirteen

Figure 13.2 Coded versus uncoded bit error performance for
coherent PSK with two codes.
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Coding strength

Hamming distance. The error patterns in the decoded bits are related
to the Hamming distance between two code vectors U and V. The Ham-
ming distance is denoted by d(U,V), measured by the different bits
between two code vectors. There are six different bits marked by “x”.

U = 1 1 0 1 0 0 1 0 1 0
V = 0 1 1 1 1 0 0 1 0 0

x x x x x x

d(U,V) = 6

The larger the number of d(U,V), the less the chance of having errors.

Hamming weight. The weight W(U) is defined as nonzero bits of U.

W(U) = 5

W(V) = 5

W(U + V) = W(1010101110) = 6

Therefore the weight of U + V is equal to the distance of U and V.

W(U + V) = d(U,V) (13.8)

Since calculating the weight is simpler than finding the distance, the
vector W(U + V) is usually used to find d(U,V).

Error detection and error correction

The optimal decoder strategy can be expressed in terms of the maxi-
mum likelihood algorithm. By deciding in favor of U i when the received
code is r,

P (r|U i) = max {P (r|U j)} for j = 1 to N (13.9)

where N is all N code vectors. Also, we may find the minimum distance
d(r, U i) as

d (r|U i) = min {d(r,U j)} for j = 1 to N (13.10)

The minimum distance of the code is denoted dmin, which is the short-
est link in a chain toward the U j.

In general, the error-detecting capability e of a code is defined as

e = dmin − 1 (13.11)

Signal-Error Analysis versus System Performance 455

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.

Signal-Error Analysis versus System Performance



and the error-correcting capability t of a code is

t = (13.12)

Therefore, in a block code with the minimum dmin, we can detect dmin − 1
errors and correct one-half of them.

Erasure correction

If a symbol cannot be decided in a receiver, instead of guessing a state,
allow the bit to erase, but retain the location information. If the code
has minimum distance dmin, then any pattern of α errors and β era-
sures can be corrected simultaneously with the condition:

dmin ≥ 2α + β + 1 (13.13)

Error detection and correction algorithm

Let us assume that the information m(X) with a multiple of the gener-
ator polynomial g(X) creates a code word U(X):

U(X) = m(X) g(X) (13.14)

U(X) is sent and received by Y(X), which is the corrupted version of
U(X),

Y(X) = U(X) + e(X) (13.15)

The decoder tests the received code word Y(X) by dividing g(X), the
remainder S(X) is created as

= q(X) +

or

Y(X ) = q(X) g(X) + S(X) (13.16)

If S(X) = 0, then q(X )g(X) = U(X), and q(X) = m(X).
If S(X) is not equal to zero, then Y(X) is corrupted. By subtracting Eq.

(13.15) with Eq. (13.16) and applying the relationship of Eq. (13.14), we
achieve

e(X) = q(X) g(X) − U(X) + S(X)

= [ q(X) − m(X)] g(X) + S(X) (13.17)

S(X)
�
g(X)

Y(X)
�
g(X)

dmin − 1
�

2
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The syndrome S(X) of the received polynomial Y(X) contains the infor-
mation needed for correction of the errors.

There are many well-known block codes listed in Table 13.1. Details
on this topic can be found in books on coding theory [1, 2].

Cyclic redundancy check (CRC)

The cyclic redundancy check (CRC) is used to detect the error only. For
example, the generator polynomial g(X) of a 7-bit CRC can be ex-
pressed as

g(X) = 1 + X + X2 + X3 + X4 + X5 + 0 ⋅ X6 + X7 (13.18)

An input polynomial a(X) with m bits is

a(X) = �
m

k = 0

BkXk (13.19)

where Bk is the bit sequence.
The polynomial b(X) is the remainder of the division of a(X) and g(X)

obtained from

= q(X) + (13.20)b(X)
�
g(X)

a(X)X7

�
g(X)
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TABLE 13.1 Commonly Used Coding Schemes with Error-Correcting Capability

Number of errors capable
Coding schemes of correcting (t) Remarks

Hamming code (L, k) 1 L − k = m where L = 2m − 1
and k = 2m − m − 1.

Golay code (23, 12) 3 The code word length and the
information bits are fixed.

Reed-Muller code (L, k) (L + 1) ⋅ 2−Q − 1 Q is the number of steps of a
majority logic decoder.

BCH code (L, k) ≤ t ≤ d is the minimum Hamming
distance.

Reed-Solomon code (L, k) A nonbinary BCH code.

Fire code (L, k) Only detecting and correcting
single burst of t errors.

Convolutional code (L, k) For burst correcting [1] with large L.
L − k
�
1 + k/L

k + 1 − log2 (L + 1)
���

2

L − k
�

2

d − 1
�

2
L − k

��
log2 (L + 1)
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where q(X) is the quotient of the division that is discarded for trans-
mission. The remainder b(X ) can be generated from Eq. (13.19) and Eq.
(13.20).

b(X) = �
7

k = 1

CkXk − 1 (13.21)

The seven bits of C1⋅⋅⋅⋅⋅⋅G1 will be sent with the message bits of {Bk}. The
message sent out will be {Bk} plus {Ck}. The CRC is performed at the
receiving end. The received message a′(X) will be divided by the same
g(X) stored at the receiver.

= q′(X) + (13.22)

Then the new generated remaining bits b′k can be obtained as

b′(X) = �
7

k = 1

C′kXk − 1 (13.23)

Comparing {Ck} from the received signal and {C′k} from the generated
bits, if

{Ck} = {C′k}

then the message has zero error. If {Ck} ≠ {C′k}, then either the message
has errors or the {Ck} is in error due to the transmission.This section only
demonstrates a 7-bit CRC application. The number of CRC bits varies
depending on the particular needs. The popular ones are 7, 16, and 32.

13.3 Convolutional Code

A convolutional code is described by three integers, n, k, and K. K is the
constraint length to control the redundancy of the message bits, while
k is a number of M-ary bits (M = 2k). For the input of binary bits, k = 1.
For the input of 4-ary bits, k = 2. kK is the number of a shift register. n
is the coded bits at the output of the shift register. The ratio k/n is the
rate of the code. For the input of binary bits, k = 1, the kK-stage shift
register can be referred to simply as a K-stage register. The encoder is
then called a 1/n encoder. The convolutional encoder with constraint
length K and rate k/n is shown in Fig. 13.3.

Convolutional encoder

To illustrate the mechanism of the convolutional encoder, we take an
encoder of rate 1⁄2, K = 3, and k = 1, as shown in Fig. 13.4. Since k = 1, the

b′(X )
�
g(X)

a′(X)X7

�
g(X)
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input bits mi are binary. The generator polynomial g(X) is expressed

g(X) = �
K

i = 1
aixi (13.24)

where ai = 0,1. The generator polynomial g1(X) for the left adder (point
a) is

g1(X) = 1 + X + X2 (13.25)
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Figure 13.3 Convolutional encoder.

Figure 13.4 A 3-register, 2-adder convolutional encoder.
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and for the right adder (point b) is

g2(X ) = 1 + X2

The output sequence is found at point c as

U(X) = m(X) g1(X) alternated with m(X) g2(X) (13.26)

First, let the message vector m = 011, then m(X) = X + X2, and

m(X )g1(X ) = (X + X2)(1 + X + X2) = X + X2 = X2 + X3 + X4

= X + X4 (after modulo-2 addition) (13.27)

m(X)g2(X) = (X + X2)(1 + X2) = X + X2 + X3 + X4 (13.28)

From Eq. (13.27) and (13.28),

m(X) g1(X) = 0 + 1 ⋅ X + 0 ⋅ X2 + 0 ⋅ X3 + 1 ⋅ X4

m(X) g2(X) = 0 + 1 ⋅ X + 1 ⋅ X2 + 1 ⋅ X3 + 1 ⋅ X4

The output U(X) can be found from Eq. (13.26) as

U(X) = {m(X) g1(X), m(X) g2(X)}
= (0,0) + (1,1)X + (0,1)X2 + (0,1)X3 + (1,1)X4

The vector U is then

U = 00 11 01 01 11

The tree diagram

It is very simple to code the input message to the output of the encoder
by using the tree diagram. Every encoder has its own tree diagram.
The output of the encoder shown in Fig. 13.4 can have a tree represen-
tation, as shown in Fig. 13.5. Suppose that the message m = 10 110⋅⋅⋅⋅⋅
enters the encoder with the bit on the far left entering first. Bit 1 goes
downward. Bit 0 goes upward. Then, the heavy trace indicates the
paths, and the coded word is

U = 1110000101

The tree diagram is expanded upward and downward as the time
passes. It is very hard to store the tree diagram in memory, even
though it is easy to use.

Trellis diagram

The trellis diagram has a repetitive structure, and its size is more man-
ageable than the size of the tree diagram. We can demonstrate a new

460 Chapter Thirteen

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.

Signal-Error Analysis versus System Performance



Signal-Error Analysis versus System Performance 461

Figure 13.5 Tree representation of encoder (rate 1⁄2 K = 3).
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trellis diagram for the output of the encoder in Fig. 13.4. In Fig. 13.5,
we circle four states (00, 11, 10, 01) at time t2 and show that every state
can split into two new states. Following the diagram trace, we convert
the tree diagram from Fig. 13.5 to the trellis diagram shown in Fig.
13.6. In the trellis diagram, there are solid lines for the input bit 0 and
the dotted line for the input bit 1. We realize that the diagram between
time t3 and t4 repeats thereafter as the shaded region indicated in Fig.
13.6. Then, m = 10110 will be coded by U = 11 10 00 0101 at the output
of the encoder.

The Veterbi convolutional 
decoding algorithm

The Veterbi decoding algorithm was discovered in 1967 [11]. It per-
forms maximum likelihood decoding. It calculates a measure of simi-
larity between the received signal Yi and all the trellis paths entering
each state at time ti. Remove all the candidates that are not possible
based on the maximum likelihood choice. When two paths enter the
same state, the one with the best path metrics (the sum of the distance
of all branches) along the path is chosen. This path is called the sur-
viving path. This selection of surviving paths is done for all the states
and makes decisions to eliminate the least likely paths in early calcu-
lation stages to reduce the decoding complexity. The material regard-
ing the Veterbi decoder can be found in Refs. 13 and 14.
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Figure 13.6 Encoder trellis diagram (rate 1⁄2K = 3).
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13.4 Trellis Coded Modulation 
(TCM) [12, 13, 14]

TCM is a modulation that combines coding and modulation to achieve a
great coding gain without sacrificing bandwidth efficiency. The modula-
tions use a rate k/(k + p) where k is the information bits and k + p are the
coded bits. The convolutional encoder can map the coded bits onto signal
points {xk} through a technique called mapping by set partitioning.

Trellis-coded modulation uses a multilevel/phase-signaling set that
signals constellations with multiple amplitudes and multiple phases.
The signaling sets combine with a state-oriented trellis coding scheme.

The TCM achieves coding gain without any bandwidth expansion
but at the expense of decoder complexity. The coding gain can be
observed from block codes or trellis codes. Due to the advantage of the
Viterbi decoding algorithm, trellis decoding becomes attractive. TCM
uses coding to gain redundancy but increases the signal alphabet to
achieve multilevel/phase signaling, or M = 2n (n coded bits), so that the
channel bandwidth is not increased.

The error performance of an uncoded M-ary PAM or PSK or QAM
depends on the distance between the closest pair of signal points. To
keep a constant average power, the minimum distance between points
decreases as the number of points increases, which also creates the
redundancy of the transmitted signal. This is the concept of TCM. TCM
does not decrease the bandwidth efficiency or increase the transmitted
power, and it does not increase the outage from error.

Trellis coded modulation can be implemented with a conventional
encoder where k current bits and k(K − 1) prior bits are used to produce
a convolutional code with a number of parity bits p. The n = k + p coded
bits require 2n binary channel symbols for transmission. The encoding
increases the signal size from 2k to 2k + p. In Fig. 13.7(a), an uncoded 4-ary
(22) PAM (Pulse Amplitude Modulation) has the transmitted power Pt1

and transmission rate R1. Its k = 2 and p = 0. The uncoded PAM is coded
to a TCM by taking k = 2 and p = 1, which is a rate of k/(k + p) = 2/3. The
TCM is the same as a 2/3 coded 8-ary PAM with the same power Pt1 and
the same rate R1.

Figure 13.7(b) shows an uncoded 4-ary PSK (k = 2, p = 0) to a TCM by
taking k = 2 and p = 1, which is a rate of k/(k + p) = 2/3. This new TCM
is the same as a 2/3-coded 8-ary PSK with the same power Pt2 and the
same rate R2 as the uncoded 4-ary PSK.

Figure 13.7(c) shows an uncoded 16 QAM (k = 4, p = 0) to a TCM by
taking k = 4 and p = 1, which is a rate of k/(k + p) = 4/5. This new TCM
is the same as a 4/5-coded 32-ary QAM with the same power Pt3 and the
same rate R3 as the uncoded 16-ary QAM.
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Although the increase in signal set size provides coding redundancy,
the increase in the number of signals does not result in increasing
bandwidth because the transmission rate remains the same.

Coding gain for trellis coding

The average signal power Pav is computed as

Pav = (13.29)

where di is the Euclidean (true) distance of the ith signal from the cen-
ter of the space, and M is the number of the code word symbols. We may
find the average power of a 4-PAM signal set and an 8-PAM set to be
the same, as shown in Fig. 13.8.

�
M

1

di
2

�
M
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Figure 13.7 Increase of signal set size (k + p) for TCM: (a) TCM of a 4-ary PAM; (b) TCM
of a 4-ary PSK; (c) a 16 QAM is coded to TCM.

(a)

(b)
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Figure 13.7 (Continued) Increase of signal set size (k + p) for TCM: (c) TCM of a 16-ary QAM.

(c)

Figure 13.8 Minimum distance error event for rate 2/3 con-
volutional code.
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The average power Pav of an 8-ary PAM can be obtained from Eq.
(13.29).

Pav = = = 84

The average power Pav of a 4-ary PAM can have the same power as the
8-ary PAM

Pav = = 84

d = 4.1

The signal set of a 4-ary PAM has the same average power of an 8-ary
PAM.

In general, the Pav values for the two cases do not need to be the same.
We may show the error event for a 2/3 rate 8-ary PAM and compare

to the uncoded 4-ary PAM by using the coding gain as a measurement.
The coding gain G from the TCM can be described as

G = (13.30)

Suppose that the transmitted sequence is 000, which corresponds to an
all-zero (state 00) path. The error event diverges from the all-zero path
to state 10 first, then state 01, then returns to state 00 as shown in Fig.
13.8 for a TCM signal. This TCM is the same as a 2/3-coded 8-ary PAM
where K = 3. The minimum distance dmin is calculated as follows:

The error distance from state 00 to state 10 is 14 − 6 = 8.

The error distance from state 00 to state 01 is 14 − 10 = 4.

The error distance from state 01 to state 00 is 14 − 6 = 8.

The error path of the TCM of a 2/3-rate 8-ary PAM shown in Fig. 13.8
results in its dmin as

(d2
min)8 = (14 − 6)2 + (14 − 10)2 + (14 − 6)2 = 64 + 16 + 64 = 144

For uncoded 4-PAM, the d2
min value for each error event is

(d2
min)4 = (12.3 − 4.1)2 = 67.2

The coding gain G can be obtained from Eq. (13.30) as

G = = 2.14 or 3.31 dB144
�
67.2

(d2
min/Pav)TCM

��(d2
min/Pav)uncoded

2[d2 + (3d)2]
��

4

672
�

8
� di2

�
M
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Therefore, even for the simple register K = 3, a noticeable amount of
coding gain is shown without increasing the bandwidth and the aver-
age power for a TCM signal.

13.5 Types of Signaling Errors

In mobile communications, there are two types of errors which may be
observed. One is the unrecognizable word. The other is the falsely rec-
ognizable word. Both of these kinds of errors can be reduced by adding
additional coding to the basic coded word. The probability of receiving
falsely recognizable words is usually very small when compared with
the probability of receiving unrecognizable words. It should be noted
that when the mobile-radio system receives an unrecognizable word, it
does not take any action in response to the unrecognizable word. Under
this condition, even though a word is unrecognizable, the system will
not malfunction. However, if the system receives a falsely recognizable
word, it will act in response to the falsely recognizable word, and the
system may malfunction with a certain degree of probability. Because
of this, it is necessary to keep the rate of falsely recognizable words (the
false-alarm rate) as low as possible. The false-alarm rate can be calcu-
lated in terms of probability of error p of each bit based on false recog-
nition. If two code words have a length of L bits and are different from
each other by t bits, then the false-alarm rate can be expressed:

Pf = false-alarm rate = pt(1 − p)L − t (13.31)

The word-error rate calculation considers only the probability that a
word is in error, which means that if one or more bits in a given word
are in error, then the entire word is considered in error. The word-error
rate can be found by the following expression:

Pw = word-error rate = 1 − (1 − p)L (13.32)

If a word of L bits length is coded by the insertion of g bits, then the new
word of (L + g) bits has the capability for detection and correction of t
errors, depending upon the coding scheme that is used and the number
g of bits that have been inserted. Table 13.1 lists some of the commonly
used coding schemes [1, 2], together with their error-correction capabil-
ities. The code-word-error rate of a code word consisting of N bits, with
t errors corrected, can be expressed:

Pcw = 1 − �
t

k = 0

Ck
Npk(1 − p)N − k (13.33)

where
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Ck
N = (13.34)

It can readily be seen that the word-error rate Pw is always greater
than the false-alarm rate Pf. Also, Pw is always greater than the code-
word-error rate; however, a required false-alarm rate of 10−6 is usually
specified. Reduction of the false-alarm rate can become a problem in
analyzing the various code patterns, and unfortunately, the solutions
for such problems are beyond the scope of this book. Therefore, analy-
ses of system performance are based either on word-error rate or on the
coded-word-error rate, exclusively.

Example 13.1 If there are two code words, 1010 and 1100, and the bit-error rate
is 10−2, then false recognition can occur when the two middle bits of the first code
word are in error and mistakenly identified as though the second code word were
sent. Under these conditions, the false-alarm rate is

Pf = p2(1 − p)2 = 9.8 × 10−5 (E13.1.1)

and the word-error rate is

Pw = 1 − (1 − p)4 = 3.94 × 10−2 (E13.1.2)

Example 13.2 As indicated in Table 13.1, the Golay code (23, 12) has the capa-
bility for correcting up to three errors. If the Golay code is used and the bit-error
rate is 10−1, the word-error rate Pcw can be found from Eq. (13.33) as follows:

Pcw = 1 − �
3

k = 0

Ck
23pk(1 − p)23 − k = 0.1927 (E13.2.1)

If no coding is added to the word, then the word length is 12 b instead of 23 b and
the word-error rate can be obtained from Eq. (13.32) as follows:

Pw = 1 − (1 − p)12 = 0.7175 (E13.2.2)

It is apparent that Pcw is approximately 3.7 times less than Pw; however, the
throughput for Golay-coded words is 12/23 ≈ 50 percent. This means that when
the signaling rate is fixed, only half of the received bits of a Golay-coded word are
information bits, whereas for an uncoded word all of the received bits are infor-
mation bits.

Example 13.3 In an FM digital transmission scheme, most mobile receivers use
a discriminator for detection of FM voice transmissions. Therefore, it is reason-
able to assume that some form of direct digital noncoherent FSK carrier modu-
lation is used to transmit the data. This type of modulation can then be
demodulated by the same type of discriminator used for voice, although with dif-
ferent baseband filtering, as discussed in Chap. 11. With a Manchester-coded
waveform, the energy is typically concentrated around fTs = 0.75 (see Fig. 11.3).
For the values of 10 kHz and Ts = 100 µs, then f = 8 kHz. According to this type of
analysis, the filter for a digital FSK signal should be centered at 8 kHz.

N!
��
(N − k)!k!

468 Chapter Thirteen

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.

Signal-Error Analysis versus System Performance



13.6 Bit-Error Analysis Based on the 
M-Branch Maximal-Ratio Combiner

To simplify bit-error analysis, and to minimize problems associated
with the error function, it is best to employ a signaling scheme such as
DPSK, which has a relatively simple exponential expression, as was
discussed in Sec. 8.3 of Chap. 8. Also, the bit-error rate for a DPSK sig-
nal received over a fading channel is essentially the same as the bit-
error rate for a coherent FSK received signal, at a given signal level.
For noncoherent FSK signaling, the same signaling rate will cause
approximately 3 dB of degradation in signal level, as shown in Fig. 8.14
of Chap. 8. By knowing the bit-error rate for a DPSK system with 
M-branch maximal-ratio combining, the bit-error rate for other types
of signaling schemes can be predicted with a fair degree of certainty.
For these reasons, an M-branch DPSK diversity-combiner system is
the model of choice for analyzing the error rate for mobile-radio trans-
mission in a multipath-fading environment. In studying the bit-error
rate for a signal in an M-branch DPSK diversity-combining system, it
is assumed that all signal branches are mutually independent. During
analysis, the error rate for the DPSK M-branch diversity system will
be compared with different types of correlated signals, where the cor-
relation coefficients typically vary from 0 to 1. The analysis will also
examine the word-error rate for M-branch DPSK diversity combining.

The average bit-error rate for a DPSK signal from an M-branch 
maximal-ratio combiner is described in the following paragraphs. The
main advantage in using this type of combiner is that the cumulative
probability distribution can easily be obtained by using analytical
methods.

The actual difference in the cumulative probability distribution
between an equal-gain type of combiner and the maximal-ratio com-
biner is about 1 dB, making it possible to estimate the bit-error rate for
one system from the solution obtained for the other system. Figures
10.8 and 10.10 of Chap. 10 show a comparison between an equal-gain
combiner and a maximal-ratio combiner. The average bit-error rate for
a DFSK system with a maximal-ratio combiner operating in a mobile
fading environment is

〈Pe〉 = �∞

0
PepM(γ) dγ = �∞

0
e−γ pM(γ) dγ (13.35)

where pM(γ) is as shown in Eq. (10.61):

pM(γ) = exp �− � (13.36)γ
�
Γ

γM − 1

�
ΓM

1
�
(M − 1)!

1
�
2
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where Γ is the average carrier-to-noise ratio for a single channel and Pe

for the DPSK case is shown in Eq. (8.82). Then Eq. (13.35) becomes:

〈Pe〉 = � �
M

(13.37)

The average bit-error rate for an M-branch maximal-ratio-combined
DPSK signal is plotted in Fig. 13.9. The word-error rate depends on the
basic detection scheme and on the rapidity of the fading as described in
the following section.

13.7 Effects of Fading on Word-Error Rate

The average word-error rate (also called frame-error rate) depends on
the rapidity of the fading, which is a function of mobile speed V. When V
changes, the rapidity of the fading changes, and the average word error
changes accordingly. An analysis that uses V as a variable is compli-
cated and very difficult to solve. However, an appropriate solution can

1
�
Γ + 1

1
�
2
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Figure 13.9 Average bit-error rate for M-branch maximal-
ratio-combined DPSK signaling.
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be obtained for the two extreme conditions: the fast-fading condition
and the slow-fading condition [3].

Fast-fading condition

In the fast-fading condition (V → ∞), the fading is assumed to be fast
enough that the cnr’s of two adjacent bits are independent and there-
fore the bit errors of individual bits are mutually independent. Equa-
tion (13.37) can be used to calculate the error probability for each bit.
Given a word length of N bits, the probability that m bits will be in
error can be obtained through binomial expansion:

p(N, m) = � �(1 − 〈Pe〉)N − m〈Pe〉m (13.38)

where

� � = (13.39)

The difference between Eqs. (13.31) and (13.38) is that Eq. (13.31) con-
siders only one particular possibility, whereas Eq. (13.38) considers 
(N m) possibilities. If no error-correcting codes are used, then one or
more errors in a word of N bits will cause the word to be in error. The
word-error rate for a noncorrecting code can be expressed:

Pew (no correcting code) = 1 − p(N, 0) (13.40)

The calculation of word-error rate, using Eq. (13.40) for a 22-b word,
is shown in Fig. 13.10 for a single channel, 2-branch and 4-branch com-
biners operating under fast-fading conditions. If correcting codes are
used, the word-error rate decreases as the number of error corrections,
t, increases. The word-error rate for an error-correcting code can be
expressed:

Pcw (t error correcting) = 1 − p(N, 0) − �
t

m = 1

p(N, m) (13.41)

where p(N, m) is a function of 〈Pe〉.

Slow-fading condition

For a slow-fading condition, the fading is assumed to be such that the
carrier-to-noise ratio throughout the length of the word does not
change significantly. For example, at a carrier frequency of 850 MHz
and a vehicle speed of 60 mi/h, the average time the carrier spends at
10 dB or more below its mean strength is about 2 ms, as shown in

N!
��
m!(N − m)!

N
m

N
m

Signal-Error Analysis versus System Performance 471

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.

Signal-Error Analysis versus System Performance



Fig. 6.7 of Chap. 6. For a signaling rate of 10 kb/s, approximately 20
b will be in the fade. At slower vehicular speeds, the number of bits
in the fade will be even higher. For simplicity, let p replace Pe in Eq.
(8.82):

p = Pe = e−γ (13.42)

In the slow-fading case, it can be assumed that a word-error rate of all
bits in a word can be treated as equal to a single bit-error rate, as
expressed in Eq. (13.42). The probability that exactly m bits will be in
error in a word of N bits is

p(N, m) = � �(1 − p)N − mpm

= � �� �
N − m

k = 0
� �(−p)k�pm (13.43)

The average word-error rate can be obtained by averaging p(N, m) over
γ in Eq. (13.43); the calculation is as follows:

N − m
k

N
m

N
m

1
�
2
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Figure 13.10 Word-error rate during fast and slow fad-
ing, for an M-branch maximal-ratio DPSK signal.
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〈 p(N, m)〉γ = �∞

0
p(N, m)pM(γ) dγ

= � � �
N − m

k = 0
� �(−1)k� �

m + k
(13.44)

In the noncorrecting error-code case, the probability that the word is in
error can be expressed:

Pew (no correcting code) = �
N

m = 1

〈 p(N, m)〉γ = 1 − 〈 p(N, 0)〉γ (13.45)

The calculation for the word-error rate, using Eq. (13.45), for a 22-b
word is shown in Fig. 13.10 for single-channel, 2- and 4-branch com-
biners operating under slow-fading conditions. When a correcting code
is used, the word-error rate decreases as the number of error-correction
codes, t, increases. The expression of Eq. (13.45) then becomes:

Pew (t error corrections) = 1 − �
t

m = 0

〈 p(N, m)〉γ (13.46)

There is a significantly large difference between word-error rates for a
single channel under fast- and slow-fading conditions. However, this
difference diminishes as the number of branches increases, as is shown
in Fig. 13.10.

13.8 Error Reduction Based on Majority-
Voting Processes

To decrease the word-error rate even more, it is necessary to employ the
techniques of word repetition. The word-repetition format for sending
words repeatedly requires that an algorithm be developed for detecting
the repeated words at the time of reception. Assuming that each word is
repeated 5 times during transmission, the 5 repeats of the received
message-bit stream must be aligned bit by bit. A 3-out-of-5 majority-
voting process is then used to determine each valid message bit. The
resulting majority-voted message words then constitute the improved
message stream, on which additional single-bit error correction is used
to further improve the chances for obtaining error-free content in the
message stream. This error-correction technique can be applied to the
message format under either fast-fading or slow-fading conditions.

Fast-fading condition

Under fast-fading conditions, and on the assumption that no correla-
tion exists between any two repeated message bits, the improved bit-
error rate, P′e, after a 3-out-of-5 majority vote, can be expressed:

1
��
[(m + k)Γ + 1]M

1
�
2

N − m
k

N
m
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〈P′e〉 = �
5

k = 3
� �〈Pe〉k(1 − 〈Pe〉)5 − k (13.47)

where Pe can be found in Eq. (13.37). Each bit can be considered an
individual event after a 3-out-of-5 majority vote. The average improved
bit-error rate of Eq. (13.47) is plotted in Fig. 13.11(a), for M = 1 (that is,
ρr = 1), and M = 2, with different values of correlation coefficient ρr. The
improved bit error rates of different majority votes are shown in Fig.
13.11(b) for comparison.

Given a word length of N bits, the probability that 1 or more bits will
be in error can be expressed similarly to Eq. (13.40):

Pew (no error correcting) = 1 − (1 − 〈P′e〉)N (13.48)

The error probability expressed in Eq. (13.48) is plotted in Fig. 13.12,
for N = 40. Given a word length of N bits, the probability that more
than t bits are in error can be obtained as follows:

5
k

Figure 13.11 Bit-error rate (a) after 3-out-of-5 majority vote, for 2-branch DPSK signaling, (b) after different
majority vote arrangements for a single branch.

(a) (b)

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.

Signal-Error Analysis versus System Performance



Signal-Error Analysis versus System Performance 475

Pew (t error correcting)

= 1 − (1 − 〈P′e〉)N − �
t

m = 1
� �(1 − 〈P′e〉)N − m〈P′e〉m (13.49)

The error probability expressed in Eq. (13.49) is also plotted in Fig.
13.12 for t = 1 and N = 40.

Slow-fading condition

Under slow-fading conditions, the improved message stream, after 
3-out-of-5 majority voting, is used to find the word-error rate. It is
assumed that this same 3-out-of-5 majority vote on the bits in a word
repeated 5 times has been taking place as if all of the bits were under
the same fading conditions. The word-error rate is then obtained by
averaging the cnr, γ, in a Rayleigh-fading environment. The result is
the average word-error rate for a slow-fading condition.

The improved bit-error rate, P′e, after a 3-out-of-5 majority vote, is
given by:

P′e = �
5

k = 3
� �Pe

k(1 − Pe)5 − k (13.50)5
k

N
m

Figure 13.12 Word-error rate for a 40-b improved word message, for 2-
branch DPSK signaling in a fast-fading case.
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where Pe is as shown in Eq. (13.42). Then, the word-error rate for
exactly m errors in an N-bit word is:

p′(N, m) = � �(1 − P′e)N − mP′em (13.51)

The average improved bit-error rate for exactly m errors can be
expressed:

〈 p′(N, m)〉γ = �∞

0
p′(N, m)pM(γ) dγ (13.52)

The word-error rate when no error correction is used is:

Pew = 1 − 〈 p′(N, 0)〉 (13.53)

The word-error rate when t error corrections are used is:

Pew = 1 − 〈 p′(N, 0)〉 − �
t

m = 1

〈 p′(N, m)〉 (13.54)

The word-error probabilities based on the results of Eqs. (13.49) and
(13.54) are plotted in Fig. 13.13.

Comparing differences between the word-error rates for fast fading
and slow fading (cnr Γ = 15 dB) shows a difference greater than three
orders of magnitude for a word length greater than 32 b. Usually the
mobile speed is less than 15 mi/h when the traffic is jammed. There-
fore, the word-error rate curves derived for slow-fading conditions are
more suitable for error analysis.

13.9 Bit-Error Analysis Based 
on Correlated Signals

If a signal that is received from one branch is correlated with a signal
from another branch, then the performance of the combiner becomes
degraded as the correlation coefficient increases. This situation can be
studied for two cases, fast fading and slow fading.

Fast-fading condition

The probability density function p2(γ) of a combined signal from a 
2-branch maximal-ratio combiner is shown in Eq. (10.71). In the fast-
fading condition, substituting p2(γ) into Eq. (13.35) yields the following:

〈Pe〉 = �∞

0
e−γ (e−γ /(1 + |ρ|)Γ − e−γ /(1 − |ρ|)Γ) dγ

= (13.55)1
���
2[Γ2(1 − |ρ|) + 2Γ + 1]

1
�
2|ρ|Γ

1
�
2

N
m
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where ρ is the correlation coefficient of two complex Gaussian fadings
received from two branches and |ρ| is the magnitude of ρ. The corre-
lation |ρ| can be expressed:

|ρ| = = (13.56)

where E[X1X2] is as shown in Eq. (6.108) and E[Y1Y2] = E[X1X2]. Note
that r1 = �X1

2 + Y1
2 and r2 = �X2

2 + Y2
2 are the terms for two Rayleigh

envelopes. Equation (6.107) indicates that the correlation coefficient ρr

between two Rayleigh envelopes r1 and r2 is:

ρr = |ρ|2 (13.57)

E[Y1Y2]�
E[Y1

2]
E[X1X2]�
E[X1

2]
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Figure 13.13 Word-error probability for an improved word message
in a slow-fading case.
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Inserting Eq. (13.57) into Eq. (13.55) gives the following:

〈Pe〉 = (13.58)

When ρr = 1, the two signals are totally correlated, and

〈Pe〉 = (13.59)

When ρr = 0, the two signals are completely uncorrelated, and thus:

〈Pe〉 = (13.60)

The function for Eq. (13.58), with different values of ρr, is plotted in
Fig. 13.14.

Calculation of the word-error rate for a system employing word rep-
etition during transmission can easily be performed in the following

1
��
2(Γ + 1)2

1
��
2[2Γ + 1]

1
���
2[Γ2(1 − �ρ�r�) + 2Γ + 1]
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Figure 13.14 Average bit-error rate for a 
2-branch combined correlated signal.
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manner. Assume that a word-repetition rate of 5 times is used, and that
a bit-by-bit, 3-out-of-5 majority-voting process is applied in the receiv-
ing process to determine the validity of each message bit, as previously
described in Sec. 13.8. It is therefore necessary to first substitute Eq.
(13.58) into Eq. (13.47) to obtain the improved bit-error rate 〈P′e〉. Then,
by substituting 〈P′e〉 into Eq. (13.49), the word-error rate can be found.
The word-error rates for a 40-b word without error correction and with
1-b error correction are both shown in Fig. 13.12, for different values of
correlation coefficient ρ.

Slow-fading condition

For the slow-fading condition, the same procedure described in Sec.
13.8 can again be used, except that this time, p2 as shown in Eq. (13.52)
will be replaced by p(γ), as expressed in Eq. (10.71). When ρr = 1 (corre-
sponding to a single channel), the word-error rate, after 3-out-of-5
majority voting, should agree with the curves shown in Fig. 13.13 for
the slow-fading case.

13.10 Irreducible Error Rate Due 
to Random FM

DPSK system

For a DPSK System, Eq. (13.37) is the average bit-error rate assuming
that time delay T shown in Fig. 8.13 is negligible while the received sig-
nal is in a fading environment. When the time delay T is not negligible,
the two complex Gaussian signals z1 and z2, separated by T, will have a
correlation coefficient equivalent to that expressed in Eq. (6.108) in
Chap. 6, which can be expressed:

ρ = ρz1z2*(T) = = J0(βVT) = |ρ|

= J0�2π T� = J0(2πfmT) ≤ 1 (13.61)

where z1 and z2 in a fading environment have the same expression as
shown in Eq. (8.81) with t + T replacing t for z2.

The pdf of v, v = Re [z1z*2], given that a mark M is transmitted for 
v < 0 is [4]:

p(v|M) = exp � � v < 0v/σn
2

��
Γ(1 − |ρ|) + 1

1
��
2(Γ2 + 1)σn

2

V
�
λ

E[z1z*2]�
E[z1z*1]
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where 2σn
2 is the noise power and |ρ| is given in Eq. (13.61). The aver-

age error probability can be found by integrating p(v|M) over v from
−∞ to 0, as

〈Pe〉 = �0

−∞
p(v|M) dv = (13.62)

The term 〈Pe〉 can be separated into two parts, as follows:

〈Pe〉 = + (13.63)

The first part is the same as for a single channel, as previously stated
in Eq. (13.37) for M = 1. The second part is an additional error caused by
the correlation coefficient |ρ|. When |ρ| = 1, the second part is dimin-
ished. When the average cnr of a single branch becomes very large, i.e.,
when Γ >> 1, then the error rate of the second part becomes the irre-
ducible error rate due to random FM and can be expressed:

〈Pe〉rfm = → Γ >> 1 (13.64)

where |ρ| can be approximated by

|ρ| = J0(2πfmT) ≈ 1 − � �
2

(13.65)

when the pulse duration T becomes small.
Substituting Eq. (13.65) into Eq. (13.64) yields the following:

〈Pe〉rfm ≈ (πfmT)2 (13.66)

Digital FM (FSK) system

For digital FM systems, the irreducible error due to random FM can be
expressed:

〈Pe〉rfm = 〈P(ψ̇rfm ≤ −2πfd)〉 (13.67)

where fd is the peak deviation of the FM system, or where 2fd is the sep-
aration between two keying frequencies. For the average cnr, Γ >> 1
implies that the error is due only to ψ̇rfm ≤ −2πfd. The probability den-
sity function of ψ̇rfm, p(ψ̇rfm), is as previously shown in Eq. (7.68). Thus,
averaging Eq. (13.67) over γ gives:

〈Pe〉rfm = �1 − �2� �1 + 2 �
−1/2

� (13.68)fd
2

�
fm

2

fd�
fm

1
�
2

1
�
2

2πfmT
�

2

1 − |ρ|
�

2
Γ(1 − |ρ|)
��

2(Γ + 1)

Γ(1 − |ρ|)
��

2(Γ + 1)
1

�
2(Γ + 1)

1 + Γ(1 − |ρ|)
��

2(Γ + 1)
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where fm = V/λ. For the case of fd >> fm, Eq. (13.68) reduces to

〈Pe〉rfm ≈ � �
2

(13.69)

Example 13.4 On the basis of the following given parameters, find the irreducible
error rate due to random FM, in both an FSK and a DPSK system. The receiving
mobile unit is traveling at 40 km/h and the carrier frequency is 800 MHz. FSK fre-
quency deviation is 12 kHz. The DPSK signaling rate is 1/T = 6 kHz.

solution Given fd = 12 kHz and fm = V/λ = 29.6 Hz, the FSK irreducible error rate
from Eq. (13.69) becomes:

〈Pe〉rfm = � � = 3 × 10−4 FSK system (E13.4.1)

Given T = 1/(6 kHz) = 1.66 × 10−4 s and fm = 29.6 Hz, the DPSK irreducible error
rate from Eq. (13.66) becomes:

〈Pe〉rfm = (π × 29.6 × 1.66 × 10−4)2 = 1.19 × 10−4 (E13.4.2)

Note that the irreducible error rate due to random FM for the DPSK system is
lower than that for the FSK system.

13.11 Irreducible Error Rate Due 
to Frequency-Selective Fading

As the time-delay spread increases and therefore is no longer negligible,
the irreducible error rate due to frequency-selective fading becomes
more noticeable [5]. In Chap. 1, Sec. 1.3, the effects of frequency-
selective fading as a result of the multipath-propagation phenomenon
were discussed. Bello and Nelin [6–8] have calculated the error proba-
bility due to frequency-selective fading and Gaussian noise for square-
pulse FSK and DPSK systems with diversity combining. Bailey and
Lindenlaub [9] have extended Bello and Nelin’s results to include
DPSK systems with fully raised-cosine signaling pulse shaping for
both Gaussian time-delay-spread function and rectangular time-delay-
spread function. The irreducible error rate is an error rate which will
not be reduced by further increasing the transmitting power. The irre-
ducible error rate can be obtained by letting the average cnr become
infinite in the expression of error probability and solving for error
probability. The following paragraphs describe Bello and Nelin’s work,
with examples of their techniques for obtaining the irreducible error
rate as demonstrated by Bailey and Lindenlaub [9].

If a received signal y(t) at the input of a receiver can be represented
in the frequency domain by

Y( f) = S( f) + N( f) (13.70)

1
�
2

29.6
�
12,000

1
�
8

fm�
fd

1
�
8
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where S( f) is the desired signal spectrum and N( f) is the noise spec-
trum, then it can be assumed that the signal has arrived via a frequency-
flat and time-flat channel. Frequency-flat fading usually occurs when
the bandwidth of the digital pulse is considerably less than the correla-
tion bandwidth of the channel. Time-flat fading usually occurs when the
digital pulse width is considerably less than the correlation time of the
fading.

In the case of frequency-selective fading, the received-signal spec-
trum can be expressed:

Y( f) = S( f)T( f) + N( f) (13.71)

where T( f) is a random transfer function assumed to be a complex-
valued Gaussian process attributable to the medium, since the complex
Gaussian characteristics of the channel have been taken for granted.
For flat-frequency fading where T( f) = 1, Eqs. (13.70) and (13.71) are
identical. The autocorrelation function of T( f) is often referred to as the
“frequency-correlation function” R(Ω) and can be defined:

R(Ω) = 〈T*( f)T( f + Ω)〉 (13.72)

Equation (13.72) can also be used to determine the error probabilities
resulting from frequency-selective fading in certain types of systems
which are discussed in the following sections. The irreducible error rate
can be deduced from those results.

13.12 Error Probability for Incoherent
Matched-Filter Receivers

The block diagram for an incoherent matched-filter receiver with its
functional equivalent is shown in Fig. 13.15. The term yk(t) represents
the complex envelope of the kth branch of the signal received by an 

482 Chapter Thirteen

Figure 13.15 System of incoherent-matched-filter receiver.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.

Signal-Error Analysis versus System Performance



M-branch diversity system. The terms s0(t) and s1(t) represent the com-
plex envelope for the corresponding spectra of the mark (S0( f)) and
space (S1( f)) waveforms, respectively, in a noise-free time interval,
0 ≤ t ≤ T. The outputs of the two matched filters are given by:

Uk = �T

0
yk(t)s*1(t) dt = �∞

−∞
Yk( f)S*1( f) df (13.73)

Vk = �T

0
yk(t)s*0(t) dt = �∞

−∞
Yk( f)S*0( f) df (13.74)

where

Yk( f) = S( f)Tk( f) + Nk( f) (13.75)

The random variable q, the combined input of M receivers to the
“threshold decision” block of Figure 13.15, is expressed by:

q = �
M

k = 1

(|Uk|2 − |Vk|2) (13.76)

where Uk and Vk are normal complex random variables; i.e., a linear
operation in a Gaussian network always produces a Gaussian result.
The probability density function W(q) of q is shown in Ref. 5, and the
desired error probabilities Pr(q > 0) and Pr(q < 0) of the system can be
expressed:

Pr(q > 0) = �∞

0
W(q) dq

= � �
M

�
M − 1

m = 0

Cm
M − 1 + m (13.77)

Pr(q < 0) = �0

−∞
W(q) dq

= �
M − 1

m = 0
� �

m
Cm

M − 1 + m (13.78)

where M is the number of diversity branches and ρ is defined:

ρ = (13.79)

In this definition of ρ,

2(m11 − m00)������
�(m�11� −� m�00�)2� +� 4�(m�11�m�00� −� |�m�10�|�2)� − (m11 − m00)

1 + ρ
�
2 + ρ

1
�
(2 + ρ)M

1
�
(2 + ρ)m

1 + ρ
�
2 + ρ
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m11 = 〈|Uk|2〉

m10 = 〈U*kVk〉 (13.80)

m00 = 〈|Vk|2〉

and Cm
n = (13.81)

Note that ρ is a function of snr γ. The procedures for finding the values
of m00, m10, and m11 are described in greater detail in Bello and Nelin
[6]. The two error probabilities of major concern are:

p0 = Pr[q > 0 | s(t) = s0(t); 0 < t < T] (13.82)

p1 = Pr[q < 0 | s(t) = s1(t); 0 < t < T] (13.83)

Because of the frequency-selective behavior of the channel, inter-
symbol interference is introduced in Eqs. (13.82) and (13.83). In actual
practice, as frequency-selective fading is gradually introduced into an
otherwise flat-fading channel, only values of s(t) for time instants adja-
cent to the interval 0 ≤ t ≤ T are effective in producing intersymbol
interference. Intersymbol interference can be considered an interaction
between adjacent pulses. For example, to find the probability p0 for a 1
to be printed when a 0 has been transmitted, it is first necessary to cal-
culate the probabilities for a 1 to be printed when 000, 101, 100, and
001 have been transmitted. That is,

p0 = {p000 + p101 + p100 + p001} (13.84)

Similarly

p1 = {p111 + p010 + p011 + p110} (13.85)

where

pa0c = Pr[q > 0 | s(t) = sa0c(t)] (13.86)

pa1c = pr[q < 0 | s(t) = sa1c(t)] (13.87)

Equations (13.86) and (13.87) can be obtained from Eqs. (13.77) and
(13.78), respectively. Examples for calculating p0 and p1 follow.

Example 13.5 The following method can be used to find the irreducible error
rate for an M-branched noncoherent FSK signal. Bello and Nelin [8] calculated

1
�
4

1
�
4

n!
��
m!(n − m)!
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the irreducible error probability for continuous-phase FSK signaling with fre-
quency separation between mark and space signals of 1/T, where T equals the
square-pulse width. In this case, a Gaussian random channel is assumed. Since
the symmetry of the FSK signaling is satisfactory, it is only necessary to evalu-
ate p1. The values of ρ that are involved when the snr γ → ∞ are:

ρ111 = ∞ (E13.5.1)

ρ010 = �1 − � (E13.5.2)

ρ011 = ρ110 = �1 − � (E13.5.3)

where d = 1/BcT. Figure E13.5 shows the curve that results from substituting Eqs.
(E13.5.1) through (E13.5.3) into Eq. (13.78), then applying the result to Eq. (13.87),

d3

�
π�π�

16
�
3

π2

�
5d4

d3

�
π�π�

32
�
3

π2

�
12d4
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Figure E13.5 Irreducible error probability as a func-
tion of relative data rate for FSK. (From Ref. 6.)
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and then substituting that result into Eq. (13.85). The curve is for a postdetection,
maximal-ratio-combined signal. For delay spread ∆ = 5 µs, Bc = 1/2π∆ = 32 kHz, and
assuming that 1/T = 16 kHz, then d = 1/BcT = 0.5. The irreducible error rate there-
fore becomes 8 × 10−3 for a 2-branch and 8 × 10−4 for a 4-branch signal.

13.13 Error Probability for Differentially
Coherent Receivers

The block diagram for a differentially coherent matched-filter receiver
is shown in Fig. 13.16.

Assume that only s1(t) and s0(t) are transmitted. In a differentially
coherent receiver, the transmitted bit is encoded to indicate either a
change or a lack of change in successive adjacent pulses. In this con-
text, the transmission of a pair encoded s1(t) + s0(t + T) or s0(t) + s1(t + T)
denotes a 0, whereas the transmission of a pair encoded s1(t) + s1(t + T)
or s0(t) + s0(t + T) denotes a 1. The term yk(t) represents the complex
envelope of the kth branch of the signal received by a diversity system.
The complex envelope of the sampled undelayed output of the matched
filter receiver is:

Vk = �T

0
y(t)[s*1(t) − s*0(t)] dt

= �∞

−∞
[S( f)Tk( f) + Nk( f)][S*1( f) − S*0( f)] df (13.88)

The sampled output of the delayed matched-filter receiver is:
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Figure 13.16 System of differentially coherent matched-filter receiver.
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Uk = �T

0
yk(t − T)[s*1(t) − s*0(t)] dt

= �∞

−∞
e−j2π f T[S( f)Tk( f) + Nk( f)][S*1( f) − S*0( f)] df (13.89)

The random-variable input to the “threshold decision” block of Fig.
13.16 is expressed:

q = �
M

k = 1

[U*kVk + UkV*k ] (13.90)

The procedure for obtaining Pr(q < 0) and Pr(q > 0) is the same as that
followed in Eqs. (13.77) and (13.78), except that the parameter ρ is
expressed:

ρ = (13.91)

All values of m are as defined in Eq. (13.80), except that for this appli-
cation, m*10 = 〈UkV*k〉 and the two error probabilities of major concern,
with no inter-symbol-interference effect, are:

p0 = Pr[q > 0 | s(t) = s1(t + T ) + s0(t); −T < t < T ]

+ Pr[q > 0 | s(t) = s0(t + T) + s1(t); −T < t < T] (13.92)

and

p1 = Pr[q < 0 | s(t) = s0(t + T ) + s0(t); −T < t < T ]

+ Pr[q < 0 | s(t) = s1(t + T) + s1(t); −T < t < T] (13.93)

In determining the effects of intersymbol interference, only the pulses
adjacent to the interval −T < t < T are considered, since the degree of
frequency-selective fading is small. The probability p0 that a 1 is
printed when a transition 0 is transmitted, with the effect of intersym-
bol interference, is:

p0 = �
1

a = 0
�

1

b = 0
�

1

c = 0

pabb�c (13.94)

where

pabb�c = Pr[q > 0 | s(t) = sabb�c(t)] (13.95)

1
�
8

1
�
2

1
�
2

1
�
2

1
�
2

2(m10 + m*10)2

������
(m10 + m*10)2 + 4(m11m00 − |m10|2) − (m10 + m*10)
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and where sabb�c is equal to that portion of s(t) corresponding to the
transmission of the bit sequence abb�c, assuming that in the absence
of selective fading the bit sequence bb� is actually received during the
−T < t < T interval. The term b� is the binary complement of b; that is,
1� = 0 and 0� = 1.

For purposes of analysis, the probability that a 0 is printed when no
transition is transmitted, as a result of intersymbol interference, is
given by:

p1 = �
1

a = 0
�

1

b = 0
�

1

c = 0

pabbc (13.96)

where

pabbc = Pr[q < 0 | s(t) = sabbc(t)] (13.97)

and where sabbc(t) has an interpretation which is obviously analogous to
sabb�c(t).

Example 13.6 The procedure for finding the irreducible error rate for an 
M-branch DPSK signal, as discussed in the preceding section, can be summa-
rized as follows.

Given the pulse shape S( f ) and the transfer function T( f ), the values of Vk and
Uk can be found. Once Vk and Uk are known, the signal q for each branch can be
derived as shown in Eq. (13.90). When all branch values of qk are combined, the
total sum of the signal branches q can be used to make a determination of the
irreducible error rate. The probability functions Pr(q > 0) and Pr(q < 0), are shown
in Eqs. (13.77) and (13.78), respectively, as a function of ρ, expressed in Eq.
(13.91). The conditional probabilities for different sequences of combinations can
be derived from Pr(q < 0) and Pr(q > 0). Finally, the error probabilities resulting
from intersymbol interference, p1 and p0, in terms of conditional error probabili-
ties, are shown in Eqs. (13.96) and (13.94), respectively. Bello and Nelin [8] have
shown that the total system-error probability in terms of the conditional error
probabilities for an M-branch DPSK system is:

Pe = [ p0101 + p1100 + 2p0100 + p0110 + p1111 + 2p0111] (E13.6.1)

In Eq. (E13.6.1) the cnr γ becomes infinite in determining the irreducible error rate.

Figure 11.4 of Chap. 11 illustrates the spectra for rectangular and raised-cosine
pulses. If these two pulse shapes S( f ) are used in the signaling scheme, the
transfer function T( f ) due to the mobile-radio medium can be represented by
the frequency-correlation function shown in Eq. (13.72). The two frequency-
correlation functions can be assumed to be Gaussian and sinc functions, expressed:

R1( f ) = 2σ2 exp �− � for a GF channel (E13.6.2)

and R2( f ) = 2σ2Tm sinc 2fTm for an SF channel (E13.6.3)

where Bc is the coherence bandwidth, σ2 is the average power, and the scaling fac-
tor between the two frequency correlation functions is

4f2

�
Bc

1
�
8

1
�
8
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= (E13.6.4)

The following three cases have been considered [10]:

1. Square-pulse signaling over a Gaussian-function (GF) channel
2. Square-pulse signaling over a sinc-function (SF) channel
3. Raised-cosine-spectrum signaling over a sinc-function (SF) channel

The irreducible error probabilities for the three different types of channel-signal
combinations calculated by Lindenlaub and Bailey [10] are plotted in Fig. E13.6.

In the case of no diversity, M = 1, the raised-cosine pulse and the SF
channel are assumed, and the time-delay spread is given as 0.5 µs. The
value of d can be calculated as follows:

d = = RbTm = Rb × 5 × 10−7 (13.98)Tm�
T

0.7
�
BcT

Tm�
T
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Figure E13.6 Comparison of irreducible-error proba-
bilities due to frequency-selective fadings for the
three channel-signal combinations investigated.
(From Ref. 10.)

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.

Signal-Error Analysis versus System Performance



In the case where a bit-error rate (ber) of 10−4 is required, then the
maximum bit-rate Rb is at d = 0.06, expressed

Rb ≤ = 12 kHz (13.99)

Figure E13.6 provides three examples of (1) how the use of diversity
branches helps to increase the maximum bit-rate, (2) how different
types of signaling affect the irreducible error rate, rather than different
kinds of channels, and (3) how different types of signals affect perfor-
mance. In conclusion, it appears that there is an optimum signal that
should be used for frequency-selective channels, and the signal of
choice is the raised-cosine pulse.

Comparing the plot of d = 0.1 with that of M = 2, from Fig. E13.5 for
the FSK case and from Fig. E13.6 for the DPSK case, it can be shown
that for a given bit rate, an FSK system can tolerate a higher trans-
mission bit-error rate than can a DPSK system in a frequency-selective
medium.

Problem Exercises

1. What are the basic differences in obtaining the word-error rate between
the fast-fading case and a slow-fading case?

2. Does the mobile speed affect the bit-error rate over a given distance, or
over a given period of time?

3. Assuming that the bit-error rate is 10−3, what would the word-error rate be
for a 22-b word transmitted through a Rayleigh-fading environment after a 
2-out-of-3 majority-vote algorithm has been applied? A mobile speed of 15 mi/h
is assumed.

4. Assuming that the bit-error rate is 10−2, what would be the false-alarm
rate for a 30-b code word transmitted through a nonfading environment at a
Hamming distance of d = 6? What would the false-alarm rate be for a fading
environment?

5. Assuming that a 20-b code word has a bit-error rate of 10−1 in a nonfading
environment, and allowing correction of three bit errors, what would the average
word-error rate be for a single channel and for a 2-branch diversity-combined
DPSK signal, respectively, in a slow-fading environment?

6. If a 2-branch DPSK signal with a correlation of 0.7 between branches is
used to transmit a 30-b word, what would be the word-error rate at a threshold
of 10 dB below mean power in a fast-fading environment?

7. If a DPSK signal with a 32 kb/s signaling rate is transmitted by a mobile
unit traveling 60 km/h at a frequency of 600 MHz, what is the irreducible

0.06
�
5 × 10−7
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error rate due to random FM? If an FSK signaling scheme is used with 16-kHz
separation between the two keying frequencies, what would be the irreducible
error rate? Which signal, DPSK or FSK, has the higher irreducible error rate?

8. A 2-branch FSK signal is received in a suburban area with a time-delay
spread of 0.5 µs. If the signaling rate is 30 kb/s, what is the irreducible error
rate?

9. A 2-branch DPSK signal is received in an urban area with a time-delay
spread of 3 µs. If the signaling rate is 20 kb/s and a raised-cosine signal pulse
and sinc-function channel are used, what is the irreducible error rate?

10. Name the parameters that affect the irreducible error rate for random
FM, but which are not affected by frequency-selective fading.
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Chapter

Voice-Quality Analysis versus 
System Performance

14.1 Mobile-Telephone Voice
Characteristics

The mobile-telephone voice signal is essentially a sequence of audible
sounds varying at a syllabic rate, with occasional random pauses of
silence. This time-varying waveform associated with human speech (200
to 3000 Hz) is not easy to characterize, since the speaker’s pauses
between phrases and sentences result in a concentration of speech
energy in “talk spurts” of about 1-s average duration, separated by ran-
dom gaps of varying lengths.Thus, the resulting speech signal consists of
randomly spaced bursts of energy of random duration. As a consequence,
accurate means for analyzing the characteristics of the speech signal are
very difficult to define. The following paragraphs will identify and
describe certain characteristics of speech waves that can be used to mea-
sure the voice-quality performance of a mobile radiotelephone system.

The primary characteristics of the speech wave are (1) the distribu-
tion of average speech power, (2) the instantaneous amplitude proba-
bility distribution of speech power, and (3) the power spectrum.

Distribution of average speech power

The distribution of average speech power among talkers closely follows
the lognormal law [1]. Let S be the average speech power of a particu-
lar talker, Sr some arbitrary reference power, and ν = S/Sr. Then the
speech volume V can be expressed:

V = 10 log 

= 10 log ν dB (14.1)

S
�
Sr
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The probability distribution for V less than V1, based on Eq. (2.45), can
be expressed as:

P(V < V1) = �V1

−∞
exp �− � dV

= �1 + erf � �� (14.2)

where

〈V 〉 = E[V] (14.3)

σV = {E[V2] − (E[V])2}1/2 (14.4)

The quality V is the power that is normally referred to as speech vol-
ume, and 〈V〉 is the power that is normally referred to as average
speech volume. Also, ν� = 〈10V/10〉 is the expression for the average speech
power related to 〈V〉 and σV, and can be written as:

ν�dB = 10 log ν� = 〈V 〉 + 0.115σV
2 (14.5)

Equation (14.5) indicates that the average speech volume 〈V 〉 is 0.115
σV

2 dB lower than the volume ν�dB corresponding to the average speech
power ν�. The average speech volume V0 per talker can be measured as
follows. When the reference power Sr is 1 mW, the volumes are in vol-
ume units (VU), and V0 can be expressed as:

V0 = 〈V 〉 + 10 log τ VU (14.6)

where τ is the percentage of time that the talker’s activity threshold is
20 dB below the average power. Typically, the activity τ of a continuous
talker is found to be about 72.5 percent. Thus, Eq. (14.6) becomes:

V0 = 〈V 〉 − 1.4 VU (14.7)

The average speech-volume power, V0, is often referred to as the long-
term average volume of the talker. The distribution for talker levels
less than V0 is shown in Fig. 14.1.

Example 14.1 To analyze the relationship between the average speech power
and the speech volume, expressed in volume units (VU), let S represent the
speech power measured in watts or milliwatts. Then, the speech volume can be
measured and expressed as follows:

V = 10 log VU or dBm (E14.1.1)
S

�
1 mW

V1 − 〈V〉
�

�2�σV

1
�
2

(V − 〈V 〉)2

��
2σV

2

1
�
�2�π�σV

494 Chapter Fourteen

Voice-Quality Analysis versus System Performance

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.



and the average speech volume is

〈V 〉 = 〈10 log 〉 (E14.1.2)

The long-term average speech volume of a talker, allowing for pauses, can be
expressed from Eq. (14.7):

V0 = 〈V 〉 − 1.4 = E �10 log � VU or dBm (E14.1.3)

and the average speech power ν�dB is shown in Eq. (14.5) as

ν�dB = 10 log E � � = 〈V 〉 + 0.115σV
2 dB (E14.1.4)

where the value of σV is as expressed in Eq. (14.4).

Instantaneous amplitude probability

The instantaneous amplitude probability is virtually independent of
the average speech power ν�dB but depends on the type of microphone

S
�
1 mW

S
��
1.37 mW

S
�
1 mW
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Figure 14.1 Speech-volume distribution of talker
levels.
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and the point of measurement within the mobile-telephone circuit. It
also depends on whether or not the measurement relates to natural
telephone conversation. A typical curve has been obtained for tele-
phone conversation using a commercial telephone set and is shown in
Fig. 14.2. The curve plots the following approximation and is valid for
k ≤ 4:

P(x ≥ kµx) = exp (−4.9k)1/2 (14.8)

where µx is the rms amplitude [2].

Example 14.2 Find the probability that the instantaneous speech amplitude
remains above its rms value. For this case, k = 1 and:

P(x ≥ µx) = 0.1

Note that 90 percent of the instantaneous amplitudes are below µx, as
shown in Fig. 14.2.

Power spectrum of speech

The normalized acoustic power spectrum of speech is shown in Fig.
14.3. It is independent of the average power, and most of the power is
confined to the frequency band below 1 kHz, whereas the nominal
bandwidth of voice channels is about 3 kHz [2].

Knowing the voice characteristics is essential in controlling the voice
quality of a mobile-radio receiver, whether the voice is in digital form

496 Chapter Fourteen

Figure 14.2 Plot of rms amplitude for a typical tele-
phone voice signal. (From Ref. 2.)
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or in analog form. Usually the requirement for controlling the bit-error
rate of digital voice signals is less than that for controlling the quality
of analog voice signals; therefore, if the requirements of the analog
voice signals are met, then the digital requirements are also met. How-
ever, the degree of distortion in digital form will be determined by the
type of vocoder and the voice processor. For analog voice signals, the
compandor is used, and the degree of distortion is determined by 
the type of compandor used.

14.2 Parameters for Determining 
Grade of System

The term “grade of system (G(R))” is used to describe the performance
parameters of acceptability for a voice channel. The term G(R) can be
applied to a given system parameter and usually combines such factors
as customer opinion and the distribution of system performance within
the range of system parameters that have been specified.

Grade of system, G(R), is defined (similar to one shown in Ref. 3) as
follows:

G(R) = �∞

−∞
P(x|R)f(x) dx (14.9)

where x is the selected parameter, which could be noise, volume, band-
width, or any other parameter of interest. R is the opinion category
(such as poor, fair, good, excellent, etc.) and f(x) is the probability den-
sity function of obtaining that parameter. P(x|R) is the percentage of
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Figure 14.3 Relative power density for the
acoustic-power spectrum of speech. (From
Ref. 2.)
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users choosing an identical level of a given parameter based on a given
opinion category obtained through subjective tests, and f(x) character-
izes overall system performance for a given parameter. Usually, an ade-
quate f(x) can be determined by knowing G(R) and P(x|R).

Figure 14.4 illustrates the decision process for determining the grade
of system for a given parameter of interest. To calculate the grade of
system for a selected parameter, assume that f(x) and P(x|R) are nor-
mally distributed with x in decibel levels, with respective means of F0

and P0 and standard deviations of σF and σP. Then, by substituting these
terms into Eq. (14.9), the grade of system G(R) for an opinion category
R is obtained. For example, let the term Z(x) be the resulting distribu-
tion of satisfaction, as in:

Z(x) = xF − xP

Therefore, Z(x) is also a normally distributed parameter expressed in
decibels with a mean of:

Z0 = F0 − P0 (14.10)

and a standard deviation of:

σZ = �σ�F
2�+� σ�P

2� (14.11)
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Figure 14.4 Grade-of-system decision process.
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The normal probability density function of Z(x) is illustrated in Fig.
14.5.

For example, let the parameter be the system noise. As the system
noise increases, the number of unfavorable opinions from customers
increases. By analysis, it is obvious that when Z(x) is less than 0, the
noise level is less than that which is needed to ensure good or better
service. When Z(x) = 0 the function f(x) is an optimum design. Thus, it
is only when Z(x) is greater than 0 that the noise level becomes too
great to ensure good or better service. Therefore, the following rela-
tionship holds true:

G(R) = P(Z(x) ≤ 0) = grade of system that is good or better

= �0

−∞
exp (−(Z − Z0)2/2σZ

2) dZ (14.12)

This integral function can be found in published mathematical tables
for given normal values of Z0 and σZ. In general, the fixed-telephone
system goal is to provide a grade of system that is 95 percent good or
better, i.e., with less than 5 percent in the fair category and a negligible
number in the poor category. The mobile-telephone system goal is to
match the grade of system to that of the fixed-telephone system.

Example 14.3 It is desirable to test the voice quality of a mobile-radio system, on
the basis of subjective tests from a large group of listeners. Sixty percent of lis-
teners say good voice quality is present when the noise level is at 5 dBm or below;
the standard deviation at that signal level based on all listeners’ opinions is 3 dB.
What should the adequate value of F0 be if σF of the system is 4 dB?

solution The values P0 = 5, σP = 3, σF = 4, and P = 60 percent are given. Then by
finding values for Z0 and σZ from mathematical tables, the following can be
derived. Let

P(r ≥ R) = 60% (E14.3.1)

then Z0 /σZ = −0.26 is obtained. σZ can be obtained from Eq. (14.11).

σZ = �3�2�+� 4�2� = 5

Then Z0 = −0.26 × σZ = −1.3. The mean value F0 can be found from Eq. (14.10) as

F0 = Z0 + P0 = −1.3 + 5 = 3.7 dBm

1
�
�2�π�σZ
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Figure 14.5 Normal probability density function of Z(x).
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14.3 Voice Processing in an FM System

In a typical mobile-radio FM system, there are normally two processors,
a transmit processor and a receiving processor, as shown in Fig. 14.6. In
the transmit processor, the compandor-compressor and preemphasis
functions must be evaluated. In the receive processor, the compandor-
expandor and deemphasis functions must be evaluated. In the following
paragraphs, preemphasis and deemphasis are discussed first, followed
by a discussion of compandor compressor and expandor functions.

Preemphasis and deemphasis

As shown in Eq. (8.30), the Gaussian noise-power density spectrum at
the base-band output of an FM radio system is approximately parabolic
in shape in the voice-frequency region under large-cnr conditions. There-
fore, if the power spectrum of the carrier signal remains a constant, P0,
over the entire band, then the noise components will contaminate the
signal at the high-frequency end of the band during reception.

The effects of the noise spectrum on signal components are illus-
trated in Fig. 14.7. The Gaussian noise can be expressed as follows:

Sn(f ) = N0 �1 + � �
2

� (14.13)

where N0 is the power density of a flat noise spectrum at the low end of
fB and f0 is the frequency at which the flat noise spectrum and the FM
triangular noise spectrum cross, as shown in Fig. 14.7. Then the pre-
emphasis circuit must be designed to filter and shape the signal-power
density spectrum to match the curvature of the noise-power density
spectrum. This relationship can be expressed as follows:

Ss(f ) = P0�1 + � �
2

� (14.14)f
�
f0

f
�
f0
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Figure 14.6 Block diagram of a typical transmit and receive processor in an FM
mobile radio.
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This type of shaping effectively increases the total transmitted signal
power over the original flat-spectrum total power, P0 fT , by the ratio

r = �fT

0 �1 + � �
2

� df = 1 + � �
2

(14.15)

The preemphasis function Spre(f ) in decibels is then

Spre(f ) = 10 log dB (14.16)

The deemphasis filter is used to obtain the reverse of this operation
during reception:

Sde(f ) = (14.17)

By the use of these techniques, the message can be preemphasized
before modulation when the noise is absent, and deemphasized when
the noise level is relative to the message after demodulation, in order
to suppress the noise.

Example 14.4 What effect does noise have on a preemphasized signal?

Since the preemphasis filter shapes the signal spectrum to match the parabola of
the noise spectrum, the signal-to-noise ratio will be a constant value across the
entire voiceband and can be expressed:

snr = (E14.4.1)

where r is the power ratio defined in Eq. (14.15).

P0�
rN0

1
�
Spre(f )

Ss(f )
�

r

fT�
f0

1
�
3

f
�
f0

1
�
fT
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Figure 14.7 Effects of noise on signal components
during reception.
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Compandor: compressor and expandor

Figure 14.8 shows the relative audio levels in a mobile-radio FM sys-
tem with a 4:1 compandor [4, 5]. If a mobile talker has an audio level
that is 20 dB above the level of an average talker, then the compandor
will compress the signal to 5 dB below the maximum frequency devia-
tion at 12 kHz. Then the −5-dB level with respect to the maximum devi-
ation is equivalent to a frequency deviation at 3.8 kHz. After reception,
the receiving compandor expands the signal to the original +20-dB
audio level. When speech is not present, the noise is drastically reduced
by companding, as shown in Fig. 14.9. This action is referred to as
“receiver quieting.”

Example 14.5 The characteristics of compandor performance contribute to
receiver quieting. Analysis of the audio levels of Figs. 14.8 and 14.9 shows that
when Si = 0 dB, the compressor compresses Si to S′o = −10 dB. If an additive noise
N′ is introduced by the FM channel, say 5 dB below S′o, N′ = −15 dB. Then, dur-
ing each pause in speaking, only the noise exists. The noise level is dropped from
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Figure 14.8 Audio levels in an FM system with 4:1 companding.

Figure 14.9 Audio output after companding.
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−15 dB to −20 dB after passing through an expandor at the receiving site. This
drop in noise level during a nontalk condition is referred to as receiver quieting.

Using a 4:1 compandor or a 2:1 compandor does not make any perfor-
mance improvement when the ambient noise (including the interfer-
ence from other systems) is low. But when the noise level is high, then,
as we see from Fig. 14.9, the 4:1 compandor can make a better quieting
effect than the 2:1 compandor.

14.4 Subjective Analysis 
of FM System Performance

The performance of a system parameter, such as noise, volume, band-
width, or any other, can be obtained by holding all other parameters at
their typical or normal values and changing only the one under inves-
tigation.

The mobile-radio FM signal-to-noise performance for a system like
that shown in Fig. 14.6 is shown in Fig. 14.10 for different speeds of the
mobile unit: V = 0, V = 35 mi/h, and V = 50 mi/h. Also, two curves are
illustrated for two different combining techniques at V = 50 mi/h. At 
V = 50 mi/h, a cnr of 20 dB corresponds to an snr of 36 dB for a single
channel with no fading. However, with fading this same 20-dB cnr cor-
responds to an snr of 31 dB for a 2-branch equal-gain combiner, an snr
of 22 dB for a 2-branch switched combiner, and an snr of 17 dB for a
single channel.

The system shown in Fig. 14.6 can be evaluated in two parts. First,
an evaluation can be made on the basis of whether or not preemphasis
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Figure 14.10 FM signal-to-noise performance using different combin-
ing techniques.
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and deemphasis are used, excluding the compandor function. Second,
an evaluation can be made on the assumption that preemphasis and
deemphasis are included, on the basis of whether or not the compandor
functions are used.

Preemphasis and deemphasis 
without companding

There are two methods that can be used to perform a subjective evalu-
ation of preemphasis and deemphasis where companding is not used:
(1) comparison based on a cnr reference [6] and (2) comparison based
on circuit merit [7]. In making the comparison based on cnr reference,
the tester disables the preemphasis and deemphasis circuits of the ref-
erence system and measures the system gain. The same system gain 
is then measured on the system under test with the preemphasis and
deemphasis circuits enabled. These two system-gain measurements
are compared and the difference is recorded. This gain difference is
called the “processing gain.” Figure 14.11 shows several histograms 
of processing gain where preemphasis and deemphasis were used for
comparison against the reference system. With a Doppler frequency of
50 Hz and a bandwidth of 30 kHz, the median processing gain in-
creases as cnr increases. The median values of processing gain versus
the cnr are plotted in Fig. 14.12.

504 Chapter Fourteen

Figure 14.11 Histograms of processing gain using preemphasis and
deemphasis [Doppler frequency = 50 Hz (V = 40 mi/h) and bandwidth =
30 kHz].

(c)

(a)

(d)

(b)
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Figure 14.12 Processing gain vs. cnr.

In making the comparison based on circuit merit determined by the
listeners, the circuit merit is defined in levels, as follows [7]:

CM5—Speech perfectly understandable, negligible noise (excellent).

CM4—Speech easily understandable, some noise (good).

CM3—Speech understandable with a slight effort; occasional repeti-
tions needed for conversation clarification (fair).

CM2—Speech understandable only with considerable effort; fre-
quent repetitions needed for intelligible conversation (poor).

CM1—Speech not understandable (unusable).

Among the five group levels, only two are significant for comparison
purposes: CM3 or better and CM4 or better, which are compared in Fig.
14.13.

Figure 14.13 System-performance comparisons based on circuit
merit CM4 vs. CM3.

(a) (b)
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The following criteria can be used to state goals for cnr’s that will
achieve a circuit merit that will satisfy 90 percent or more of the users:

c�n�r� = 12 dB for 90% ≥ CM3

cc�n�r� = 18 dB for 90% ≥ CM4 (14.18)

for a single branch with Granlund combining. The CM’s are purely sub-
jective ratings; for a 12-dB cnr, 90 percent said “CM3 or better,” for an
18-dB cnr, 90 percent said “CM4 or better.” The statistics from CM are
used to obtain the MOS (mean opinion score), which is used to evaluate
the speech coders or system quality.

Preemphasis and deemphasis 
with and without companding

In performing a subjective evaluation of the compandor function, it is
always assumed that preemphasis and deemphasis are used in the sys-
tem, as in Fig. 14.6. The first requirement is to establish an equivalent
frequency deviation for each talker, based on the test configuration
illustrated in Fig. 14.14.

In Fig. 14.14, when the switch is set to position A, the VU level of the
speaker is recorded on the VU meter. When the switch is set to position
B, the attenuator is adjusted to obtain a corresponding level on the VU
meter for a 1-kHz modulating frequency. The phase of the modulated
signal at the FM output is expressed as:

φm(t) = β′ cos ωmt = β′ cos (2π × 100t) (14.19)

where β′ is the equivalent deviation for a 1-kHz modulation frequency.
When a speaker talks louder, β′ increases. By measuring this response,
the equivalent deviation for each talker, based on the reference level of
the 1-kHz signal, is obtained. This β′ is used to determine the snr at the
baseband level for each talker.
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Figure 14.14 Test configuration for measuring frequency deviation per talker.
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Subjective evaluation [7] consists of comparisons of circuit merit,
with and without compandors, based on the data plotted in Fig. 14.15.
Here, curve 1N represents the subjective test results [7] for a system
with no companding and no combining. By comparison, for curve 4D for
a system with 4:1 companding and equal gain combining, a cnr of 12 dB
is obtained, which is a quality of performance equal to CM4 or better
for 95 percent of the users at the velocity of 35 mph (56 kmph).

When the mobile speed increases, all the curves shown in Fig. 14.15
shift toward the right and the voice quality is degraded. We may use the
same criterion that the voice quality is acceptable if 75 percent of the
people say “good” or “excellent.” The similar curve shown in Fig. 14.15
indicates that the C/N or C/I is around 18 dB for the speed of 60 mph (96
kmph). The value of C/I = 18 dB is based on the voice quality at a mobile
speed at 60 mph. For designing a system, we are considering the worst
case. Therefore, C/I = 18 dB at the boundary of each cell is the value we
use to find the D/R ratio shown in Fig. I.2 of Introduction.

Example 14.6 The performance of voice quality due to vehicular speeds is demon-
strated in this example. The curves plotted in Fig. 14.13(a) are the result of sub-
jective tests performed on the system shown in Fig. 14.6, but without the
compandor. The comparison is based on different methods of combining and a
vehicular speed of V = 16 mi/h. The curves in Fig. 14.15 are also the result of sub-
jective tests based on companding, with and without equal-gain combining, and a
vehicular speed of V = 35 mi/h. The comparison between these two figures shows
that voice quality improves at lower vehicular speeds, and with companding.
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Figure 14.15 System-performance comparisons based on
circuit merit CM4 or CM5.
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The performance of an FM mobile-radio system can be improved
through the use of techniques incorporated into the functional design of
the equipment. These techniques have been identified and described as
preemphasis during transmission, deemphasis during reception, com-
pandor compression and expansion, and equal-gain combining. Com-
parisons based on subjective evaluation of test results show favorable
increases and improvements in circuit merit, approaching CM3 or bet-
ter, when one or more of these improvement techniques are used.

14.5 Digital Processing of Voice Signals

For a digital mobile-radio system, the analog voice must be converted
into a digital form before it can be transmitted. Though the operation
of an analog-to-digital converter is simple enough in principle, the 
distortion and granulation noise are of major concern. There are many
different methods for converting analog voice signals to digital voice
signals, such as linear pulse-code modulation (PCM), differential pulse-
code modulation (DPCM), delta modulation (DM), adaptive delta mod-
ulation (ADM), linear predictive coding (LPC), and other methods.
Among these different methods, the primary asset of the DM method is
that it is extremely simple in hardware design, though the required
bit-transmission rate is usually much higher than that of PCM for a
given quality. Because of its simple hardware design, the DM tech-
nique is most attractive for mobile-radio systems. ADM is also an
attractive option, since it can be used to improve voice quality by vary-
ing the step size as a function of signal behavior. For signals rapidly
increasing in level, the step size is increased to avoid slow-rate limit-
ing. For small signals, the step size is correspondingly decreased to
minimize granulation noise [8–10]. The LPC method is an alternative
to the representation of vocal-tract information by spectral smoothing,
which is based on estimating the parameters of a vocal-tract model.
LPC is developed and well matched to the current state of the art 
in micro-processors and other digital technology [11, 12]. In digital
mobile-radio systems, the two digital voice schemes, ADM and LPC, are
more attractive than the others. After analog voice is converted to dig-
ital form, the analysis of the system performance on voice can be based
only on the bit-error rate, which can be treated the same as signaling
was in Chaps. 8 and 13.

Problem Exercises

1. If the average speech volume is 10 mW and an activity of 90 percent char-
acteristic of a continuous fast talker is assumed, what is the long-term average
speech volume V0 and what is the probability that the talker’s level is below V0?
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2. Predict the threshold level in terms of rms value when an instantaneous
speech amplitude is above the threshold level 1 percent of the time.

3. Use a normal distribution model to solve the problem of monthly service of
renting a mobile phone. If 50 percent of the customers prefer $60 per month,
the standard deviation of the customers’ opinion is $30. What price would
please 95 percent of the customers?

4. Assume the voiceband is from 200 Hz to 3000 Hz and the frequency of flat
noise is 500 Hz. What is the power ratio r after the voice is preemphasized, and
what is the improvement in snr?

5. A subjective test is given for the distance range of a newly designed com-
munication system. It uses the received signal level as a parameter and the
customers judge the system based on its voice quality at a given signal level.
The result is that 70 percent of the customers say the system is good or excel-
lent at a mean received power of 0 dBm with σP = 4 dB due to other customers.
The system mean received power based on an accepted voice quality specifica-
tion is 1 dBm. What is the distribution of satisfaction, Z(x), and what will be the
system characteristics function f(x) of the received power x?
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Chapter

Multiple-Access (MA) Schemes

15.1 Introduction

Multiaccess schemes are used to provide resources for establishing
calls. Since spectrum is a scarce resource and can be directly related
to capacity, efficiency enables the spectrum to handle a large number
of calls. In order to make a call, either a physical channel served by a
circuit switch or a virtual channel served by a packet switch is
needed. A call can be defined as a voice call or a data transmission, a
short-message call or a long-message call. Therefore, the evaluation
of the capacity for each multiple-access scheme is very different. The
calculation of capacity should be stated as, “The calculation of chan-
nels (or calls) in a cell served at the same time (simultaneously) by
one multiple-access scheme.”

For example, one paging channel can serve 80,000 tone-only pagers
in one hour. But at any instant, only one pager can be served. We still
consider the paging channel one channel per cell or per base station.
Based on this definition, the spectrum used for physical or virtual
channels makes no difference in finding radio capacity from different
multiple-access schemes.

Multiple-access (MA) schemes 
on physical channels

To access physical channels, there are five major multiple-access
schemes. FDMA (frequency division MA) serves the calls with different
frequency channels. TDMA (time division MA) serves the calls with dif-
ferent time slots. CDMA (code division MA) serves the calls with dif-
ferent code sequences. PDMA (polarization division MA) serves the
calls with different polarizations. SDMA (space division MA) serves the
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calls by spot beam antennas. In SDMA, the cells serve a different area
covered by corresponding spot beams and can be shared by the same
frequency—the frequency reuse concept. With the exception of PDMA
(see Sec. 5.6), all other MA schemes can be applied to mobile communi-
cation. Those MA schemes use the following dimensions:

Frequency, Time, Code, Space

From the purpose of evaluating spectrum efficiency, we have to calcu-
late radio capacity of each MA scheme in two kinds of environments for
mobile radio communications: the noise-limited and the interference-
limited. TDMA must convert its time-slot channels to the equivalent
FDMA channels before calculating its capacity.

15.2 The Noise-Limited Environment

In this environment, a frequency-reuse scheme is not applied in the
deployment of the system. We can then prove that FDMA, TDMA, or
CDMA provide roughly the same number of traffic channels with the
same voice quality and thus have the same spectrum efficiency. To esti-
mate the number of channels from a spectrum band of 1.23 MHz, we
should base the estimate on a required (C/I )s as a reference level and
then, compare the number of channels served from different MA
schemes.

The (C/I )s level can be found from a subjective test of the voice qual-
ity. In Sec. 14.4, we found that, in order to achieve a toll quality of tele-
phone voice, the C/N or C/I equals 18 dB for a channel bandwidth of 30
kHz in an FM (analog) system. We can have a total of 41 FM channels
in 1.23 MHz.

In digital systems, we may divide the C/I > 1 systems and C/I < 1 sys-
tems into two kinds.

C/I > 1 systems

The FDMA or TDMA systems belong to C/I > 1 systems. In this kind of
digital systems, the voice quality is based on the North American
TDMA system [1], which is a 30-kHz channel, 3 time slots, and C/I = 18
dB. Also, we may derive the relation for converting the old channel
bandwidth Bc to the new channel bandwidth B′c when the old (C/I ) is
changed to the new (C/I )′ as follows.

The noise-limited environment can be also called the adjacent-
channel-interference-only environment. In this environment, no co-
channel interference exists. However, we can assume that the total
number of channels cannot be handled at a single site due to adjacent
channel interference. Adjacent channel interference is a common term.
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Strictly speaking, it means non-cochannel interference. Adjacent chan-
nels usually have to be served in different cells. Then the adjacent
channel interference Ia at the cell boundary (at cell radius R) relates to
both the neighboring channels (not necessarily the adjacent channels)
at the distance R of the same cell and the adjacent channels at the dis-
tance L from a different cell as

Ia = �
p − 1

i = 1

kiR−4 + �
q

j = 1

kjL−4 (15.1)

where ki and kj are the constants, p − 1 is the number of the neighbor-
ing channels, and q is the number of adjacent channels. M = p + q is the
total number of channels. In general, the first terrain in Eq. (15.1) is
small and can be neglected. Then,

Ia ≈ �
q

j = 1

kjL−4 = k�L−4 (15.2)

where k is a constant. In this situation, L is always equal or greater
than R. The carrier-to-interference C/Ia at the cell boundary is

= = (15.3)

To calculate the number of cells Ka where the total number of channels
are assigned under the frequency non-reuse condition, we can use the
formula based on the hexagon cell configuration as follows:

Ka = (15.4)

The number of channels per cell in a non-reuse condition is

m = = (15.5)

where M = p + q is the total number of channels, BT is the total spec-
trum bandwidth, and Bc is the channel bandwidth.

Then, substituting Eq. (15.3) into Eq. (15.5) yields

m = number of channels/cell (15.6)BT /Bc
��

��
k�
9

�� ���
I
C

a
����

BT /Bc�

�
(L/

3
R)2

�

M
�
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(L/R)2

�
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��
R
L
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From Eq. (15.6), we can obtain a new bandwidth B′c with its corre-
sponding (C/Ia)′ to achieve the same number of channels per cell. The
relationship becomes

� �
2

= (15.7)

Equation (15.7) is the relationship between Bc and C/Ia.
Now we may find the equivalent channel bandwidths of TDMA sys-

tems such as GSM [2] and PDC systems [3] from Eq. (15.7) based on 
C/I = 18 dB as shown in Table 15.1.

The calculation for the total number of channels for four systems is
based on the total number of NA-TDMA channels. We find that the
same number of channels provided from each of the four systems (using
different multiple-access schemes) ranges from 100–120 channels, as
shown in Table 15.1. Because there are many other concerns, such as
voice quality, that may not be closely related to C/I, no accurate calcula-
tion can be taken. Nevertheless, the conclusion can still be drawn that,
in the noise-limited environment, the three TDMA systems almost pro-
vide the same number of traffic channels.

C/I < 1 systems

The CDMA systems belong to C/I < 1 systems. The voice quality for
CDMA is based on Eb/I0, where Eb is the energy/bit and Ia is the inter-
ference per hertz. Eb/I0 in the noise-limited environment is around 5 dB,
where the voice quality is the same as that of NA-TDMA at its C/I = 18
dB. The C/I can be expressed as

= (15.8)Eb/I0�
(B/Rb)

C
�
I

��
I
C

a
��

�

��
I
C

a
��′

B′c�
Bc
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TABLE 15.1 Number of Channels from Spectrum Band of 1.23 MHz

No. of
Equation Channel Time Equivalent channels

no. System bandwidth slots bandwidth Beq C/I (1.23 MHz)

15.6 NA-TDMA 30 kHz 3 10 kHz 18 dB 123
15.6 GSM 200 kHz 8 25 kHz 11 dB
15.7 11.3 kHz 18 dB 109
15.6 PDC 25 kHz 3 8.3 kHz 20 dB
15.6 10.4 kHz 11 dB 118
15.12 CDMA 1.23 MHz N/A 1.23 MHz N/A 124.5
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Let Eb/I0 = 5 dB in the noise-limited environment. Also, in the IS-95
CDMA system [4], the bandwidth B is 1.23 MHz, and the transmission
rate Rb is 9.6 kHz. Then, the value of C/I can be obtained from Eq. (15.8).

= = (15.9)

C/I can also be evaluated at the boundary of a single cell or sector for
CDMA. Suppose that one of M traffic channels is the desired channel.
It follows that the rest of the M-1 channels are interference to the
desired channel from the same cell site. Then,

= = (15.10)

and

M = + 1 (15.11)

Since we are using three-sector cells for all multiple-access schemes,
the radio capacity Mt of a CDMA cell is

Mt = 3 � + 1� = 3(41.5) = 124.5 channels (15.12)

Equation (15.12) is also shown in Table 15.1. In examining the number
of channels derived from all the multiple-access schemes, we may con-
clude that, with a given spectrum band and voice quality, the same
number of traffic channels are provided, regardless of different 
multiple-access schemes.

15.3 The Interference-Limited Environment

The frequency reuse is applied in the system to increase the capacity.
The interferences, cochannel, and adjacent channel interferences pre-
vail in this environment. The radio capacity is limited from the inter-
ferences. In this environment, we may show that CDMA is superior to
FDMA or TDMA in capacity enhancement.

Capacity in an interference-limited
environment [5]

All the multiple-access schemes can be applied with a means of mul-
tiplexing, such as FDM, TDM, CDM, or SDM where F stands for fre-
quency, T for time, C for code, DM for division multiplexing, and S for

I
�
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I
�
C

1
�
M − 1

R−4
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(M − 1)R−4

C
�
I
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space. In order to have large radio capacity, a certain multiple-access
scheme applied to a certain multiplexing scheme is chosen. The radio
capacity of an SDM system uses any kind of multiple-access scheme
and can be expressed as

m� = channels/unit area/BT (15.13)

where M is the total number of channels in a given spectrum BT and K
is a frequency reuse factor usually defined by both the radius of unit
area R and the separation between two cochannel areas D as

K = k � � = k (15.14)

In Eq. (15.14), k is a constant; k = 1/3 in a hexagon-cell configuration.
The unit area with radius R indicated in Eq. (15.14) can be a cell, a sec-
tor, or a footprint. In cellular systems, the unit area is a cell.

The radio capacity calculated in a high-capacity cellular or PCS (per-
sonal communication service) system can be expressed in the following
multiple-access schemes.

C/I > 1 systems—FDMA/SDM systems 
and TDMA/SDM schemes

SDM uses the spatial separation to provide frequency reuse. The
AMPS system is a FDMA/SDM system, and both NA-TDMA and GSM
system are TDMA/SDMs. In these systems, the radio capacity m is

m = channels/cell (15.15)

where K is the frequency reuse factor

K = (15.16)

D and R are shown in Fig. I.2 of the introduction. In Fig. 15.1, the six
interferers, indicated by “1” at the first tier, circle around the desired
cell (center “1”). The calculation of the number of interference N around
the pth tier is as follows:

N = = 2πp ≈ 6p (15.17)

Equation (15.17) is plotted in Fig. 15.1. Since the interference coming
from the second-tier interferers (12 cells) is very weak and can be
neglected, the first-tier interferers are considered a worst-case inter-

2πD ⋅ p
�

D

(D/R)2

�
3

M
�
K

D2

�
R2

πD2
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πR2

M
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ference model. Based on the six-interferer model and the fourth-power
propagation-path loss law, the C/I (carrier-to-interferer ratio) at the
desired cell can be found approximately by Lee [5] as

= = (15.18)(D/R)4

�
6

R−4

�
6 ⋅ D−4

C
�
I
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Figure 15.1 The configuration of cochannel interferers. The formula is n = 6p, where n =
the number of interfaces and p = the pth tier.
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Substituting Eq. (15.18) into Eq. (15.16), then inserting the result in
Eq. (15.15), the capacity m becomes

m = = channels/cell (15.19)

M in FDMA is the total frequency channels and in TDMA is the total
time slot channels. (C/I )s is the required C/I based on the voice quality
or the error performance for data. M can be expressed as

M = (15.20)

BT is the total spectrum band and Bc is the channel bandwidth. There-
fore, the capacity m shown in Eq. (15.19) is a function of two parame-
ters Bc and C/I. Equation (15.19) can be normalized by BT = 1 MHz in
Eq. (15.13). Then,

m� = channels/cell/1 MHz (15.21)

C/I < 1 systems—CDMA/SDM schemes

In CDMA, all the cells use the same radio channels (i.e., D = 2R). The
frequency reuse factor K from Eq. (15.16) becomes

K = = = 1.33

Therefore, the radio capacity equation of CDMA can be obtained from
Eq. (15.13) as

m = (15.22)

where in CDMA, the total channel M is unknown. We can obtain M by
calculating C/I of a mobile unit in a CDMA system illustrated in Fig.
15.2. Assuming all M traffic channels in a radio channel have equal
power while receiving, one M channel is the desired signal, and the rest
(M − 1) of the channels are interference from the same site,

C/I = = = (15.23)1
��
(M − 1) + �

I
C

a�

C
��
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C
�
Is + Ia

M
�
1.33

4
�
3

(D/R)2

�
3

1
��

Bc ��
2
3

�� ���
C
I
����

BT�
Bc

M
�

��
2
3

�� ���
C
I
���s
�

M
�
K

518 Chapter Fifteen

Multiple-Access (MA) Schemes

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.



where Is is the self interference, Ia is the adjacent cell interference, and
I = Is + Ia . The value of M can be obtained from Eq. (15.23) as

M = + 1 (15.24)

and Eq. (15.22) becomes

m = � + 1� channel/cell (15.25)

For the case of Ia = 0, the condition is only for a single cell or for multi-
ple cells without adjacent-cell interference. The adjacent-cell interfer-
ence reduction can be achieved by using intelligent microcells or a
smart antenna arrangement. When Ia = 0, the number of channels per
cell reaches the maximum and is called pole capacity.

mp = � + 1� channel/cell (15.26)

In CDMA, the voice activity cycle from human behavior is about 40
percent, which means that there is only 40 percent usage for any traf-
fic channel. This voice activity cycle is very beneficial to CDMA
because all the traffic channels share one radio channel. Also, using

I
�
C

1
�
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I − Ia�
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I − Ia�
C
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Figure 15.2 CDMA system and its interference.
(Processing-Gain Intelligent-Cell System)

Multiple-Access (MA) Schemes

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.



the sectorial cell can increase radio capacity for CDMA, since three
sectors can be treated like three cells. All the sectors can use the same
radio channels. The sectors use directional antennae, so there is no
interference among them. The capacity reduction due to cell overlap is
taken care of by K = 1.33. The pole capacity of a single three-sector cell
is therefore derived from Eq. (15.26) as

m = � + 1� (15.27)

The relation between C/I and Eb /I0 can be found in Eq. (15.8) as

= (15.28)

where P.G. stands for processing gain and P.G. = B/R.
If Eb /I0 and B/R are known, then C/I is known. In an IS-95 CDMA

system, if

= 7 dB and = 128

then C/I = −14 dB or 0.039. Substituting C/I = 0.039 into Eq. (15.27), the
maximum pole capacity mp becomes

mp = � + 1� = 146 channels/cells

15.4 Comparison of Radio Capacity
Between FDMA,TDMA, and CDMA

In C/I < 1 systems—FDMA and TDMA
systems

The radio capacity m1 can be expressed as

m = channels/cell (15.29)

where the total number of channels M1 is known, but the frequency
reuse factor K1 is a variable related to C/I:

K1 = �� ����� = (15.30)(D/R)2
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Furthermore, (C/I)s is related to D/R. In a frequency reuse (SDM) sys-
tem, the general formula is

m1 = = (15.31)

where D/R is based on C/I, based on the accepted voice quality or error
performance. In FDMA or TDMA, C/I is always greater than one.

In C/I < 1 systems—CDMA systems

The radio capacity m2 is also expressed as

m2 = channels/cell (15.32)

where, in this system, the frequency reuse factor K2 is known since 
D = 2R and

K2 = � �
2

= 1.33 (15.33)

But, the total number of traffic channel M2 is a variable related to C/I,
shown in Eq. (15.24) for an omni-cell system, is

M2 = + 1 = ⋅ I + 1 = ⋅ �1 − � + 1 (15.34)

The total traffic channel M3 for a three-sector-cell system is

m3 = = = (15.35)

Therefore, the radio capacity in CDMA shown in Eq. (15.32) or Eq.
(15.35) indicates that K2 is known, but M2 and M3 depend on C/I.

Capacity of CDMA is greater

In FDMA or TDMA, C/I ≈ (Eb/I0)T, where (Eb/I0)T is the Eb/I0 of TDMA.
Then, Eq. (15.31) becomes

m1 = (15.36)
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In CDMA, Eq. (15.32) becomes

m2 = for an omni-cell (15.37)

From Eq. (15.35),

m3 = 3m2 for a three-sector cell (15.38)

In a noise-limited environment, we mentioned that the number of traf-
fic channels provided by each of the multiple-access schemes is the
same. The total number of channels M1 and M3 from TDMA and
CDMA, respectively, are the same.

M1 = M3 (15.39)

If we let the adjacent cell interference Ia = 0 in Eq. (15.37), then

M1 = + 1 (15.40)

and Eq. (15.36) becomes

m1 = = (15.41)

Comparing Eq. (15.37) with Eq. (15.41), we find that the CDMA capac-
ity is degraded by taking a portion of P.G. to reduce Ia, but TDMA capac-
ity is degraded by implementing the frequency reuse, which is K1 or

�� ����T
�

The condition that m3 > m1 can be obtained by using Eq. (15.38) and
Eq. (15.41):

= > 1 (15.42)
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Then

= > (15.44)

Where Is is the self interference or intracell interference for CDMA.
The best performance for TDMA or FDMA is a K1 = 3 system (which
applies the intelligence in the system), then

Is > � � ⋅ I = 44.3% ⋅ I

or

55.7% ⋅ I > Ia

This means that the capacity of CDMA is always higher than that of
TDMA or FDMA as long as the adjacent interference is not more than
55.7 percent of the total interference, which usually does not occur.

15.5 Processing Gain (P.G.)

The processing gain (P.G.) is from the spread-spread (SS) modulation.
The processing gain can be used to defeat enemy jamming (shown in
Chap. 18) or any intentional or unintentional interference. Also, in
CDMA communication systems, the processing gain is used to increase
system capacity. However, the total processing gain (P.G.) is a definite
value:

(P.G.)t = (P.G.)1 + (P.G.)2 + (P.G.)3 + (P.G.)4 (15.45)

where (P.G.)1 is used for capacity, (P.G.)2 is used to defeat jamming,
(P.G.)3 is used to defeat unintentional interference, and (P.G.)4 maybe
used to compensate for the contamination of an imperfect power-
control effect. In commercial systems where there is no intentional
interference or jamming, then (P.G.)2 = 0. If we can reduce the uninten-
tional interference, such as adjacent cell or sector interference by using
intelligent microcells or small antennae, then we can save the use of
(P.G.)3; (P.G.)3 = 0. If the power control performance is much improved,
then (P.G.)4 can be saved; (P.G.)4 = 0, and then

(P.G.)t = (P.G.)1 (15.46)

This is the strategy to obtain the highest capacity in CDMA systems.
The next section deals with (P.G.)t used for generating capacity. We
simply change the notation (P.G.)t to P.G.
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Processing gain is not a real gain, just as diversity gain is not a real
gain. The gain becomes effective only if interference exists.

For a single-cell CDMA system, only the interference within the cell
(self-interference) is considered.

= = = (15.47)

The number of traffic channels M is

M = �
E
P.

b

G
/I0

.
� + 1 (15.48)

For a multiple-cell CDMA system, the adjacent cell interference Ia is
added.

= = (15.49)

The number of traffic channels M′ is

M′ = �
E
P.

b

G
/I0

.
� − + 1 = + 1 = + 1 (15.50)

Now, to reduce P.G. due to any additional interference, the new (P.G.)′
becomes

(P.G.)′ = P.G. − (Ia /C)(Eb/I0) (15.51)

where comparing Eq. (15.48) with Eq. (15.50), (P.G.)3 in Eq. (15.45)
becomes

(P.G.)3 = (Ia/C)(Eb/I0) (15.52)

15.6 Ambient Noise in Cellular and PCS
Bands and Its Impact on the CDMA System
Capacity and Coverage [6]

Introduction

Industry focus has shifted to digital cellular technologies in order to
expand cellular capacity and effectively build a PCS network to com-
plement or compete with cellular communications services. Due to its
natural attributes [7], the code division multiple access (CDMA) air-
link interface is becoming the technology of choice for many cellular
carriers and potential PCS providers. A well-known fact of PCS net-
works is that the RF signal-path loss at the PCS band (1.8–1.9 GHz)
is 9 to 10 dB higher than that of the cellular band (0.8–0.9 GHz). How-
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ever, it is a lesser known fact that the ambient noise level at the PCS
band is 2–7 dB lower than that at the cellular band. This section will
address the impact of ambient noise on CDMA system capacity and
coverage. We will first develop a set of formulae that relate the ambi-
ent noise level with the CDMA capacity and coverage. Then we will
compare the CDMA system capacity and coverage at the cellular band
with that at the PCS band. The gains from CDMA system capacity and
coverage at the PCS band due to the weaker ambient noise level is
addressed.

Theory

A CDMA cellular system may consist of many CDMA cell sites. We will
concentrate on one particular cell called the serving cell, which is sur-
rounded by the other cells in the system [7]. The receiver Pb at the serv-
ing cell is

Pb = ηnN0B + Ps + �
i

Pi (15.53)

where ηn is the total noise figure that includes ambient noise and
receiver noise that exceeds the thermal noise level. ηn is dependent on
RF carrier frequency (see Fig. 15.3) [8]. N0 is the thermal noise density.
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Figure 15.3 Noise signal level measurements—Oakland sites.
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B is the receiver bandwidth. The Pi summation is the total serving-cell
receiving CDMA power from all other cells in the system. Ps is the total
received CDMA power from all users within the serving cell that can be
expressed as

Ps = MνPr (15.54)

where M is the number of users within the serving cell, ν is the chan-
nel (voice) activity, and Pr is the single mobile signal level at the base
receiver. Assuming the CDMA system uses a k = 1 cell reuse pattern,
we define the frequency reuse efficiency qf [9] as

qf = (15.55)

Now we have

Pb = ηn N0B + (15.56)

The defined receiver power rises over the thermal-noise floor factor Z
[10] as

Z = = ηn + (15.57)

Through Z, we can easily establish a relationship between the theory
and measurement results. Recall the CDMA system energy per bit-to-
interference power per Hz ratio, Eb /I0,

Eb = (15.58)

I0 = ηnN0 + � − 1� (15.59)

where Rb is the signal bit rate. Combining Eqs. (15.57), (15.58) and
(15.59), we have,

= (15.60)

�
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Expressing the pole capacity mp of a CDMA carrier in another way as

mp = �1 + � K (15.61)

For simplicity, let K = 1 in Eq. (15.61); then the number of users within
the serving cell M (= mp) becomes

M = mpqf �1 − � (15.62)

Defining CDMA cell loading X as

X = (15.63)

we have

Z = (15.64)

Equation (15.62) is the CDMA capacity formula, and Eq. (15.64) relates
to the CDMA system coverage.

Calculation results

We assume the total cellular-band noise is 9 dB and the total PCS-band
noise is 5 dB as shown in the measurement data (see Fig. 15.3). Assume
that

B = 1.23 MHz
Rb = 9.6 kbps

= 7 dB

N0 = −174 dBm/Hz
qf = 0.7
ν = 0.45

The CDMA capacity of Eq. (15.62) is plotted in Fig. 15.4. The x-axis of
Fig. 15.4 is Z, which is the noise rising over the thermal noise level. At
the same Z level, Fig. 15.4 shows that the PCS system has a capacity
advantage due to a lower ambient noise level.

On CDMA coverage or cell size calculation, we use a reverse link
budget, since IS-95’s CDMA system is limited by the reverse link. Lee’s

Eb�
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model from Chap. 4 is used. Lee’s area-to-area model expresses the
median path loss Lp at a distance d as shown in Eq. (3.47).

Lp = Pr /Pt = L0 + γ log d + α0 (15.65)

where Lp is the ratio of the received power Pr to the transmit power Pt.
L0 is the median path loss at a range of 1 km, γ is the slope of the path-
loss curve, d is the distance in km from 1 km, and α0 is the adjustment
factor. We assume:

L0 + α0 = 156 − 20 log h1 − 10 log h2 (15.66)

where h2 is the mobile antenna height and h1 is the base-station
antenna height. The cell radius r can be found by equating the path
loss at r with a maximum allowed path loss Lmax, namely

Lp + FM = Lmax (15.67)

Lmax = Pt + G2 + G1 − + − (kTB) − Z (15.68)

where FM = fade margin added to ensure 90% coverage
Pt = maximum transmission power of a CDMA mobile phone
G2 = net mobile antenna gain
G1 = net base-station antenna gain
k = Boltzman constant (k = 1.3807 × 10−23 J/K)
T = absolute temperature (T = 300 K)

In calculating the CDMA system coverage from Eq. (15.64), we
assume that

Pt = 23 dBm
G2 = 2 dB
G1 = 10 dB

B
�
Rb

Eb�
N0
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Figure 15.4 Ambient noise impact on CDMA capacity.
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FM = 4.5 dB
h2 = 2 m
h1 = 30 m

γ = 35 dB/decade
X = 0.7

The system coverage plot is shown in Fig. 15.5. The x-axis of Fig. 15.5
is X, which is the load of the CDMA system. With the same load or
capacity, the PCS cell size remains smaller than that of the cellular due
to the higher RF path loss. In other words, the cellular cells have bet-
ter coverage than the PCS cells. However, since the ambient noise is
also lower on the PCS band, the net effect on the link budget is 5 dB,
not 9 dB, although the difference of the path loss between the PCS and
the cellular system is 9 dB. The PCS cell radius is about 70 percent of
that of the cellular-band cell radius.

Conclusion

The CDMA system capacity and coverage results are compared in our
calculation. Due to the lower ambient noise level at the PCS band,
these results have a profound impact on the deployment strategy of the
PCS system. The additional power required for PCS over cellular is
based on the difference between the two RF path losses and the two
ambient noise levels. Since the path loss of the PCS system is 9 dB
higher and the ambient noise level is 4 dB lower, the ERP of the PCS
system needs only a 5-dB increase to be adequate. At the same Eb/I0

level, the CDMA system capacity of PCS is 20 to 35 percent higher
than that of cellular due to a lower ambient noise level in the PCS
band. This capacity increase meets the requirements of PCS in order to
serve vast consumer markets that require large traffic capacity.

On the coverage side, if both PCS and cellular CDMA systems oper-
ate at the same capacity, the PCS cell size is one-half that of cellular.
Without the 4-dB-lower ambient noise level of the PCS band, the PCS
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Figure 15.5 Ambient noise impact on CDMA coverage.
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cell size would be only one quarter that of cellular. Therefore, the net
effect of lower ambient noise doubles the PCS cell size, thus reducing
the PCS deployment costs by half.

15.7 Limits of Interference Cancellation 
for CDMA Systems [11]

When we calculate the performance limits of error-correcting coding
using the Shannon’s channel capacity formula, the coding is a part of
the optimum modulation process. For a CDMA-DS system, each user’s
data rate Rb is much less than the total spread spectrum bandwidth 
B. The situation is more favorable in the interference cancellation
when all the users commonly share the same bandwidth. In theory,
the multiple users from a single cell can have an error-free reception 
in an additive white-noise environment (AWGN), as long as the total
rate (which is summed over the individual rates of all users) does not
exceed Shannon capacity. The Shannon capacity is based on a given
summed power of all users and at an interference level within the
bandwidth. In the mobile radio environment, the Shannon channel ca-
pacity formula needs to be modified as described in Chap. 17 (Sec.
17.1). However, the Rayleigh fading can be reduced to Gaussian noise
by applying M-branch diversity reception at the receiver while M → ∞.
Therefore, the Shannon channel capacity can also be treated as an
upper limit for mobile radio channels.

If there are M users, each transmitting at a rate Ri (i = 1, M) corre-
sponding to carrier-to-interference density ratio Ci /I0 over a spread
bandwidth B, the total rate RT becomes

RT = �
M

i = 1

Ri (15.69)

The total carrier-to-interference density rate is

= �
M

i = 1

(15.70)

where N0 = N/B is the noise power in watts per bandwidth in Hz.
The Shannon’s channel capacity for AWGN channel is

RT < B log2 �1 + � (15.71)

Equation (15.71) is reached by employing successive interference can-
cellation of each user’s demodulated and decoding signal at a common
cell site.

CT�
N0B

Ci�
N0

CT�
N0
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If all Ri = Rb, RT = MRb, the maximum number of users is obtained
from Eq. (15.71):

M < log2 �1 + � (15.72)

where N is the total noise power, N = N0B. Equation (15.72) is applied
for a single-cell system. Let η = N/CT; then, Eq. (15.72) becomes

M < log2 �1 + � (15.73)

For a multicell system, the interference cancellation is performed for the
users within each individual cell. However, the interference generated
by the users of other cell sites cannot be canceled. Thus, a component of
background noise is introduced.The relationship among the interference
from other cells is not the same as the interference from a single cell.
This is why the interference cannot be canceled out and degrade the
capacity. The self-interference Is is expressed in Eq. (15.23) as

Is = (M − 1) ⋅ C ≈ M ⋅ C = CT (15.74)

and the parameter η′ is expressed as a ratio between the adjacent
interference and self-interference:

η′ = = (15.75)

If so, the C/I in Eq. (15.49) for a multicell CDMA system can be
expressed in a different form, as

= = = (15.76)

where I = I0B and M′ is the number of users in a multicell system. M′
can be obtained from Eq. (15.76) as

M′ = (15.77)

where Eb /I0 has a lower bound in an AWGN channel as

Eb /N0 > ln 2 (15.78)

When the interference I0 is approaching N0, then η′ approaches η.
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Applying Eq. (15.78) into Eq. (15.77) for the lower bound of the Eb /I0

case, we derive

M′ < (15.79)

Let G be the ratio between the number of users in the single-cell sys-
tem of Eq. (15.73) and the number of users in the multiple-cell system
of Eq. (15.79).

G = =

= (1 + η) ln �1 + � (15.80)

Equations (15.73), (15.79), and (15.80) are plotted in Fig. 15.6. In the
figure, we observe two cases, one with and one without perfect inter-
ference cancellation. When CT/N0B is high (i.e., η is small), the number
of users in both cases increases, and the ratio G is more than two. When
CT/N0B is weaker, the two curves show that the number of users in

1
�
η

limit on M with perfect cancellation (single cell)
�������
limit on M without perfect cancellation (multiple cells)

M
�
M′

B/Rb
��
(1 + η) ln 2
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Figure 15.6 The capacity limit in two cases: a single-cell system and a multicell system.
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both cases decreases and its ratio G approaches to one. This means that
the number of users in these two cases is nearly the same.

15.8 Multiple-Access Schemes 
on Virtual Channels

The following MA schemes increase the virtual channels. Every one of
the five multiple-access schemes mentioned above can be used to work
on the following virtual channels in order to increase capacity further.

ALOHA

ALOHA [13] is a random access scheme. The users do not pay attention
to what other users are doing when they attempt to transmit data
packets. When packet A is beginning to transmit at time t0, the vulner-
able period for packet A to collide with packets is two times the packet
interval, as shown in Fig. 15.7(a). Let’s assume that the traffic load L is
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Figure 15.7 Protocols of four versions of ALOHA.

(d) Reservation ALOHA

(c) Collision mechanism in CSMA

(b) Collision mechanism in slotted aloha (no partial collision)

(a) Collision mechanism in ALOHA
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the number of packets that arrive in one packet time. If so, the traffic
load becomes 2L arriving in two packet times. The probability that n
packets arrive in two packet times following a Poisson distribution is

p(n) = (15.81)

The probability P0 that a packet is successfully received without collid-
ing is calculated by letting n = 0 in Eq. (15.81).

P0 = P(0) = e−2L (15.82)

P0 also can be interpreted as the probability that no packet can arrive
within the two packet times. The throughput S cannot have one Erlang
(i.e., continuous transmission for one hour) without having collisions.
We may calculate throughput S with a traffic load L (number of pack-
ets arriving in one packet time) as follows:

S = L ⋅ P0 = L ⋅ e−2L (15.83)

Equation (15.83) is plotted in Fig. 15.8. We may see that the maximum
throughput is obtained by the derivative of Eq. (15.83) with L

= L ⋅ e−2L ⋅ (−2) + e−2L = 0 (15.84)

Equation (15.84) indicates that the maximum throughput occurs at the
offered load L = 0.5. Substituting L = 0.5 in Eq. (15.83), we obtain

Smax = e−1 = 0.1841
�
2

dS
�
dL

Lne−2L

�
n!
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Figure 15.8 Comparison of throughput versus traffic load for ALOHA
and CSMA protocols. Normalized propagation delay is a = 0.01.
(From Ref. 12.)
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Slotted ALOHA

Slotted ALOHA [13] increases the efficiency of the ALOHA protocol.
The transmission time is divided into time slots (packet size). All the
users are synchronized to these time slots. Thus, the packet-time inter-
val of vulnerability to having a collision for any packet is reduced from
two packet times, in conventional ALOHA, to one packet time. This
means that the two packets can collide only in one packet time, as
shown in Fig. 15.7(b). In slotted ALOHA, the probability of no collision
is now

P0 = e−L (15.85)

and the throughput S becomes

S = L ⋅ P0 = L ⋅ e−L (15.86)

The maximum Smax is obtained by

= e−L − L ⋅ e−L = 0 (15.87)

or

L = 1

Substituting L = 1 in Eq. (15.86) yields the maximum throughput Smax,
shown in Fig. 15.8 as

Smax = 1 ⋅ e−1 = 0.368

CSMA

CSMA (carrier-sense multiple access) [14] is sometimes called the listen-
before-talking protocol. The collision mechanism in CSMA is shown in
Fig. 15.7(c).

There are two kinds of CSMA: nonpersistent CSMA and 1-persistent
CSMA. In the nonpersistent CSMA, after sensing the busy condition,
the user waits a randomly selected amount of time before sensing
again. For the unslotted nonpersistent CSMA, the throughput S is the
number of successfully received packets per packet time Tp, and L is
the offered traffic load (i.e., number of packets per packet time). In the
CSMA, the propagation delay τ is a parameter that can be specified by
a, where a is

a = (15.88)τ
�
Tp

dS
�
dL
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The throughput of two nonpersistent CSMAs are [12]

S = (unslotted) (15.89)

S = (slotted) (15.90)

Both Eqs. (15.89) and (15.90) are plotted in Fig. 15.8 for a = 0.01. The
throughput is much higher for large L. When L is small (L < 1), the
throughput of nonpersistent CSMA is lower.

In a 1-persistent CSMA, each user first listens. If the channel is busy,
the user continuously listens, and when the channel becomes free, the
user then sends the packet immediately. The term 1-persistent means
the probability of transmission is unity. If a collision does occur, there
are no acknowledged returns, and the users will wait for a random time
interval and repeat the process.

The throughput of 2 1-persistent CSMAs is

1. For unslotted 1-persistent CSMA

S = (15.91)

2. For slotted 1-persistent CSMA

S = (15.92)

Equations (15.91) and (15.92) are plotted in Fig. 15.8 for the case of a =
0.01. Since a is a small value, Eqs. (15.91) and (15.92) are alike as
shown in Fig. 15.8.

Reservation ALOHA

Reservation ALOHA [15] is a controlled random access method. It is 
a combination of Slotted-ALOHA and TDM protocols, with the trans-
mission time to each protocol being varied in response to the traffic
demand. The protocol is shown in Fig. 15.7(d). As you can see in this
figure, the fixed-length frame is longer than the longest propagation
delay in the network. Each frame is divided into equal-length slots.
Some slots are message slots, and some are reserved slots. The re-
served slots can further subdivide into short reservation subslots. In
this reservation ALOHA, there are two modes: unreserved and re-
served. The unreserved mode is only composed of reservation subslots,
not message slots. The user sends a request for transmission in the

L [1 + a − e−aL] e−L(1 + a)

���
(1 + a) (1 − e−aL) + ae−L(1 + a)

L [1 + L + aL(1 + L + aL/2)]e−L(1 + 2a)

�����
L(1 + 2a) − (1 − e−aL) + (1 + aL) e−L(1 + a)

aLe−aL

��
1 − e−aL + a

Le−aL

��L(1 + 2a) + e−aL
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reservation subslots and then waits for a slot (or multiple) assignment
and the time to send from the base station. At this time, the system
switches to the reserved mode. In the reserved mode, one slot in each
frame is assigned a reservation subslot, and the remaining slots are
available for message slots. The number of subslots should be small
enough to keep the transmission overhead low but large enough to
handle the number of reservation requests. A reasonable design guide-
line is to provide three reservation subslots per message slot.

In the reservation ALOHA scheme, there is no centralized control
function in the network. The control is handled by each base station in
the network.

PRMA

PRMA (packet reservation multiple access) [16] is a derivative of reser-
vation ALOHA that combines TDMA and slotted ALOHA. The advan-
tage is that it can utilize the voice activity detector (VAD) to detect the
human voice activity cycle (35–40 percent talking time one way) and
increase capacity of radio channels by increasing the virtual channels.
PRMA may perform poorly when the frequency-reuse factor K reduces.

PRMA is developed for centralized network operation over short-
range radio channels. The transmission data is organized by frames.
Each frame contains a fixed number of time slots. The user terminal
identifies each slot, either reserved or available, from the base station at
the end of the feedback message. The reserved slot can only be used by
the user. An available slot can be used by any users. There are two types
of information to send: periodic and random. Speech packets are sent
periodically. Data packets are sent randomly if the packets are short or
periodically if the data streams are long. One bit in the packet header
indicates the type of information. During the transmission, the user
owns the reserved slot in each of all succeeding frames. The base station
will indicate the slots available as soon as the user finishes sending. To
send a packet, two requirements need to be met. The time slots must be
available, and permission to send must be received from the base sta-
tion. The maximum holding time Tmax is determined by a delay con-
straint on speech communication that is a quarter of a second. The user
terminal can keep sending the packets in the reserved slots. When
packets of speech are sent over the air and the time exceeds Tmax, a time-
out occurs, and the communication link is terminated. To send data, the
packet can be stored and sent over the reserved slots and not be affected
by the Tmax.

In designing a PRMA system, the maximum number of packets per
channel for conversation under an accepted packet-dropping probabil-
ity (i.e., is less than 1 percent). The speech code rate is 32 kbps, and the
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length of the header is 64 bits in each packet. The simulation shows
some encouragement in this multiple access.

PRMA++

PRMA++ (packet reservation multiple access++) is an enhanced version of
PRMA where slot allocation and frame-based structures in the original
protocol can be dynamically changed for better channel management. A
centralized algorithm makes a transformation easily achievable. How-
ever, the rigid TDMA transmission scheme is still kept.

BTMA

BTMA (busy-tone multiple access) [13] is a technique to solve the hid-
den terminal problem. For example, two terminals can be within the
range of each other but are interfered with by the third terminal. In
this case, the system spectrum bandwidth is divided into two kinds of
channels: message channels and busy-tone channels. When a user ter-
minal senses a signal on the message channel, it turns on its busy-tone
channel. As a user terminal detects that another user is on the mes-
sage channel, the terminal sounds alarms on the busy-tone channel to
inform other users. This technique is used in the military where mobile
units must stay in communication with each other all the time.

CSMA/CD

CSMA/CD (CSMA with collision detection) [13] is a variant technique 
of the listen-while-talking scheme. It can be in nonpersistent or 1-
persistent of CSMA. In this scheme, no user terminal begins to trans-
mit when it senses that the channel is busy. The CSMA/CD provides for
detection of a collision and stops transmission as soon as it senses one.

DSMA

DSMA (data-sense multiple access) [13] is used in AMPS (advanced
mobile phone service), CDPD (cellular digital packet data), and ARDIS
(advanced radio data information service). DSMA is a full-duplex wire-
less data communication network. The forward channel (base to mobile)
transmits a busy-idle bit to each data frame informing the user termi-
nals to send when the busy-idle bit becomes idle. Then, the base station
will change to a busy bit as soon as the user picks up.

ISMA

ISMA (idle signal multiple access) [17] is an improved version of
CSMA. It is a more flexible packet access technique.
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RAMA

RAMA (resource auction multiple access) [18] is a fast resource assign-
ment and dynamic channel-allocation technique based on determinis-
tic contention resolution.

CDPA

CDPA (capture division packet access) is based on the packet-switching
technique and uses the same channels in all cells. An ALOHA retrans-
mission scheme is used to solve contentions among transmissions of 
different cells. Within a cell, CDPA uses a hybrid reservation-polling
(HRP) mechanism that can easily integrate different types of traffic 
due to the short propagation delay. The CDPA allows the use of con-
nectionless communication between the mobile unit and the base 
station. CDPA is integrated with a coding procedure and provides con-
stant throughput by increasing the transmission rate to respond to the
changes in propagation conditions and interference. CDPA uses the
same frequency channel set in each cell, so that cochannel collisions in
the system prevail. However, when the cochannel collision occurs, based
on the location of the user terminals relative to their base station as
well as to the cochannel interference, the survived link can be found or
dropped using the received C/I for each link. If the received C/I exceeds
the threshold, the link survives. Also, the received C/I values are differ-
ent from the forward link and reverse link. Therefore, when a collision
occurs, in certain conditions all the links can survive, or all the links can
be dropped, or some survive and some are dropped. A simulation can be
generated using the ALOHA protocol. The system has two-tier interfer-
ers or 18 interferers. The following assumptions are made: The message
packet size follows the truncated Gaussian distribution varied from 40
bytes to 256 bytes. The C/I threshold is 7 dB. The propagation-path loss
slope is 40 dB/dec. The propagation log-normal fading is 0 dB or 8 dB
with a correlation of 0.5 between two cell sites. The transmission rate is
9.6 kbps. The capacity plot is shown in Fig. 15.9. The percentage of mes-
sage loss increases as the number of messages/cell/hour increases.

Let the acceptance criteria for the system performance be “less than 1
percent of the message delivered unsuccessfully.” Then, from the figure,
the number of messages is reduced from 3960 to 2160 as the log-normal
fading increases from 0 dB to 8 dB. In this simulation, no adjacent chan-
nel interference and Rayleigh fading degradation are considered.

Conclusion

Many kinds of multiple access have been mentioned to increase the
number of virtual channels. The packet data transmission for voice and
data can be treated differently.
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Using packet transmission for voice

Over an FDMA or TDMA channel, the packet data transmission can
send a piece of voice data by a packet from a sender to one destination
and send a different piece of voice data by another packet from the sec-
ond sender to another destination using the same physical channel.
Then, if the voice-activity cycle is 40 percent, each FDMA or TDMA
channel is virtually two conservation channels.

Over a CDMA channel, the packet data transmission does not help
in increasing radio capacity. The nature of a wideband CDMA channel
can take advantage of the voice-activity cycle of human conversation.
Therefore, there is no need to transmit packet data in CDMA channels
for increasing the voice capacity.

Using packet transmission for data

For long-length data transmission. Packet transmission using virtual
channels does not increase capacity better than continuous transmis-
sion using physical channels.

For short-length data transmission. One physical channel can send to
many different destinations as long as each packet that is transmitted
contains an address in the header. Thus, the radio capacity in all kinds
of multiple-access channels, including CDMA channels, increases.

15.9 Mobile Satellite Systems

Mobile satellite systems use the same multiple-access schemes as 
the terrestrial mobile systems. In late 1989, the United Kingdom had
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Figure 15.9 Capacity vs. System loading for CDPA system (a simula-
tion result).
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issued three licenses for the Personal Communication Network (PCN)
in the 1800-MHz band. Then, in the early 1990s, the United States
started to define the Personal Communication Service (PCS) in both
terrestrial mobile and satellite mobile communication. The Mobile
Satellite Systems (MSS) use the same multiple-access schemes; some
use TDMA or FDMA; others use CDMA. In this chapter [21, 22], we
expose the new development of MSS systems. Mobile Satellite Service
(MSS) disclosed new space mobile systems, providing three types of
mobile communication service from nongeostationary orbits.

1. Short data transmission is used for very small and inexpensive
satellites, sometimes called little LEO (low-earth orbit). They are
the space equivalent of paging systems and are only in service for a
limited time of the day.

2. Voice and data-communication satellites in orbit above the earth are
either MEO (midEarth orbit) or big LEO satellites.

3. Wideband data transmission is the extension of the global informa-
tion initiative (GII). These systems offer computer-to-computer links
and videoconferencing with a data rate of 1.544 Mbps or higher.

Therefore, the MSS (mobile satellite service) provides three distinct
satellite technologies:

1. GEO (geosynchronous earth orbit)

2. MEO (midearth orbit)

3. LEO (low-earth orbit)

The orbits used by the three MSS systems are shown in Fig. 15.10. The
allocated frequency spectrum for MSS systems is shown in Fig. 15.11.
Specifications are listed in Table 15.2.

We can understand the ability and inability of each technology to
offer mobile and handheld services as follows:

1. GEO. Long distance from a GEO satellite to a subscriber unit needs
a large power requirement and causes delays in conversation. GEO
systems include Omni TRACS for data-only service. INMARSAT, a
global consortium of PTTs (post and telephone and telegraph) from
major countries, provide service for voice, fax, and data to maritime,
airplane, and mobile users. AMSC provides MSS services within the
United States.

2. MEO. MEO satellite communication has advantages and disadvan-
tages compared to both GEO and LEO. The MEO satellites include
GPS (global positioning satellites) owned by the military and civilian
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users. The GPS system has 24 satellites that can provide the location
and the altitude from a GPS receiver. New proposed MEO satellites
are the TRW Odyssey and INMARSAT P.

3. LEO. LEO satellites can further be divided into two kinds: little
LEO and big LEO.

542 Chapter Fifteen

Figure 15.10 Orbits used by MSS systems.

Figure 15.11 Allocated frequency spectrum for MSS systems.
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■ Little LEO allocates frequencies below 1 GHz. It uses frequency-
scanning technology to send packets and create a time delay that
cannot adequately support voice communication. Thus, it will 
provide data-only services. Satellite systems such as Orbcomm,
Starsye, and VITA (Volunteers in Technical Assistance) are little
LEO systems.

■ Big LEOs use frequencies above 1 GHz and provide integrated
voice, data paging, fax, and geopositioning services. The allocated
frequencies are 1.6 GHz uplink and 2.4 to 2.5 GHz downlink. The
big LEO systems are Aries, Globalstar, and Iridium. Teledesic is
also a big LEO, but it is a nonmobile system that proposes high-
speed data and video communication. Teledesic belongs to the GII
family and provides wideband data transmission.

Comparison of GEO, MED, and LEO systems

The system comparisons of two GEOs (AMSC and Spaceway), two MEOs
(Odyssey and Inmarsat P), one little LEO (OrbComm), and five Big
LEOs (Globalstar, Iridium, Teledesic, Aries, and Ellipso) are shown in
Table 15.3. Some data is not available, as indicated. The most complete
data concentrates on the four systems: Globalstar [23], Inmarsat P [21],
Odyssey [24], and Iridium [25], all of which are shown in the table.

Description of LEO operation

In satellite mobile environment, the line-of-sight condition prevails.
Thus, the propagation-path loss follows 20 dB/dec instead of 40 dB/dec.
The MSS power PM can be saved by one-half dB value compared to the
power Pr needed in mobile radio environment for the same distance, or
it can be expressed in linear scale as

PM = �P�r� (15.93)

Besides, the signal arrival will not suffer from multipath fading unless
it is at a low elevation angle. Therefore, the signal suffers by Gaussian
noise or Rician fading [26].
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TABLE 15.2 Specification of Three Types of Mobile Satellite Communications

Average number
of satellites Subscriber

Type of Altitude of needed for unit power 
satellite satellite global coverage Band of operation requirement Delay Life span

GEO 35,000 km 3 1.6–2.5 GHz Large power 1⁄4 sec 15 years
MEO 5000–10,000 km 10 1.6–2.5 GHz Medium power 16.5 ms–33 ms 10 years
LEO 500–1500 km Little < 20 Little = 150 MHz Small power 2.6 ms–8 ms 5 years

Big < 100 Big = 1.6–2.5 GHz
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The Rician pdf represents a direct wave plus reflected waves

p(r) = 2 exp �− � I0 � ⋅ � (15.94)

where r is the envelope of the Rician fading signal, r�2� is the average of
the fading signal, a is the amplitude of a direct wave, and I0(⋅) is the
modified Bessel function of zero order, which can be expressed as

I0(z) = �
∞

n = 0

(15.95)

The Rician cumulative probability distribution (CPD) is obtained by
integrating Eq. (15.94):

P(r ≤ R) = �R0

0
r0 exp �− � I0 (a0r0) dr0 (15.96)

where r0 =

a0 =

R0 =

The Rician CPD with different values of a0 is shown in Fig. 15.12. The
direct wave is stronger than the reflected waves by 7 dB (a0 = 5). The
slope shown in the figure is very steep, and the dynamic range of fad-
ing is around 4–5 dB. Figure 15.12 can be used to determine how much
power can be saved in the mobile satellite system.

Now we can take the Globalstar frequency plan (see Fig. 15.13) to
explain LEO operation. The 16 beams for each satellite are illustrated
in the figure for both communication links, uplink (L band) and down-
link (S band).

Every LEO satellite covers roughly 2 percent of the Earth’s sur-
face area. The total surface area of the Earth is 510,000,000 sq. km
(200,000,000 sq. miles). Therefore, each LEO satellite covers 10,000,000
sq. km. Globalstar has 16 antenna beams. Each beam may cover 625,000
sq. km. This means that the footprint radius re is

re = �� = 446 km (or 278 miles) (15.97)

Since the footprint area is so large, it can be treated as a huge cell.
According to the radio capacity from Eq. (15.13), we realize the number
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of channels per cell is used to calculate the capacity of LEO. The num-
ber of channels per cell can be calculated as follows: the total capacity
number 65,000 channels is found in Table 15.3. Globalstar has 48
satellites with 16 beams per satellite. The number of channels per cell
(beam) is

≈ 85 channels/cell

Since the cell is so large, the channel per sq. km becomes

= 0.00014 channels/sq. km

The above number just indicates that LEO cannot be a high-capacity
system due to the large footprint. Therefore, all LEOs claim to be com-
plementary and enhanced systems for terrestrial mobile systems.

85 channels
��
625,000 sq. km

65,000
�
48 × 16

546 Chapter Fifteen

Figure 15.12 CPD of Rician distribution (a0/�2�� = amplitude of
direct path/rms value).
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Operation concept of LEO

The speed of a LEO satellite circling around the earth is 114 minutes
(see Table 15.3). The total circumference of the earth is 40,000 km (or
25,000 miles), and the radius of the earth is 3183 km. Also, the altitude
of a Globalstar satellite above the earth is 1400 km. Therefore, the time
for the mobile unit to move out of a LEO footprint (covered by one
beam) is based on the information of Eq. (15.97) as

446 × = 0.88 minutes

Each footprint (beam) will move out every 0.88 minute. In this condi-
tion, the cells are moving so fast that the ground mobile unit moves can
be treated as stationary. The handoffs from cell to cell will be handled
by the gateways in the Globalstar system. This is because the Global-
star satellites are transponders. An average three-minute conversation
may experience three handoffs, which is more frequent than that of ter-
restrial mobile systems.

114
��
4π(3183 + 1400)
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Figure 15.13 Globalstar frequency plan. GOCC = ground operations control center;
PLMN = public land mobile network; PSTN = public switched telephone network;
SOCC = satellite operations control centers.
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15.10 Nature of Cochannel Interference 
in a SDMA System

The configuration of cochannel interferers is shown in Fig. 15.1. Assume
that the transmit power at every cell site is identical in Eq. (15.98). The
C/I received by a mobile unit within the home cell can be expressed as:

= (15.98)

where r is the distance from the home-cell site and dj is the distance
from the interference site j to the mobile unit, as shown in Fig. 15.14.
The separation Di is the distance between the home cell site and the
interfering site j. Take

di = {Dj
2 + r2 − 2Djr cos (αm − αj)} (15.99)

where the polar coordination of the mobile unit is (r, αm). Then the
interference I can be derived from Eq. (15.98):

I = C ⋅ (15.100)

Now the nature of I within the SDMA cells is studied as follows. The
SDMA system is a frequency reuse system. Let the cells in the SDMA
form an ideal hexagon layout with flat-earth-propagating path loss
slopes 20 dB/dec, 30 dB/dec, and 40 dB/dec. The three-tier interfering
cells (6 + 12 + 18 = 36 cells) are used. From Eq. (15.100), the value C is
assumed to be −75 dBm and the frequency reuse factor K = 7 is used,
then

r ≤ R = or ≤ (15.101)

where R is the cell radius, and D1 is the distance between two cochan-
nel cells in the first tier.

The simulation is to pick randomly a mobile-unit location within a
cell and find its I from Eq. (15.100). There are 1000 simulated I sam-
ples for each propagating path loss slope generated. The distribution of
all the I samples are shown in Fig. 15.15. Figure 15.15(a) shows the
interference I causes by a path loss of 20 dB/dec. The CR/I = 5 dB at the
cell boundary, and the variation of I within the cell is about 0.2 dB.
Figure 15.15(b) shows the interference I caused by a path loss of 
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30 dB/dec. The CR/I = 11 dB at the cell boundary, and the variation of I
built into the cell is about 0.5 dB/dec.

Figure 15.15(c) shows the interference I caused by a path loss of 40
dB/dec. The CR/I = 18 dB at the cell boundary, and the variation of I
within the cell is about 0.9 dB.

From Fig. 15.15, we may draw the following conclusions:

1. The cochannel interference within the cell is apparently constant.

2. The interference level I obtained from the flat earth propagation is
the maximum level. If the interference I′ is generated from a nonflat
earth, or if the interference I″ is generated from the shadow condi-
tion, then I′ and I″ are always less than I.

I ≥ I′ or I″ (15.102)
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Figure 15.14 The polar coordination of mobile unit related to its cochannel cells.
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15.11 The Requirement 
of Alien-Interference Tolerance

Often more than one wireless communication system shares the same
spectral band allocated by the same or different authorities.The primary
system service would be very concerned regarding alien-interference

550 Chapter Fifteen

Figure 15.15 Distribution of forward link interference under the assumptions: (1) ideal
hexagon layout; (2) flat-earth propagation with path loss slopes 20 dB/dec shown in a,
30 dB/dec in b, and 40 dB/dec in c; (3) seven-cell reuse, three tiers of cells; (4) −75 dBm of
received signal level at cell boundary.The interference levels are collected at the center cell.

(b) Path loss = 30 dB/dec

(a) Path loss = 20 dB/dec
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from the secondary system service. For example, the PDC (personal dig-
ital cellular) authority in Japan is concerned that satellite mobile com-
munication service operates in a portion of the PDC spectrum band. In
this section, we are able to calculate the tolerant interference of a pri-
mary system service that is either cellular or PCS.

For the purpose of illustration, we will use PDC as a primary service.
PDC is a digital cellular system using TDMA. At the 1.5-GHz band, the
outbound frequency band is 1477–1501 MHz, and the inbound fre-
quency band is 1429–1453 MHz. The carrier spacing is 50 kHz, and
each carrier has six time slots. This system uses the frequency reuse
scheme. Thus, the cochannel interference is of great concern in this 
system. The required C/I is 13 dB for the static case and 16 dB for the
fading case.

Designing a wireless communication system

The worst-case scenario A wireless communication system is generally
designed based on a worst-case scenario. The required C/I is deter-
mined by the BER and is based on the voice quality. In most systems,
such as PDC, the required C/I is based on the BER ≤ 10−2.

In order to keep BER ≤ 10−2 for voice quality, the required C/I varies
with different vehicle speeds. At the PDC specification indicated, the
required C/I ≥ 16 dB needs to be used for the maximum fading fre-
quency fD = 40 Hz.
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Figure 15.15 (Continued).

(c) Path loss = 40 dB/dec
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The fD = 40 Hz is equivalent to the mobile speed V = 28.8 km/h at 
1.5 GHz and V = 54 km/h at 800 MHz.

The tolerant interference requirement of an alien interference The tolerant
interference requirement of an alien interference may be set as low as
10 percent of the total interference caused by the system itself.

The noise figures The noise figures obtained from ambient noise are
different when received at the base and received at the mobile.

The ambient noise level at the mobile is higher than at the base. This
is because the base station antenna is placed high above the ground
and away from the street curb. Therefore, the ambient noise received
by the base station is roughly 2 dB less. At the base station, the noise
figure due to ambient noise is 8 dB at 800 MHz and 5 dB at 1.5 MHz.
At the mobile site, the additional 2 dB is added.

Assumption of the natural propagation parameters The propagation loss
is 40 dB/dec, and the standard deviation of the long-term shadowing is
8 dB.

Based on the requirement of system design The requirement of a system
design in general is to find a specific level X such that the received sig-
nal strength level x is equal or greater than the specific level X within
a cell at a probability of 90 percent [27].

Pc (x ≥ X) = 90 percent (15.103)

The notation Pc is the probability of (x ≤ X) within a cell.
When a specific level X is set at the cell boundary, the received signal

strength x has a 50 percent chance of being above X and 50 percent
chance of being below X; that is,

PR (x ≥ X) = 50 percent (15.104)

The notation PR is the probability of (x ≥ X) at the cell boundary of a
cell radius R (see Fig. 15.16). In this case, the probability of x being
greater than X within the cell can be found from Eq. (4.62). The answer
is 77.5 percent (see Fig. 15.17) [28].

Pc (x ≥ X) = 77.5 percent (15.105)

Equation (15.105) does not meet the requirement of Eq. (15.103).
Since, in most systems, the designing criterion is based on Eq. (15.103),

we need to calculate a new level Y such that

PR (x ≥ Y ) = 50 percent (15.106)
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at the cell boundary to satisfy the level X in Eq. (15.103) as illustrated
in Fig. 15.18.

Calculation of the specific level X

The level X such that Pc (x ≥ X ) = 90 percent can be obtained from Fig.
15.16 by first obtaining the probability of x being greater than X at the
cell boundary of a cell radius r as
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Figure 15.16 Relationship between Pc and PR.

Figure 15.17 Fraction of total area with signal above threshold X [28].
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Pr (x ≥ X) = 72.5 percent (15.107)

at the cell boundary r, and the probability of x being greater than Y at
the cell boundary of a cell radius R as

PR (x ≤ Y ) = 50 percent (15.108)

at the cell boundary R. The relation between Eq. (15.103) and Eq.
(15.107) is illustrated in Fig. 15.18. Then, from Fig. 4.16, we find that
the ratio of r/R is 0.76 for the condition of Eq. (15.107) and Eq. (15.108)
to be met. The new level Y is found from the specified X as

Y = X + 40 log = X + 4.76 dB (15.109)

Obtaining the tolerant interference level

The calculation of the tolerant interference level should be based on the
system design requirement, not the radio specifications. For example,
the required C/I = 16 dB is a radio specification. In the system design
requirement, we have to set up a percentage that the required C/I =
16-dB level will be kept in a cell. The interference I is usually uniform
within a cell based on the six-interferer model shown in Fig. 15.14 and
described in Sec. 15.10. The simulation result shows in Fig. 15.15 that
the interference is nearly a constant within the home cell area. There-
fore, we are only considering the received signal strength level C. In this
section, C is represented by x in Eq. (15.103) and Eq. (15.108).

R
�
r
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Let us consider that the PDC outbound frequency band is commonly
shared with a secondary system service and calculate the tolerant inter-
ference of PDC mobile units.

Thermal noise (Nth in a 21-kHz band) = −130.6 dBm (15.110)

Noise figure (NF) = 7-dB (received at the mobile) (15.111)

Ambient noise (N ) = Nth + NF = −123.6 dBm
= 4.36 × 10−13 mw (15.112)

The cochannel interference level is about 6 to 7 dB above the N level.

I + N = −117 dBm (15.113)

= 16 dB (15.114)

Minimum receiving level

= −101 dBm (the level X within the cell) (15.115)

According to Eq. (15.109), the level Y at the cell boundary is

Y = −101 dBm + 4.76 dB = −96.24 dBm (15.116)

and can meet the system design requirement of Eq. (15.103). The re-
quired C/(I + N) = 16 dB is still held. Since the level C becomes −96.24
dBm, the new N + I′ level is

N + I′ = −96.24 − 16 = −112.24 dBm (mw/21 kHz)

= −149.44 dBw (w/4 kHz) (15.117)

The level I′ is the total interference allowance, which can be obtained
by substituting N from Eq. (15.112) into N + I′ of Eq. (15.117) as

I′ = −122.56 dBm (15.118)

The tolerant interference level for an alien-interference is 10 percent of
I′, which is

10% I′ = −122.56 dBm = −159.76 dBw (w/4 kHz) (15.119)

The maximum interference level 
of an alien system can be tolerant

In order to obtain the tolerant alien-interference level at the PDC
mobile, we must take care of the antenna gain at the PDC mobile unit.

Required C
��

I + N

Multiple-Access (MA) Schemes 555

Multiple-Access (MA) Schemes

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.



The PDC mobile antenna is assumed to be a dipole antenna with its
gain of 2 dBi; that is, G = 1.58. The wavelength of 1.5 GHz is 0.2 m. The
aperture of a dipole antenna is therefore

Ae = = = 0.00503m2 (=) −22.9 dB (m2) (15.120)

The maximum interference level z for the PDC mobile units is

z [w/(m2 ⋅ 4 kHz)] − 22.9 dB (m2) < −159.76 dBw (w/4 kHz) (15.121)

or

z < −159.76 + 22.9 = −136.86 dBw [w/(m2 ⋅ 4 kHz)] (15.122)

Problem Exercises

1. What is the fundamental difference in the radio capacity formula m = M/K
between TDMA and CDMA?

2. What is the processing gain, and how do you use it wisely to increase
CDMA capacity?

3. What is the pole capacity of CDMA if the bandwidth B is 2.5 MHz, the data
rate is 28.8 kbps, and Eb/I0 = 7 dB?

4. If a CDMA channel bandwidth B is 1.25 MHz, its data rate Rb changes
from 9.6 kbps to 14.4 kbps for voice quality improvement. What is the change
in radio capacity?

5. Three companies are developing TEMA systems based on a stated voice
quality. Company A’s system specifies channel bandwidth Bc = 18 kHz and 
C/I ≥ 17 dB. Company B’s system specifics are Bc = 25 kHz and C/I ≥ 14 dB.
Company C’s system specifics are Bc = 15 kHz and C/I ≥ 20 dB. Among these
three systems, which one has the highest radio capacity?

6. The limit of interference cancellation for multiple-cell CDMA systems is
found in Eq. (15.79). But Eq. (15.79) does not tell us how to achieve it. Can you
find how to achieve interference cancellation?

7. The cellular radio capacity is large due to the frequency reuse scheme.
However, it generates cochannel interference, which is very damaging to the
cellular system. The D/R ratio is a parameter to reduce cochannel interference.
In the packet data transmission, CDPA is currently being used. It may use nar-
rowband channels, but the same channel is in every cell. How does it work to
avoid cochannel interference?

8. Why do we count the number of physical channels, not the number of vir-
tual channels to measure radio capacity?

1.58 × (0.2)2

��
4π

G ⋅ λ2

�
4π
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9. Why do the mobile satellite systems provide low radio capacity?

10. Why do the LEO systems become good candidates for mobile satellite sys-
tems, and what are the drawbacks?
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Chapter

Clarification of the Concepts 
of Sensitive Topics

16.1 The Motivation for Writing This Chapter

After studying the first 15 chapters, readers should understand the
fundamental concept of the mobile radio field. This chapter will try to
give readers further in-depth clarification of several topics that are not
generally treated in books on this subject.

It is very important to understand that this chapter will also help
readers find new problems and do their own research. As an example:
many people can read and appreciate novels; but after reading many
novels, only a few can write their own. Many stimulating and interest-
ing topics will help readers dig for more unsolved problems.

Since the 1960s, many engineers and scientists had joined the new
mobile radio field. But at that time, not all of them understood the
mobile radio environment. As they began to learn about the environ-
ment, they found it different from other communication environments
such as satellite, microwave links, ionospherical propagation, and
troposcattering. Based on their knowledge at that time, they selected
and applied the proper technologies and were successful. Some of the
engineers simply adapted existing equipment used for other environ-
ment applications such as wireline or fixed-to-fixed radios. For exam-
ple, some modified the data modem used for the wireline in cellular by
simply adding a scheme to protect the data stream from the handoff
process. They totally neglected the multipath dispersive fading phe-
nomenon. Of course, that kind of modem did not perform as expected.
Therefore, it is important to clarify first the concept and then apply
proper technologies in the mobile radio environment.
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16.2 Research Direction in the 1960s

In the 1960s, research projects that pursued the feasibility of mobile
radio communication systems had at least two phases: (1) understand-
ing the nature of multipath fading and (2) searching for techniques to
reduce signal fades.

The mobile radio environment

The conditions for forming the mobile radio environment

1. The antenna height h2 of the mobile unit is close to the ground, as
shown in Fig. 16.1.

2. The mobile unit travels at a variable speed.

Causes for the environment

1. The ground-reflected wave cannot be ignored in reception when the
antenna height is close to the ground.

2. Signal reception is effected by the natural terrain contours.

3. Human-made structures, like buildings, are situated along the prop-
agation path from the base station to the mobile unit and create
multipath waves if the antenna height of the mobile unit is lower
than the surrounding structure heights. Only those reflected multi-
path waves, due to the structures surrounding the mobile units, are
collected at the mobile unit.

4. Human-made noise also affects signal reception because the mobile
antenna height is closer to the building structures, and the mobile
antenna easily receives the noise.
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Signal impacted by the mobile 
radio environment

Impact factors and phenomena
Excessive path loss. Excessive path loss can be explained by a two-

wave model showing the direct and ground-reflected waves added
together at the mobile receiver. Because of the reflection, coefficiency is
always close to −1 due to the small incident angles of the reflected wave.
The resulting signal, based on the sum of two waves, becomes very
weak, and the power path loss is roughly 1/d4 (40 dB/dec), as shown in
Eq. (3.44). Two wave models are only used to understand the path loss
mechanism, not to explain the multipath-fading phenomenon.

Long-term fading. Due to the nature of the terrain, the average signal
is strong when the mobile unit is at the high spot and weak when at the
low spot. This average signal is called local mean. The local mean is a
random variable. Its statistics follow the log-normal distribution.

Antenna height. When the antenna height at the base increases, recep-
tion at the mobile is stronger.

Area-dependent path loss. The multipath wave is created after the
transmit wave reflects from human-made structures along the propa-
gation path. These waves head in different directions, so the energy
carried along a certain path becomes much weaker. The degree of sig-
nal weakness depends on the size and height of the human-made
structures in cities and towns. This area-dependent path loss factor
must be measured because the structure of each city is different. Those
multipath waves reflected by the structures surrounding the mobile
unit and then received at the mobile unit do not contribute any addi-
tional path loss to the reception.

Signal strength. Multipath waves are generated by the surrounding
structures. Thus, the summed-up signal received can be strong in one
area but weak in another. The mobile unit can be situated in a signal
null spot. The raising or lowering of the signal received at the mobile
unit depends on the location of the standstill mobile.

Signal fading. The medium becomes a moving medium when the
mobile unit is moving. The signal received varies up and down. It is
called signal fading. Its statistical nature is called Rayleigh fading.
The fading frequency is a function of mobile speed (i.e., fd = V/λ). When
the speed is high, fading frequency (fading rate) is also high (i.e., above
3 kmph). This is called fast fading. When the speed is low (i.e., below 3
kmph), the fading frequency is low. We call it slow fading. The 3 kmph
is based on the human walking speed.

Dispersive medium. Due to the path length of each multipath wave cre-
ated along the path from the base station to the mobile unit, the time
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arrival of each multipath wave is different. If we send a data symbol at
the base, the mobile unit receives the same data symbol many times,
like echoes. The time used for collecting all of the echoes is called time
delay spread, ∆. The time delay spread is measured in microseconds,
and the spread is wider in an urban area than in a suburban one. If the
time interval (T) between two symbols (where T = 1/R and R is the
transmission rate) sent from a transmitter is larger than the time
delay spread of the medium, then no intersymbol interference will
occur at the reception. Otherwise, an equalizer is used to eliminate the
delayed echoes. It is mentioned in Sec. 16.6 that this delay spread can
be also reduced with a diversity combining technique.

The rough-terrain criterion. The rough-terrain criterion is expressed in
Eq. (3.29) as:

HR = (16.1)

where h1 and h2 are the base antenna height and the mobile antenna,
respectively. Rough terrain criteria HR will increase as the distance
increases. For example, the same terrain height H can be treated as 
a rough terrain (H > HR1) at a short distance but as smooth terrain 
(H < HR2) when the distance is longer, as shown in Eq. (16.1). Also, the
value of HR is smaller when the antenna height h1 is higher at the
base, as shown in Eq. (16.1).

Causes of signal reception

1. Signal coverage is much smaller due to 40 dB/dec.

2. Voice quality is degraded.

3. The data stream has burst errors instead of random errors due to
multipath fading. The mobile speeds are always changing, and the
duration of signal fades change in real time accordingly. These
unpredictable changes make it difficult for interleaving and coding
schemes in reducing burst errors effectively.

4. Excessive propagation path loss (40 dB/dec) forms a better interfer-
ence reduction environment. Thus, the excessive propagation path
loss nature helps in achieving a high-capacity frequency-reuse sys-
tem that is applied to cellular and PCS.

16.3 AWGN Channels

Transmission of digital information over the AWGN (additive white
Gaussian noise) channels most often applies to wireline and fixed-to-
fixed radio channels.

λd
��
8(h1 + h2)
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A process x(t) is called white noise if its spectral density Sn ( f) is a
constant over all frequencies. White noise is not a real physical process.
However, thermal noise has almost a constant spectral density over a
wide spectrum as white noise. Its spectral density is

Sn ( f) ≈ 0 ≤ f < f1 (16.2)

Sn ( f1) = (0.9) at f1 = 2 × 1012 Hz (16.3)

where kT = −174 dBm/Hz at 17°C. kT = N0 is the thermal noise
power/Hz. Sn ( f) is referred to as a two-sided power-spectral density.
The autocorrelation of white noise is an inverse Fourier transforma-
tion of Sn ( f), an impulse function.

Rn (τ) = F−1 � � = δ (τ) (16.4)

or

Rn (τ) = at τ = 0 (16.5)

This means that the noise has no correlation if τ ≠ 0. This property is
used for generating pseudorandom noise (PN) for synchronization or
for spread spectrum.

The Gaussian process

Most random variables such as age or grade distribution in a class
have the Gaussian property.

In the real environment, thermal noise or any multipath fading signal
has the same nature as noise that performs Gaussian density function.

Noise has a complex Gaussian process

n(t) = nr(t) + jns(t) (16.6)

and the amplitude of n(t) = {nr
2(t) + ns

2(t)}1/2 is a Rayleigh. Their spectral
density Sn ( f) shown in Eq. (16.2) is a constant (white process) over a
bandpass filter B. The thermal noise power over B is

Pn = �B/2

−B/2
Sn ( f) df = �B/2

−B/2
df = kTB (16.7)

In the multipath fading signal, spectral density is no longer a white
process, but the complex Gaussian process still holds true for the sig-
nal. The fading signal spectral density is different depending on the

kT
�
2

N0�
2

N0�
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N0�
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kT
�
2
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mobile speed and the position of the directional antenna related to the
heading of the mobile shown in Fig. E7.1.2.

16.4 Mobile Radio Fading Model

Many textbooks published recently give credit to sources that may be
incorrect.

I would like to give you a bit of history. In 1964, J. D. Pierce was the
executive director of Bell Lab Research Division 13. Pierce initially
suggested that the energy-density diversity expression

V2
III = |Ez|2 + |Hx|2 + |Hy|2 (16.8)

could be used to reduce signal fading, as indicated in Sec. 9.5. He asked
E. N. Gilbert to study mobile radio energy-density reception. At the same
time, I was assigned to study the implementation of the new concept. Six
months later, Gilbert came up with a statistical model. Gilbert used his
statistical model and derived the first order of statistical properties for
Ez, Hx, and Hy. His paper was published in BSTJ (Bell System Technical
Journal) in October 1965. Earlier in 1964, only Gilbert had the knowl-
edge to form the statistical model for the newly developed mobile radio
field at Bell Labs. In 1964, R. H. Clarke and I were just joining the Labs,
where I learned of the model from Gilbert’s internal memo in 1964 and
the classic S. O. Rice paper. I first derived the formula from the model for
the level crossing rates and average durations of fades for Ez, Hx, and Hy

that appeared in Sec. 6.5 and Sec. 6.6 of this book. My paper was finished
in late 1965, but it was published in BSTJ (Bell System Technical Jour-
nal) in February 1967. The cause of the delay was my inexperience with
writing.

R. H. Clarke published his paper in July-August 1968. He used
Gilbert’s statistical model and included my material in his paper.
Clarke never claimed Gilbert’s model as his. He just did not give proper
credit to Gilbert.

In 1974, Jake’s book was published. He included Gilbert’s statistical
model and the formula and curves of level-crossing-rate and average
duration of fades from my paper in his Chap. 1. Unfortunately, he for-
got to quote properly Gilbert’s or my paper in the Chap. 1 references.
Lee’s work of the measurement of electric and magnetic fields for
studying the value of an energy density antenna [ω = 1⁄2(εE2 + µH2)] was
published in BSTS, September 1967. The power spectrum density of
mobile radio signals was published in IEEE transactions on vehicular
technology in 1967 [1]. Except for the last reference, these sources can
be found from the references in Chap. 6.

Gilbert and I concentrated on the problem of energy reception, where
the E field was just one of three components. The theory for energy
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reception was developed at that time. I wish that new authors would
read Gilbert’s paper in order to appreciate his contribution to mobile
communications field. Indeed, it is time to name the statistical mobile
radio model, “Gilbert’s model.”

16.5 Effect of the Height of an Antenna

1. Effect on the propagation loss due to the mobile station antenna
height. Because the height of the mobile unit antenna is very close
to the ground, the ground-reflected wave cannot be ignored. Also, the
reflected coefficient is close to −1 based on the small incident angle
θ. The angle θ is a function of the base station antenna height h1, the
mobile antenna height h2, and the distance as shown in Fig. 3.5 or
Fig. 16.1.

= tan θ ≈ θ (16.9)

Fortunately, the two waves, direct and reflected, do not cancel each
other because of the finite difference in their phases, βd0 and βd1, as
shown in Fig. 16.1. Since d1 > d0 always, the resultant signal is
always weak but never null. As a result, the path loss of the fourth-
power rule, or 40 dB/dec, is observed.

2. Effect on the antenna height gain due to the base station antenna
height. The antenna height gain ∆Gx is measured based on the
effective antenna height, not the actual antenna height. But the ref-
erence in calculating gain is based on the actual antenna height. At
the location x, the gain ∆Gx can be expressed as

∆Gx = 20 log in dB (16.10)

The ∆Gx always varies as the location x changes. If he(x) < ha, then
∆Gx is a negative value in dB.

3. Terrain roughness due to both base station and mobile station
antenna height. The terrain roughness affects the signal reception
when the mobile antenna height is close to the ground (see Fig. 3.8).
When the mobile antenna height is low, the criterion for terrain
roughness can be affected by base station antenna height h1 as
shown in Eq. (16.1). Increase the antenna height; the criterion of
terrain roughness height is reduced. In other words, the actual ter-
rain, thus, is increasing its chance to exceed the criterion of height of
terrain roughness HR to be claimed as rough ground surface. There-
fore, the terrain has been claimed to be a smooth ground at a certain
antenna height, and when the antenna height increases, the same
terrain is claimed to be a rough ground surface.

he(x)
�

ha

h1 + h2�
r
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4. Effect on the angle spread of signal arrival due to the base station
antenna height. The angle spread BW is described in Sec. 6.9. The
angle BW will become wider as the base station antenna height is
lower. This phenomenon will be described in Sec. 16.18.

16.6 The Difference between Path Loss
Prediction and Local Mean Prediction

Generation of path loss curve

Path loss prediction is an averaging process based on path loss over
radio path. Since the mobile station is moving along a mobile path (a
road), to generate a predictive curve for path loss, we need to collect
many data points from the different mobile paths and plot the data
points corresponding to the radio-path distance from the base station.
From the plot, we can average many data points at the same radio-
path distance x1 to obtain an average value at x1. Actually, the average
process for generating a path loss curve is based on a best fit of all the
points along the x-axis of the radio path. However, the eyeball-fit
curves are normally used. In Fig. 16.2, we show that the eyeball-fit
curves are insensitive to measured data. The four data-fitting curves
all represent the data well. This is the reason that the Okumara-Hata
path loss formula can generally represent the data fairly well. Besides,
it is easy to use.

Standard deviation of path loss

The standard deviation of the data points along the path loss curve
depends on the number of sample points in a confined area. From
Okumura’s data, based on the data measured in Tokyo, the standard
deviation is 6 dB. From suburban data in the United States based on
many different geographical areas, the standard deviation is 8 dB. The
value of the standard deviation is proportional to the size of the area
and the number of different areas where the measured data is col-
lected. The larger the size of the area and the larger the number of dif-
ferent areas, the standard deviation is bigger. The standard deviation
is totally due to the variation of the terrain configuration and the
human-made structure.

Local mean prediction

A local mean is generated along the street designated as the mobile
path. The local mean is obtained along only one mobile path, not aver-
aged on all of them. The predicted local mean is then compared with
the measured one along a particular path. Therefore, the predicted
path loss curve obtained from an average process cannot be used for
predicting the local means.
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Actually, the design of a cellular or PCS system is always based on
the local mean prediction. The Lee model is a local mean prediction
model and is used to save manpower and cost during the startup sys-
tem stage. Also, it is used for troubleshooting and improvement of
capacity during the stages of system operation and expansion.

Although the Okumura-Hata formula generally represents path loss
prediction, the Lee model can predict the local means more accurately.
Therefore, there are comments that the Okumura model is good based
on the data generally fitted to the path loss prediction curve, and there
are comments that the Lee model is good based on the data generally
fitted to the local mean prediction. Of course, deploying a cellular sys-
tem or studying the handoff performance should always be based on
the local mean prediction.

The effect of human-made structures

We can first either collect enough measured data of signal strength in
any given city by covering all possible terrain contours or selected high
and low spots. Although the standard deviation from all data points
retains the terrain-contour variation, the generated path loss curve
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Figure 16.2 Insensitivity of curve fitting in path loss curves.
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through the averaging process washes out the terrain contour varia-
tion [2]. The explanation of the washout process while generating the
path loss curve is shown in Fig. 16.3. The signal strengths are stronger
at the higher spots and weaker at the lower spots as shown in the fig-
ure. As a result, the averaging signal strength at a given radio distance
corresponds to the signal strength as if it is received on a flat ground.
The path loss curve now represents the character of the city as if it
were situated on flat ground. The explanation is described in Ref. 2. We
call this curve the area-specified path loss curve. The curve is described
by both the one-mile (or one-kilometer) intercept and the slope of path
loss to characterize the structures of the given city. The explanation of
the impact on these two parameters is shown in Fig. 16.4. In Fig.
16.4(a), the base-station antenna is in the urban area. The signal
strength is attenuated fast due to the surrounding buildings. There-
fore, the one-mile intercept is low and the slope is flat. In Fig. 16.4(b),
the base-station antenna is in the suburban area. The signal strength
is generally strong due to clear surroundings. In this case, the one-mile
intercept is high and the slope is steep due to the strong attenuation in
the far-out urban area. In Fig. 16.4(c), the base station is situated in an
evenly distributed building environment. The one-mile intercept point
is up or down depending on the density of buildings S, but the slope
will be kept as 40 dB/dec.

In general, the one-mile intercept value is more sensitive and impacted
than the slope value. This means that a 1-dB error in the one-mile inter-
cept affects the prediction more than a 1-dB error in the slope value.
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Figure 16.3 Explanation of the wash-out process of terrain contour variation while
generating a path loss curve.
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16.7 Combined Signal Diversity

Diversity is a means of generating two or more uncorrelated or less cor-
related fading signals at the reception. Diversity can only be used in
the multipath-fading environment. In a line-of-sight environment, it is
impossible to generate two uncorrelated fading signals because, in a
line-of-sight condition, no multipath waves can be generated. The sig-
nal is not distorted. Diversity is not needed. Diversity combining is
used by summing two or more uncorrelated fading signals to reduce
the signal fading caused by the multipath waves during reception. The
fading is reduced by many different combining techniques, as
described in Chap. 10.

The diversity can reduce the signal fading, reduce the time-delay
spread (Sec. 10.12), increase the coverage and so on. However, the clar-
ification of using diversity should be stated as follows.

Diversity gain

Diversity gain is not a real gain. To find a diversity gain, first find each
threshold of diversity signal and nondiversity signal so that 90 percent

Clarification of the Concepts of Sensitive Topics 569

Figure 16.4 Explanation of the path loss phenomenon.

(a) Urban → Suburban 

(b) Suburban → Urban

(c) Evenly-distributed building environment
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or 95 percent of each of the signals is above its corresponding thresh-
old. Then, compare the difference of the two threshold levels between a
diversity signal and a nondiversity signal in dB. If the threshold level
of a signal at 90 percent is −10 dB (10 dB below the average power)
before the diversity, and the level of a diversity-combined signal at 90
percent is −6 dB after the diversity (as shown in Fig. 10.8 for compar-
ing a single-branch and a two-branch diversity), the diversity gain is 4
dB. The diversity gain is different based on the specified percentage of
a signal above the threshold level. When a high percentage of signal
above a threshold is used, more diversity gain can be observed. At the
level of a signal at 50 percent, the diversity gain is small. But we are
not interested at this level. Usually, the threshold above which is 90
percent of the signal strength, is used to calculate the diversity gain.

Diversity does not improve C/I
in postdetection combining

We have to emphasize that diversity combining can reduce fading and
the delay spread but does not reduce the C/I of a signal. When three
branch signals are added together in power,

= (16.11)

If all Ci and all Ii are identical, then

= = (16.12)

Diversity does improve C/I
in predetection combining

Take the equal gain combining, as expressed in Eq. (10.73):

=

If all Ri
2 are equal and all Ii are equal, then

= = M (16.13)

Predetection combining provides the improvement of 3 dB in a 2-branch
(M = 2) diversity combining, as shown in Eq. (16.13).
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Diversity reception is different 
from antenna-array reception

Diversity is not combined at the RF stage, but antenna array is. For
example, when a signal So(t) is transmitted and received by two RF sig-
nals after going through the mobile radio environment, the two signals
received are

S1(t) = R1 e jφ1 So(t) (16.14)

S2(t) = R2 e jφ2 So(t) (16.15)

where R1 and R2 are the Raleigh fading envelopes and φ1 and φ2 are
random phases. Diversity combining is combining R1So(t) from Eq.
(16.14) and R2So(t) from Eq. (16.15). Antenna-array combining is com-
bining S1(t) from Eq. (16.14) and S2(t) from Eq. (16.15), involving the
phase terms φ1 and φ2. The phase term φ is related to the wave or the
resultant wave arrival in different directions in space:

φ = βd cos θ (16.16)

where d is the spacing between two antennae, and θ is the angle arrival
of the wave.

Since diversity combining does not involve the phase, diversity com-
bining is independent from the arrival of the waves. The antenna-array
combining [S1 (t) + S2 (t)] has a directivity related to the combining.

Diversity combining is used to reduce signal fading and time delay
spread. Antenna array is used to change the antenna pattern for direc-
tion finding or interference reduction.

Diversity from the transmit 
or at the reception

Usually, diversity is used at the reception for an FDD (frequency divi-
sion duplexing) system for two reasons: (1) no additional signal trans-
mitted power needs to be generated—it is a power saver; and (2) in the
meantime, no additional interference is created to other users.

However, there is an advantage to using diversity at the transmit
end for TDD (time division duplexing) systems. Diversity for transmit-
ting and receiving signals can be engineered at the base stations and
used for both terminals. The arrangement is illustrated in Fig. 16.5.

In Fig. 16.5, the mobile unit has only a regular transmitter and
receiver, but it can still benefit from diversity reception. Take the two
received signals at the base station, as expressed in Eq. (16.14) and Eq.
(16.15), where the difference in two phases is

∆φ = φ1 − φ2 (16.17)
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Now, since TDD uses the same frequency at both the transmitting
and receiving ends, the phase difference is the same at the mobile unit.
Therefore, at the base station, the two transmitted signals can be
arranged as

St1 (t) = e−j(φ1 − φ2) So (t)

St2 (t) = So(t)
(16.18)

Then, when two signals arrive at the mobile unit,

S1(t) = R1 e jφ1 [e−j(φ1 − φ2) So(t)] = R1e jφ2 So(t)
(16.19)

S2(t) = R2 e jφ2 So(t)

The single antenna receiving the two signals at the RF stage at the
mobile is

S1(t) + S2(t) = (R1 + R2)e jφ2 So(t) (16.20)

The signal received at the mobile unit is a diversity combined signal.
The common phase φ2 can be factored out. Figure 16.5 shows that a
diversity advantage is gained at both the base station and the mobile
unit but is only engineered at the base station.

16.8 Antenna Height Gain 
and Diversity Gain

Antenna height gain ∆AHG can be expressed as

∆AHG = 20 log � � (16.22)h′1�
h1
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Figure 16.5 Diversity scheme for the TDD system.
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where h′ is the new effective antenna height. If h′1 < h1, then ∆AHG is a
minus in dB.

Diversity gain ∆DG is the measured difference in dB between the
diversity signal and nondiversity signal at 90 percent signal level.
Diversity gain is inverse proportional to the correlation coefficient ρ,
where ρ is proportional to the base station antenna height h1:

ρh1 = f � �
This is shown in Fig. 9.4.

It is assumed that the antenna spacing d is a given. Thus, if h′1 < h1,
ρ′h1 < ρh1, then the diversity gain shown in Fig. 10.9 is based on different
values of ρ, which is from h1/d.

∆DG (h′1) − ∆DG (h1) = + dB (16.23)

To obtain the proper diversity gain, there are two necessary condi-
tions:

1. The difference in average signal strengths of two fading signals S1

and S2 must be less than 3dB. That is,

∆S1S2 = |S�1� − S�2� | = |20 log ≤ 3 dB (16.24)

where S�1� and S�2� are average strengths.

2. The requirements of the correlation coefficient ρ as shown in Eq.
(9.5a) as

ρS1S2 < 0.7 (16.25)

Combining these two necessary conditions becomes a sufficient condi-
tion.

Now, examine Eqs. (16.22) and (16.23). We may conclude that

∆AHG ∝ (16.26)

When h′1 increases, ∆AHG increases but ∆DG decreases. From Eq. (16.24),
we point out that the condition h′S1 = h′S2 is the optimum condition. The
horizontal separation can achieve this condition. Therefore, for diver-
sity gain, horizontal separation is better than vertical separation.
However, when the frequency is at 1.8 GHz or higher, the wavelength
becomes much smaller. Therefore, the vertical separation can be used
since the necessary condition in Eqs. (16.24) and (16.25) are met.

1
�
∆DG

h′S1
�h′S2

h1�
d
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Vertical separation versus horizontal
separation

At base stations. The horizontal separation between two omnidirec-
tional antennae has a drawback. A 20° sector on each side of α = 90°
presents the nondiversity gain region as shown in Fig. 16.6(a). On the
other hand, the vertical separation has some merit, as long as the two
required conditions are met. The two vertically mounted omnidirec-
tional antennae can cover all 360°, as shown in Fig. 16.6(b). Also, the
vertical separation is much easier to install on the antenna mast.

At mobile units. The horizontal antenna separation at the mobile unit
does not create the nondiversity-gain region. The reason is that the sig-
nal that arrives at the mobile unit is from 360° horizontally, unlike the
signal that arrives at the base station. (See Fig. 6.11.) Therefore, with
a 0.5-λ horizontal antenna separation at the mobile unit, the require-
ments of Eqs. (16.24) and (16.25) are met. The diversity gain is
achieved. We also find that the two horizontally separated antennas at
the mobile unit should line up with the direction of motion (front to
back) in order to achieve the maximum diversity gain [3]. The vertical
separation between the omnidirectional mobile antennas can also be
implemented as shown in Fig. 16.7(a).

Per Ref. 4, the correlation between the two received signals is

ρ� , θ� = (16.27)

Equation (16.27) is plotted in Fig. 16.7(b) with the measured data.
From the measurement data, we found that, in most cases, the wave

arrived at the mobile unit is at an elevation angle of 30° or more above
the horizontal. Therefore, when the vertical antenna separation d = 1.5 λ
at the angle of wave arrival θ ≥ 30°, the correlation ρ ≤ 0.4 is met with 
Eq. (16.25). Also, at the mobile unit, the height gain of the antenna 
is 3 dB/oct. The two antennae are vertically separated by 1.5 λ at 850
MHz, or 0.52 m. Assuming that the lower antenna height is 3 m, then
the height gain is

∆G = 10 log = 0.69 dB

which is met with Eq. (16.24). Therefore, the vertical antenna separa-
tion can be used at the mobile unit.

Details on the vertical separation of two base-station antennae and
two mobile antennae can be found in Refs. 4 and 5.

3.52 m
�

3 m

sin [(πd/λ) sin θ]
��

(πd/λ) sin θ
d
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λ
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Figure 16.6 Comparing horizontal spacing: h = antenna height in wavelength; d = antenna
spacing in wavelength. (a) Regions for no diversity gain from two omnidirectional antennae
separated horizontally (applying at 850 MHz or lower); (b) diversity gain covers all 360°
from two omnidirectional antennae separated vertically (applying at 1.8 GHz or higher).

(a)

(b)

16.9 Time Delay Spread D

When the transmission rate R of a data stream is high and the time
interval 1/R exceeds the time delay spread ∆, then the ISI (intersymbol
interference) affects the received signal regardless of whether the
mobile unit is moving or at a standstill. Thus, the phenomenon of time
delay spread is not like the multipath fading phenomenon that occurs
only while the mobile unit is in motion.

When the mobile speed V = 0, the pulse shape of time delay spreads of
two adjacent symbols are the same. It is easy to use the training symbol
sequence implemented in the equalizer to reduce ISI effectively.

Clarification of the Concepts of Sensitive Topics

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.



576 Chapter Sixteen

Figure 16.7 Two vertically spaced antennae mounted on a mobile unit:
(a) Vertical separation between two mobile antennae; (b) correlation vs.
antennae spacing.

(a)

(b)
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When the speed V ≠ 0, especially when the mobile speed is very high,
the pulse shapes of time delay spreads of two adjacent symbols are not
the same, and the training symbol sequence may not be effectively
used in the equalizer. The equalizer is described in Sec. 2.15.

Time delay spread does not affect 
the analog voice signal

If the voice frequency fa is from 300 to 3000 Hz, then 1/fa is from 3 to 30
milliseconds. This is much longer than the value of time delay spread
that is usually less than 100 µs. Therefore, the human ear cannot
notice the effect. But transmitting the data over the analog system
when the transmission rate is high, causes the time delay spread to
affect the data signal at the reception.

Less effect on FDMA and CDMA 
than on TDMA

The time delay spread is very effective to the transmission rate of the
data, either on analog or digital. For this reason, we must examine the
transmission rate for each multipath access scheme. The FDMA chan-
nel sends the transmission rate per channel R, and the TDMA channel
sends the equivalent transmission rate per slot channel R1. If R = R1,
then the total transmission rate of an eight-time-slot TDMA is 8R. Over
the air link, the transmission rate R of FDMA is much less than 8R of
TDMA. The time delay spread always affects less on the lower trans-
mission rate as FDMA than the higher transmission rate as TDMA.

In CDMA, although the chip rate is high (1.23 Mcps), the bit rate is
9.6 or 14.4 kbps. This means that each information bit has spread in
128 chips for a data rate of 9.6 kbps and 88 chips for 14.4 kbps using
spread spectrum modulations. Therefore, each bit carries a great deal
of redundancy. The spread spectrum modulation helps overcome the
effect of time delay spread by collecting the redundancy chip signal
through a correlator at the receiving end. Although only partial energy
from the chip signal for each information bit is received, each informa-
tion bit is sufficiently recovered, and no equalizer is needed.

Time delay spread can be reduced 
by diversity scheme

In Sec. 10.12, we demonstrated that the time delay spread can be
reduced by the M-branch diversity, as shown in Eq. (10.159).

∆d = (16.28)∆
�
M
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The new ∆d is reduced by the factor of M. The large number of 
M branches reduces ∆d drastically, but the cost of the M-branch (M > 2)
diversity receiver is very high. Usually, M = 2 is the most cost-effective
number to be used to compare the cost and benefit of using it.

16.10 Noise Figure (NF) Issues

Noise figure (NF) has many definitions. In general, one is used for
ambient noise, one is used for receiver noise, and one is used for the
antenna noise.

Ambient noise

We measure the ambient noise received from the antenna over the
thermal noise. The equivalent circuit of the antenna is shown in Fig.
16.8(a). The available thermal noise power of a resistor RL, where com-
plex impedance ZA = Z*L, is

Pa = = = kTB (16.29)

Z*L is the complexed conjugate of the load impedance, ZL is the load
impedance, ZL = RL + JXL. ZA is the equivalent impedance of antenna;
ZA = RA + jXA.

The available thermal noise power does not depend on the resistance
of RL, as shown in Eq. (16.29).

NF is used to measure the ambient noise Pao received from the envi-
ronment above the thermal noise Pa, or

F = = = Q

Receiver noise

Si and Ni are the inputs of signal and noise, respectively, as shown in
Fig. 16.8(b). S0 and N0 are the outputs of the final stage; S1 and S2 and
N1 and N2 are the signal and noise of intermediate stages; and n1 and
n2 are the internal noise of amplifiers G1 and G2, respectively.

The noise figure F1 at first stage is

F1 = = =
�
N
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The value of n1 is obtained from Eq. (16.30) as

n1 = G1Ni(F1 − 1) (16.31)

Let S′2 = G2Si and N′2 = G2Ni + n2. The noise figure F2 at the second
stage defined as

F2 = = = 1 + (16.32)

n2 = G2Ni(F2 − 1) (16.33)
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Figure 16.8 Equivalent circuits of (a) antenna load,
(b) receiver, and (c) antenna temperature.

(a)

(b)

(c)
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Let S′3 = G3Si and N′3 = G3Ni + n3. The noise figure F3 at the third stage
is

F3 = = 1 + (16.34)

and

n3 = G3Ni(F3 − 1) (16.35)

The output noise can be expressed as

N0 = G3N2 + n3 = G3 (G2N1 + n2) + n3

= G3G2 (G1Ni + n1) + G3n2 + n3

= G1G2G3Ni + G2G3n1 + G3n2 + n3 (16.36)

Substituting n1, n2, and n3 from Eqs. (16.31), (16.33), and (16.35),
respectively, into Eq. (16.36) yields

N0 = GNi + G(F1 − 1)Ni + G2G3(F2 − 1)Ni + G3(F3 − 1)Ni (16.37)

where G = G1G2G3.
The overall F of the system can be expressed from Eq. (16.37):

F = =

= F1 + + (16.38)

or the overall F of the system can be expressed by substituting Eq.
(16.36) into Eq. (16.38):

F = 1 + + + (16.39)

If there is no noise in the system (F1 = F2 = F3 = 1), then F = 1.

Antenna-temperature noise

Consider that a noise source from the antenna has a temperature T as
shown in Fig. 16.8(c). Then, the noise power Pa at the antenna is kTB, or

Pa = kTantB (16.40)

If the noise temperature at the antenna Tant is connected to a receiver
that has an equivalent noise temperature Ti, then the effective source
of temperature is T = Tant + Ti.
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The output is

Pa0 = kG (Tant + Ti) B (16.41)

where G is the antenna gain.
The noise figure F can be expressed as

F = 1 + (16.42)

The antenna Tant is usually applied to satellite antenna temperature.

16.11 Power-Limited and Bandwidth-
Limited Systems

Power-limited systems

A power-limited system is used where the transmitted power is scarce
and limited, but system bandwidth is available. In this situation, band-
width can be increased to compensate for the limited power. Use the
formula from Eq. (15.8) to indicate the relationship among the three
parameters (C/I, Eb/I0, and B/R) shown below:

= � �/� � (16.43)

Let the required C/I be a constant by increasing B, which is the equiv-
alent of a gain in Eb/I0; or the Eb/I0 is a constant by increasing B, which
is the equivalent of a reduction in C/I. The required C/I reduction
means the required transmitted power is reduced.

Bandwidth-limited systems

Bandwidth-limited systems is used where bandwidth is scarce but
power is available. Under this situation, we may try to increase trans-
mitted power to compensate for the limited bandwidth. Use the for-
mula of the bandwidth efficiency η:

η = = bits/s/Hz (16.44)

Equation (16.44) indicates the efficiency that a system transmits log2 M
bits in time T seconds with a bandwidth B in hertz. M is the symbol set
size, and R is the transmission rate.

For B = 1/T, then

η = log2 M (16.45)
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For M = 4 (QPSK) and B = 1/T, then the bandwidth efficiency is 2
bits/s/Hz. In this case, the efficiency increases with increasing M.

For B = M/T, then

η = (16.46)

Let M = 4 in Eq. (16.46), then η = 1/2. In this case, the efficiency η
decreases with increasing M.

In general, the communication resources are the transmitted power
and the channel bandwidth. In the power-limited system, the coding
scheme is used to save power at the expense of bandwidth. In bandwidth-
limited systems, the spectrally efficient modulation techniques can be
used to save bandwidth at the expense of power.

In the mobile radio environment, not only do both power and band-
width limitations exist, but spectrally efficient modulation cannot be
applied because constant envelope modulation is required. The coding
scheme cannot be applied efficiently because of the variable duration of
fades that causes a nonstationary burst error condition. Therefore, in
the mobile radio environment, in addition to using the coding with
interlearning and constant-envelop modulation, we use many other
techniques such as frequency-reuse schemes, microcells, and smart
antennae to overcome both power and bandwidth limitations.

16.12 Mobile and Portable Coverage

The coverage measurement is based on the signal strength received
from a carrier signal. In most wireless communication systems, FDD
(frequency division duplexing) is used. Every traffic or voice channel
consists of a pair of frequencies, one for forward link and one for
reverse link. For example, a voice call completed in an AMPS system
needs four frequencies: two for setup (forward and reverse) and two for
voice (forward and reverse). Now, we must explain how the measure-
ment techniques used to determine coverage for the mobile and the
portable are different.

Mobile coverage

Mobile coverage is based on the strength of a carrier signal averaged
over time (or over a distance) and received at the mobile unit in
motion. The average signal strength is also called the average received
power. Fortunately, the same average power is measured from the sig-
nal strength received from any frequencies as long as they are within
the same radio carrier band. If the transmitting power remains the
same, the received average power of the four frequencies for complet-

log2 M
�

M
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ing an AMPS call are the same. Therefore, we only need to measure
the average signal strength of one frequency, any one frequency; it
does not necessarily need to be one of the four. The average power of
all frequencies over the radio carrier band is the same. The mobile cov-
erage is based on the average signal strength of a signal above a given
threshold.

Portable coverage

Portable coverage is based on the signal strength at one spot, not the
average signal strength. This is because the portable unit usually
stands still or moves very slowly. The one-spot signal strengths of four
frequencies to complete a call at a certain spot are not the same. This
is due to frequency-selective fading. Some signal strengths are strong,
and some are weak, as shown in Fig. 16.9. Then, the definition of
portable coverage is based on all four frequencies being above a given
threshold level S. This is different from the definition of mobile cover-
age. Portable coverage in an area is measured by the percentage of
locations in that area where the call can be completed. In Fig. 16.9, the
percentage at the cell boundary is D1/D, where D1 is the total length of
all frequencies above the level S and D and is therefore the total
length of interest. The percentage H of an area for coverage of a single
frequency is calculated as shown in Eq. (4.62). Now, since all four fre-
quencies must be received above a level A, the final percentage H′ of
the coverage in the area becomes [6]

H′ = P (x > A) = H4 (16.47)

If coverage in an area is H = 90 percent for a single frequency, then the
percentage of the area for the portable coverage is reduced to 65.6, as
obtained from Eq. (16.47).
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Figure 16.9 Portable cellular—four-frequency selective fading system: F1 = forward link
setup channel, F2 = reverse link setup channel, F3 = forward link voice channel,
F4 = reverse link voice channel, D = total length of interest, D1 = total length that all four
frequencies are above level S, and D2 = total length that only F4 is above level S.
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16.13 Ray-Tracing and 
Building-Block Approach

Ray-tracing approach

A wave propagation is represented by rays based on geometrical optics
[7]. Ray tracing is a technique used to find a signal strength through
wave propagation in a simple geographical shape or space such as the
waveguide, the fiber cable, or the ionosphere propagation [15]. The rays
reflect according to Snell’s law. The reflection coefficient is determined
based on the wave incident angle and the material property of the
reflected wall. The energy loss of the wave propagating through a
medium also needs to be known. Then, the energy of the wave dissi-
pated at each location can be calculated by ray-tracing techniques.

In a complex environment, ray-tracing techniques can still be
applied, but the accuracy decreases. We cannot match the calculated
amplitude and phase of a signal using ray tracing at any point with the
measured amplitude and phase of the actual signal. Needless to say, we
do not have superior vision to see where the rays travel in a complex
structured environment. We can only guess where the ray is traveling.
Therefore, ray tracing is a direct method. It is deterministic but inac-
curate to use for predicting signal strength at each point in a complex
space. However, to average all the predicted signal strength xij at each
point i in a unit area j is

x�j = 〈xij〉 = (16.48)

x� j
2 = 〈x2

ij〉 = (16.49)

where N is the signal-strength data points in area j and the area is
about 20–40 wavelengths in size, and x�j is the sample average as well
as a variable random process following the Gaussian distribution. It is
described in Sec. 2.11 as

p(xij) = exp �− � (16.50)

The variable x�j is the sample mean. Its standard deviation σj is much
smaller than σij, as shown in Eqs. (2.106) and (16.51):

σj = (〈x�2
j〉 − 〈x�j〉2)1/2 = (16.51)
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where

〈x�j〉 = �
M

1

(16.52)

〈x�2
j〉 = �

M

1

(16.53)

N is the number of samples and M is the number of sample means.
Equation (16.51) indicates that the standard deviation σj of x�j is
reduced by a factor �N� from σij where σij is expressed as

σij = (〈x2
ij〉 − 〈xij〉2)1/2

= (x�2
j − x�

2
j)1/2 (16.54)

This means that the average of the random process always smoothes
the randomness.

Now the comparison of the ray-tracing point xij to the measured data
point yij:

xij − yij = δij (16.55)

where δij is usually very large. But if we compare the calculated x�j with
the measured y�j,

x�j − y�j = δj (16.56)

then δj can be small. The reason is that x�j is a random variable, as is y�j;
therefore, δj is also a variable shown in Eq. (16.56). The error ε between
two average values, one from ray-tracing x�j and one from the measured
y�j, can be expressed as

ε = {〈δ2
j〉 − 〈δj〉2}1/2 = (16.57)

The standard deviation ε of δj is reduced by a factor �N� from the stan-
dard deviation of δij. Therefore, an eyeball average or curve fit from
many individual ray-tracing signal strengths at different locations in a
confined area is used to compare with the measured local mean data.

Building-block approach

The building-block approach is used in the microcell propagation pre-
diction described in Sec. 4.7. The advantage of this approach is that it is
simple to use. The correlation between the building-block lengths and

{〈δ2
ij〉 − 〈δij〉2}1/2
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the additional path loss due to the building blocks is predetermined,
although the rays never penetrate through the building. We may say
the building-block approach is statistically accurate, since the sum of
building-block lengths along the radio path is deterministic. There is no
guessing by using this approach. The prediction matches the measure-
ment data quite well, as shown in Fig. 4.20. Besides, the building-block
approach is straightforward and simple to use.

16.14 Coding Scheme and Variable 
Burst-Error Intervals

Most of the forward-error-correction (FEC) codes can only correct ran-
dom errors. Few of them may correct short burst errors. None of them
can correct variable burst errors effectively. In cellular AMPS, the vari-
able duration of fades is due to the variable vehicle speeds that cause
the burst errors in variable-length intervals. The random errors of a
data stream generated in a Gaussian noise medium are measured by
the bit error rate (BER), but the burst errors of a data stream gener-
ated in a Rayleigh fading medium must be measured by the frame
(word) error rate (FER). The BER does not change with the variable
vehicle speed. In a word, the BER can be the same value from different
burst-error data streams from different mobile speeds. This is because
BER is the first order of statistics that is independent from the vari-
able burst-error intervals due to the variable mobile speeds.

FER is the second order of statistics, and its value depends on the
mobile speed. Since the voice quality is affected by the mobile speed,
the FER should be used to specify the voice quality in mobile radio
communication.

Interleaving is used to randomize the order of bits from an original
bit stream before sending. After the bits are received, they are put back
into their original order, as shown in Fig. 16.10. The purpose of this
process is to change the burst errors of a bit stream generated through
the mobile radio medium to the random errors distributed in the origi-
nal bit stream after receiving and before decoding. Therefore, all the
FEC codes have the capability to correct the random errors. The mobile
speeds after the interleaving process become ineffective to the received
bit stream. This means that FER and BER are the same in any ran-
dom-error data stream. Interleaving is a good scheme, but there is a
time delay before deinterleaving, depending on the interleaving block
length L (number of bits). The larger the L, the better the random-error
performance but the longer the delay time. However, in reality, the
delay time cannot be too long, or interleaving cannot be used very effec-
tively. This is especially true when the mobile speed is very slow (i.e.,
the duration of fades becomes very long). Therefore, due to the ineffec-
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tive length of time for interleaving, FER and BER are different in
mobile radio communications, even though the interleaving process is
used in the bit stream.

16.15 Antenna Downtilt

Sometimes antenna downtilt is used either to reduce interference or
fill the coverage holes. We have to be very cautious to use antenna
downtilt for cochannel interference reduction. We need to calculate the
downtilting antenna pattern and find the interference reduction in dB.
If the reduction is less than 2 dB, the effort of antenna downtilting may
not be justified. In fact, most of the time, interference reduction has not
been seen by downtilting the antenna. We may illustrate this point
with the following.

Electronic downtilting

There are two ways of tilting an antenna: electronic tilting and
mechanical tilting. Electronic tilting is using an N-element phase-
array antenna. Mechanical tilting is positioning by physically tilting
an antenna. Both are shown in Fig. 16.11.

Since electrical downtilting is based on a phase-array antenna, there
are many sophisticated designs. They all follow a general formula of an
N-element antenna array as

Es = �
N − 1

n = 0

Anejγn (16.58)

where An is the amplitude of the nth element, and γn is expressed

γn = δn + βdn cos θ (16.59)
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Figure 16.10 Illustration of interleaving and deinterleaving.
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All the phase differences δn and the space differences dn are referred to
the first element. In Eq. (16.59), many variables, N values of δn, and N
values of dn can be played to obtain a desired pattern at a given down-
tilting angle θe.

For a uniformly spaced array:

δn = nδ

dn = nd

An =

Therefore, Eq. (16.58) becomes

Es = �
N − 1

n = 0

e jn(δ + βd cos θ) (16.60)

where δ is the phase difference between the adjacent elements, the
electronic downloading angle θe is related to δ. By letting

βd cos θ + δ = 0 (16.61)

1
�
n

1
�
n
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Figure 16.11 Antenna pattern tilting schemes.
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and specifying the spacing d, then we have a maximum field at a down-
tilting angle θe for adjusting δ in Eq. (16.61) [8]. For example, specifying
d = λ/2 to have a maximum field at θe = 60° requires adjusting δ = −(π/2).

The details of Eq. (16.58) appear in Refs. 8, 9, and 10.

Mechanical downtilting

When the center beam is mechanically tilted downward by an angle θm

(see Fig. 16.11), the off-center beam is tilted down by only an angle 
ψ = ψ1 observed at a horizontal angle φ = φ1. ψ1 is not the same angle as
θm, as can be shown in Fig. 16.12.

The calculation of the effective vertical angle ψ after downtilting can
be expressed as follows [11]:

ψ = cos−1 [1 − cos2 φ(1 − cos θm)] (16.62a)

Equation (16.62a) is a close approximation. The exact solution is

tan ψ = tan θm · cos φ (16.62b)

Equation (16.62b) is plotted in Fig. 16.13. At angle θm = 20° the verti-
cal angle ψ is different depending on the observed angle φ. The follow-
ing table shows the different φ at different ψ:

Horizontal Vertical Horizontal
angle angle pattern + L at θ = 0°

φ = 0° ψ = θm = 20° L1 = −15 dB
φ = 45° ψ = 14.°4 L2 = −5 dB
φ = 90° ψ = 0° L3 = 0 dB
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Figure 16.12 Coordinate of the tilting antenna pattern.
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Equation (16.62) is applied to any antenna patterns. For example,
let us apply Eq. (16.62) to the antenna patterns shown in Fig. 16.14.
The vertical pattern is tilted down θm = 20°. The horizontal pattern
will be plotted following the angle ψ. For φ = 45°, the tilting angle is
only 14.°4, not 20°. When the vertical pattern is downtilting (θm = 20°,
as shown in part a of Fig. 16.14), the reduced signal strength at the
point (φ = 45°, θ = 0°) is not −15 dB but L2 = −5 dB, and at point (φ = 90°,
θ = 0°) is L3 = 0 dB. The horizontal pattern can then be adjusted based
on L1, L2, and L3 at their respective points. As a result, the pattern
plotted for θm = 20° starts to show a notch as indicated in Fig. 16.14(b).
This notch can help in reducing interference [11].

Tilting antenna effect

We may have to point out the tilting antenna effect for a 30-m antenna
height and a 3-km cell, as shown in Fig. 16.15. The angle θ1 is the angle
of the beam covered to the serving cell. The angle θ2 is the angle of the
beam reaching to the interfering cell. Assume that the distance from
the serving cell antenna to the boundary of the interfering cell is 3.6R
(4.6R − R) and R = 3 km. Then

θ1 ≈ = 0.573°

θ2 ≈ = 0.159°30 m
�
10.8 km

30 m
�
3 km
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Figure 16.13 Angle ψ versus angle φ for different tilting angle θm.
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Figure 16.14 (a) Vertical antenna pattern of a 120° directional antenna (θm = 20°);
(b) notch appearing in tilted antenna pattern.
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Now, the gain difference between θ1 = 0.573° and θ2 = 0.159° can be
found from Fig. 16.14(a). It is less than 1 dB. Assume the downtilting
angle θm = 20°; the gain difference between θ1 + θm and θ2 + θm seen from
Fig. 16.14(a) is still less than 1 dB. This shows that, if θ1 and θ2 are very
close, downtilting has no effect in reducing the interference. In order to
increase the angle separation between θ1 and θ2, the antenna height
can play a big role. Nevertheless, the downtilting can help in strength-
ening the weak signal spots in the cell.

16.16 Intermodulation

In cellular systems, when a mobile unit is closing to its base station, the
power control reduces the base-station transmitter power so that the
LNA (low-noise amplifier) of the mobile receiver will not be overloaded.

The cause of IM interference occurs in a mobile receiver when the
mobile unit is close to the foreign system’s base station. The strong
base-station signal overloads the LNA (low-noise amplifier) of the
mobile receiver, and IM components create and fall in the band and
cause strong interference. As a result, the call is dropped. The phe-
nomenon occurs in every cellular system, such as AMPS, GSM, TDMA,
and so on. However, the IM interference is more prevailing in CDMA
receivers. It is because the CDMA band is wider, and the chance to
have IM components falling into the CDMA band becomes greater
when the CDMA mobile unit is close to the AMPS-only sites. This phe-
nomenon is illustrated in Fig. 16.16. The simulation of IM was done in
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Figure 16.15 Tilting antenna effect.
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the laboratory using a multitone generator [13]. The one interfering
channel was at 892.66 MHz. The other 27 channels are within a band
of 2.34 MHz centered at 882.72 MHz. The 2 B − A components and A +
B + C components fall into a CDMA band (1.23 MHz) centered at 872.7
MHz. There are thirteen IM components in the CDMA band, as shown
in Fig. 16.17. This scenario is the worst case. The comparison among
all the jammer-tone cases is shown in Fig. 16.18. The two to twenty-
eight AMPS tones with the same total power that causes IM are plot-
ted in Fig. 16.18. One set of curves is shown with LNA switched in, and
another set is shown with LNA switched out. The difference in power
residing in the CDMA band between two tones and twenty-eight tones
is about 7 dB or less, which can be considered the worst number.
Merely a 7-dB increase in jammer power from the two-tone data (a
conventional test) to the twenty-eight-tone data is an encouragement
in finding possible methods of stopping IM. One way is to switch LNA
out when the received signal at the mobile unit is strong. This means
that a 15-dB gain will be taken out as shown in Fig. 16.18. Then, from
Fig. 16.19, every time the fundamental signal drops in 1 dB, and the
created third-order IM power drops in 3 dB. Therefore, the IM inter-
ference is reduced.
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Figure 16.16 The cause of IM in CDMA receivers.
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16.17 Mobile Location

Providing the information of locations of mobile terminals or portable
units becomes a very important task, as the U.S. FCC mandated E911
service to be provided by all system operators. The accuracy rate of
locating a mobile terminal location within 125 meters is 67 percent.
There are station-based location-finding and mobile-terminal-based
location-finding techniques.

Station-based location finding

1. Using the triangular method based on
■ Angle of arrival
■ Time of arrival
■ Signal strength measurement
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Figure 16.17 Establishing the worst-case scenario (28 tones) and thirteen tones falling
in the 1.25-MHz band.
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2. Using the transponders along the highways. The mobile unit is
sending an ID signal slightly off from a regular QPSK modulated
signal. The ID signal is received by the transponders. Both signals
can be sent at the same time. The ID signal is weak, but the trans-
mit distance is very short; i.e., from the mobile unit to the transpon-
ders. The regular QPSK signal will be strong enough to transmit a
long distance, from the mobile unit to the base station (see Chap. 8).

Mobile-unit-based location finding

1. GPS (Global Positioning Satellite). An MEO satellite system (24
satellites). Two GPS satellites provide mobile location, and three
satellites provide the location plus the altitude. The accuracy of
location obtained from GPS is much higher than all the other
methods.

2. Loren C. A system used along U.S. coasts for ships to find their
locations. It can be used just about anywhere in the United States,
but it is especially effective near the coast. The operating frequency
is 455 kHz. The resolution of the location is very poor.
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3. Dead-reckoning system. Installs a compass and speedometer in
each car for determining location.

4. Sign posts. Acts like a beacon to provide location information to the
mobile units.

Discussion

Most of the systems operators prefer not to use GPS receivers for the
following reasons:

1. The cost of GPS receivers is high.
2. GPS cannot serve inside buildings unless each building installs

inexpensive location beacons with the same format as GPS. It is pos-
sible to make a sensitive GPS receiver to overcome this building
reception issue.

3. The protocol of sending the location information back from the
mobile unit needs to be standardized.

The accuracy of location finding from the station-based approach is
described in Sec. 16.18.
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Figure 16.19 Intermodulation (IM) consideration.

AT THE MOBILE UNIT

• LOW INTERCEPT POINT CAUSED BY POOR LNA
• GENERATE CROSS TALK IN ITS RECEIVER
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16.18 Angle Spread with Antenna Height
and Its Application

Based on the model shown in Fig. 6.11, we have found that the radius
of the local scattering region is only around 69λ as derived in Sec. 6.9.

The spread angle is a function of distance R, expressed as BW =
(2r)/R, where r is the radius of the local scatters and 2r is the scattering
diameter. This function is also plotted in Fig. 16.19. The BW of a mobile
unit at 2 miles is 1.5°. The measurement data plotted in Fig. 16.12(c)
was obtained from the base-station antenna height at 300 feet, which is
high enough to clear the propagation path from the surroundings at the
base. From Fig. 16.12(c), we find that the data collected at R = 3 miles
away matched BW = 0.5°. Therefore, r = 69λ is found from the spread
angle function, which does not involve antenna height. In the mobile
environment, when the antenna height is lower, obstructions start to
get between the mobile unit and the base station, and the angle spread
received at the base station becomes wider. This effect cannot be
obtained from the function. We may find the relationship between angle
spread and the antenna height through the measured data and based
on a statistical approach on an extreme but most likely scenario.

Figure 9.4 only shows the empirical curve. The data below the curve
are highly probable. Figure 16.20 provides the two empirical curves;
the data between the curves are also highly probable. The top curve is
the same as the curve shown in Fig. 9.4, denoted as ηmin. The lower
curve is the maximum η from the measurement denoted by ηmax.

Here we would like to find the angle spread with antenna height by
taking the results from Fig. 6.12 and Fig. 9.5. We are taking the broad-
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Figure 16.20 Correlation versus antenna height and spacing (broadside case in a suburban area):
h, antenna height in wavelength; d, antenna spacing in wavelength.
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side case α = 0°. From Fig. 6.12, use antenna spacing d = 10λ and find
the correlations corresponding to the angle spreads. Afterwards, use
the values of the correlations from Fig. 6.12 to find the corresponding
values of η = h/d in Fig. 9.5. In the mathematical derivation, we can
obtain the relationship between h1 and antenna spread BW from the
following steps. From Fig. 16.20,

ρ = 0.2 + 0.7 log10 (16.63a)

ρ = −0.47 + 0.57 log10 (16.63b)

where η = h1/d. From Eq. (6.133), ρ is expressed as

ρ = (E[cos {βd cos (φi − α)}])2 + (E[sin {βd cos (φi − α)}])2 (16.64)

where the distribution of φi, f(φi) is related to the angle spread BW spec-
ified in Eq. (6.134), where BW is the 3-dB beamwidth of p(φi), which is

p(φi) = cosn φi (16.65)

For n = 3 × 104, BW = 0.5°.
Substituting Eq. (16.64) into Eq. (16.63), the relationship of h′ and

BW is obtained. The antenna height versus the angle spread is plotted
in Fig. 16.21. We may see that the lower the antenna height, the wider
the angle spread. Figure 16.21 shows the best-case and worst-case sce-
narios from the empirical curve of Fig. 9.4.

In theory, the angle BW shown in Fig. 6.11 only varies due to the dis-
tance between the base station and the mobile unit R

BW = (16.66)

where r is the radius of the local scatters and is obtained from the mea-
surement as 69λ. The measurement data plotted in Fig. 6.12(c) was
obtained from the base-station antenna height at 300 ft, which is high
enough to clear the propagation path from the surroundings at the
base. The distance R is 3 miles, and the BW is found to be 0.5°. From
Fig. 16.21, the antenna height for the ηmin case at BW = 0.5° is h1 =
205λ, which is the lowest antenna height for the clear path. From Fig.
16.21, the antenna height for the ηmax case at BW = 0.5° is h1 = 3300λ,
which is the lowest antenna height for the clear path. We realize that
the angle spread will occur when the angle spread is more than 0.5°
from lowering the antenna. At a standard antenna height of 100λ, the
angle spread for the ηmax case is at 5.5°. From BW = 5.5° and R = 3 miles

2r
�
R

ηmax
�2

ηmin
�2

598 Chapter Sixteen

Clarification of the Concepts of Sensitive Topics

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.



Clarification of the Concepts of Sensitive Topics 599

Figure 16.21 Base-station antenna height vs. angle spread.
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(1.87 km), we can find the new radius ra = 760 ft. (231.6 m), which is the
largest radius of local scattering at a normal height h1 = 100 ft (30.5 m)
if the operating frequency is roughly 850 MHz.

The curve of Fig. 16.21 is not applied to the base-station antenna
height situated lower than the surroundings at the base.

Location application

1. We have found that the radius of the local scattering region is only
around 100λ surrounded at the mobile unit (see Sec. 6.9). If the
height of the base station antenna is in the clear path condition, the
triangular method would be very accurate, as shown in Fig. 16.22(a).

2. If the base-station height is lower, the spread angle is wider, and the
location accuracy is degraded as shown in Fig. 16.22(b).

3. If the base-station antenna is surrounded by tall buildings, another
local scattering region will be formed at the base station and the
accuracy of the mobile location is further degraded as shown in Fig.
16.22(c).

4. Usually mobile-location finding techniques can increase the accu-
racy of this method if a frequency in the GHz range is allowed and
the propagation path loss at that frequency is not a problem.
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Figure 16.22 (a) Angle spreading.

(a)
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Figure 16.22 (Continued) (b) The base station, (c) base sta-
tion surrounded by tall buildings.

(b)

(c)
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Problem Exercises

1. Is the mobile radio-fading environment an AWGN channel?

2. Why are the pdf, CPD, and BER (bit error rate) first-order statistics, and
the WER (word error rate), LCR (level crossing rate), and ADF (average dura-
tion of fades) second-order statistics?

3. State the difference between the propagation path-loss prediction and the
local mean prediction.

4. Two base-station antennae are separated by 5 meters. The height of the
lower one is 30 meters. However, the effective height of the lower one is 10
meters. The operational frequency is 850 MHz. Assume that the correlation
between the received signals is less than 0.7. How is the power different
between the two receptions? Will it meet the condition of Eq. (16.24)?

5. The vertical separation between two mobile antennas is 2λ. Assume that
the majority of the signal arrival is at an elevation angle θ = 40°. Find whether
this setup meets the conditions of Eq. (16.24) and Eq. (16.25).

6. If the average of four frequencies is at a level −5 dB below the average sig-
nal at the boundary of the cell, what is the percentage of the area that the sig-
nal is above this level?

7. Plot a horizontal pattern for mechanically downtilting an antenna to 25°.
Use the antenna pattern shown in Fig. 16.14 as a given.

8. Why is it that sometimes the downtilt of an antenna beam does not reduce
the interference to the cochannel cell? Take the antenna height h1 = 150λ, cell
radius 1 km, and the distance from the base station to the boundary of the
cochannel cell 3.6 km based on 4.6R − R, then find the difference in power
between the cell boundary and the cochannel cell boundary (see Fig. 16.15).
Use the antenna patterns shown in Fig. 16.14.

9. Why do we need two parameters to represent the path loss in every city?
What is the impact on each parameter?

10. Find the angle spread at an antenna height h1 = 50λ. What is the equiva-
lent radius of the local scattering area?
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Chapter

New Concepts

17.1 Channel Capacity in a Rayleigh Fading
Environment [1]

The channel capacity of Gaussian noise environment was resolved by
C. E. Shannon in 1949. It provides an upper bond of maximum trans-
mission rate in a given Gaussian noise environment.

In this section, the channel capacity in a Rayleigh fading environ-
ment has been derived. The result shows that the channel capacity in
a Rayleigh fading environment is always lower than in a Gaussian
noise environment.

In digital transmission operating in a mobile radio environment that
has Rayleigh fading statistics, it is very important to know the degra-
dations in channel capacity due to Rayleigh fading. Also, it is very
important to know to what degree the diversity schemes can raise the
channel capacity in a Rayleigh environment.

Channel capacity in Gaussian 
noise environments

In 1948, C. E. Shannon’s “Mathematical Theory of Communication” [2]
perceived that approaching (1) error-free digital communication on a
noisy channel, and (2) maximally efficient conversion of analog signal
to digital form were dual facets of the same problem. In a Gaussian
noise environment (shown in Fig. 17.1), the channel capacity of a white
bandlimited Gaussian channel can be expressed as [3, 4]

Ĉ = B log2 (1 + γ) bits/sec (17.1)
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where B is the channel bandwidth and γ is the carrier-to-noise ratio, as 
γ = C/N; C is the RF carrier power; and N is the noise power within the
channel bandwidth. Equation (17.1) is expressed from the Shannon-
Hartley theorem and is for a continuous channel. First, it tells us the
absolute best that the system can be, given channel parameters C/N
and B. Second, with a specified information rate, the power and band-
width are inversely related to each other. Third, the Shannon-Hartley
theorem indicates that a noiseless Gaussian channel has an infinite
capacity when C/N approaches infinite. However, the channel capacity
does not become infinite when the bandwidth becomes infinite as seen
in Eq. (17.1). This is because the noise power increases with the
increase of bandwidth. Let N = N0B where N0 is the noise power per Hz.
Equation (17.1) then becomes

Ĉ = lim
B→∞

Ĉ = (17.2)

The upper bounds of the bit rate of a system with an unlimited band-
width can be derived with the information of Eq. (17.2) [5].

Channel capacity in a Rayleigh fading
environment [6]

The channel capacity in Rayleigh fading must calculate in an average
sense. The reason for this is that the C/N is a constant over the time in
a Gaussian noise environment, but it varies in time due to Rayleigh
fading, as shown in Fig. 17.1. The average channel capacity can then
indicate the average best over the fading environment. It follows the
same concept as obtaining the average bit error rate in the Rayleigh
fading environment.

Now we would like to find an equivalent equation to Eq. (17.1) that
is suited to a Rayleigh fading environment. The carrier-to-noise ratio
will be variable following the Rayleigh fading statistics. A maximum
value of the channel capacity in this case can then be obtained in an
average sense, as mentioned previously.

The probability density function of a Rayleigh variable is

P (γ) = e−γ /Γ (17.3)

where Γ is the average value of γ, Γ = 〈γ〉. We are applying the same
technique of obtaining the average bit error rates in a Rayleigh fading
environment [7] to find the average channel capacity in the same envi-
ronment here. The average channel capacity is

1
�
Γ

��
N
C

0
��

�
loge 2
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〈Ĉ〉 = �∞

0
B log2 (1 + γ) ⋅ e−γ /Γ dγ

= ⋅ e−γ /Γ �−E + loge Γ + −

+ − + .......� (17.4)

where E is the Euler constant (E = 0.5772157).
In the case of Γ > 2, Eq. (17.4) becomes

= (log2 e) · e−1/Γ �−E + loge Γ + � (17.5)

Equations (17.1) and (17.5) are plotted in Fig. 17.1.The channel capac-
ity in a Rayleigh fading environment is reduced 32 percent at Γ = 10 dB
and only reduced 11 percent at Γ = 25 dB, as expected.
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Figure 17.1 Channels capacity: (a) Gaussian noise environment; (b) Rayleigh
fading environment.

(a)

(b)
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When the bandwidth of the system becomes unlimited, the average
channel capacity is the same as the average of the C/N with a constant
factor of −1.44 (= −loge 2) as easily seen from Eq. (17.2).

Channel capacity in a Rayleigh 
fading environment with M-branch 
diversity scheme

We may use the maximum-ratio combining technique, which is the best
combining technique for an M-branch diversity signal. The probability
diversity function of a carrier-to-noise ratio of a combined signal is
expressed as [8, 9]

P (γ) = ⋅ ⋅ exp �− � (17.6)

In Eq. (17.6), we assume the carrier-to-noise ratios of all branches are
the same: Γ = ΓM, where Γ is the carrier-to-noise ratio of a single chan-
nel. Equation (17.6) can also be expressed as

P (γ) = ⋅ ⋅ exp � � (17.7)

where the average value of γ, 〈γ〉 = MΓ.
Now, the channel capacity in a Rayleigh fading environment with an

M-branch diversity can be obtained as

〈Ĉ〉 = B �∞

0
log2 (1 + γ) ⋅ ⋅ exp �− � ⋅ dγ (17.8)

Equation (17.8) is calculated numerically for M ≥ 2 and shown in Fig.
17.2. We realize that the channel capacity in the Rayleigh fading envi-
ronment for M = 4 is greater than for M < 4. The M = 4 case is very close
to channel capacity in the Gaussian noise environment.

The extreme case

The cumulative probability distribution can be found from integration
of Eq. (17.7) as

P (γ ≤ 〈γ〉) = �〈γ〉

0
P(γ) dγ (17.9)

The extreme case is when M → ∞, then

P (γ = 〈γ〉) = 1 (17.10)
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and

P (γ < 〈γ〉) = 0 (17.11)

which is just the probability density function obtained from Eq. (17.9)
as M → ∞.

P (γ = 〈γ〉)|γ = 〈γ〉 = δ(γ) (17.12)

It is an indirect proof that Eq. (17.7) becomes a delta function when 
M → ∞. Equation (17.8) then becomes:

〈Ĉ〉 = B �∞

0
log2 (1 + γ) ⋅ δ (γ = 〈γ〉) dγ

= B log2 (1 + γ) (17.13)

Equation (17.13) is the same as Eq. (17.1).

Conclusion

Although the average channel capacity is not an absolute maximum
value in the Rayleigh fading environment, it introduces valuable
information for the continuous-channel system with finite bandwidth.
Comparing the actual transmission rate with the average channel
capacity obtained from Fig. 17.2, we can get a feel for how well the sys-
tem has been designed and how far the actual value will reach to the
average channel-capacity value. Several points can be summarized as
follows:

1. The channel capacity in a Rayleigh fading environment is measured
by an averaging process.

2. The channel capacity in a Rayleigh fading environment is always
lower in a Gaussian noise environment.

3. The diversity scheme can raise the channel capacity in a Rayleigh
fading environment.

4. When the number of diversity branches M approaches infinite, the
channel capacity of an M-branch signal in a Rayleigh fading envi-
ronment approaches the channel capacity in a Gaussian noise envi-
ronment.

5. For the same channel capacity, a fading channel needs its C/N 3 dB
higher than in the Gaussian channels, as shown in Fig. 17.2.

See Fig. 17.2.

d
�
dγ
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17.2 Real-Time Running Average

In Sec. 3.5, we found the proper length (20λ–40λ) of averaging the
instantaneous signal strength data to obtain the local means. In this
section, we will discuss the real-time running average.

Why is the real time running average needed? Over fixed radio links,
the average level of the signal strength seldom changes in time. How-
ever, in the mobile radio environment, the received signal average
changes in real time at the mobile radio units. The real-time average
changes while the mobile unit is moving due to:

1. The changes in local terrain configuration (at high spot or low spot)

2. The changes in relative distance between base station and the mobile

In this case, the averaging signal levels are different at different
spots. Therefore, the conventional averaging formula cannot be
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applied to this nonstationary case. It follows that there is a different
task for obtaining the true real-time average due to the nonstation-
ary nature.

Normally, when the averaging process is applied at a particular time
T, the window for the average process should be from T − (∆t)1 to
T + (∆t)2 , i.e., (∆t)1 + (∆t)2 as shown in Fig. 17.3, where (∆t)1 and (∆t)2 are
on one of two sides of time T, respectively. Usually, (∆t)1 and (∆t)2 are
the same. Nevertheless, when the mobile unit is moving, the real-time
average process can only depend on the window (∆t)1 at the mobile
radio receiver (see Fig. 17.3). This is because we cannot predict the sta-
tistical behavior of the future data (∆t)2 at time T during the real-time
average process.

Therefore, a weight based on the most current data within the window
(∆t)1 is applied to accommodate the missing part (∆t)2 for the running-
average value. Let us describe the two processes of average; off-line aver-
age and real-time average. Both averages can occur in either the
stationary or nonstationary environments.
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Figure 17.3 Real-time averaging for the (a) stationary case (using the conven-
tional averaging process based on data in ∆t1 + ∆t2); (b) nonstationary case
(using the conventional averaging process based on data in ∆t1 + ∆t2).

(a)

(b)
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Off-line average

Average in a stationary environment. In a stationary environment, all
the collected stationary samples will fluctuate around their arithmeti-
cal average. The arithmetical average is used as the stationary average
and, summing all n sample values a1, a2, a3, . . . , an and dividing by the
number of sample n1 is defined as

In = (17.14)

For example, the stationary sample may be the daily temperatures col-
lected at a geographical location. The number of samples n can be as
large as many decades. The illustration of daily temperatures is shown
in Fig. 17.4(a). The stationary average will not be affected by earlier or
later samples. The average device based on Eq. (17.14) is called the sta-
tionary average device.

Average in a nonstationary environment. On many occasions, the envi-
ronment is not stationary. To illustrate, take the life span of a human

�
n

1

ai

�
n
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Figure 17.4 Off-line averaging for the (a) stationary case (using the conven-
tional averaging process based on data in all xi); (b) nonstationary case (using
the conventional averaging process based on data in three time intervals).

(a)

(b)

New Concepts

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.



being—the average life span generally increases over time due to the
improvement of hygiene and medicine. Therefore, to determine the
average life span over the last century, we cannot sum the age of
death samples over a period of 100 years and divide by the age of
death samples. Since the average age of death for each year is not a
constant, we call this a nonstationary average. This nonstationary
average must depend on the group of samples and the number of
samples in each group. If obtaining the nonstationary average has no
constraint on real time, we can calculate the nonstationary average
in an off-line operation after receiving the complete set of data. First,
we set up the criterion and calculate the average in each specified
time period. In a nonstationary environment, Eq. (17.14) would be
redefined as the following:

Ix = (the group xi decreased in 1960–1969)

Iy = (the group yi decreased in 1970–1979) (17.15)

Iz = (the group zi decreased in 1980–1990)

There are three specified time periods. The total number n of samples is
n = n1 + n2 + n3. Three sample groups are xi, yi, and zi, where xi is in the
sample group (1, n1) to generate an average Ix ; yi is in the sample group
(1, n2) to generate an average Iy ; and zi is in the sample group (1, n3) to
generate an average Iz. All three averages are not the same. This is a
nonstationary process. An illustration of Eq. (17.15) in a nonstationary
environment is shown in Fig. 17.4(b).

Real-time averages

Averages in a stationary environment. Equation (17.14) can also be
obtained from a real-time running average device that is called Vin-
cent’s device [11]. Because of its stationary nature, Vincent’s device
will reach a constant as the number of samples n increases. The value
of In + 1 is different from In as n incremented by one, shown in Eq.
(17.14) as

In + 1 = (17.16)nIn + xn + 1��
n + 1
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and

I1 = x1 (17.17)

It is a straightforward calculation as shown in Fig. 17.5(a).

Averages in nonstationary environments—Lee’s device. The true real-
time average should use the data xi in (∆t)1 and yi in (∆t)2 to perform the
average at time T. As shown in Fig. 17.5(b),

IT = (17.18)

The running average is shown as a dotted curve in Fig. 17.5(c). How-
ever, Eq. (17.18) cannot be realized, because we cannot obtain the sam-
ples yi in the future to calculate the average at T1. Therefore, a new
real-time running device is needed.

Lee’s device [12] is used to obtain the real-time average in a nonsta-
tionary environment. It is a simple real-time running average device
without memory, and expressed by

an = (17.19)

and

a0 = x0 (17.20)

where M is the weight of the nonstationary running average, a fixed
number. If the real-time average changes rapidly, then the values of M
should be small.

Although the Lee device calculates the sample values up to the sam-
ple xn, which covers the time intervals (∆t)1 as shown in Fig. 17.5(b), it
predicts the average value at xn, as shown in Fig. 15.5(c). The merit of
Lee’s device, expressed in Eq. (17.19), is that it uses more weight on
the samples close to xn such that the average value impact on (∆t)2

becomes small. Lee’s device uses the entire previous data in the inter-
val 0 ≤ (∆t)1 ≤ T. This is an effective running average device.

Discussion

The value at the time T obtained by Vincent’s device is based on the n
samples at xn, which is at time T but represents the average at T/2 as
shown in Fig. 17.5(c). Vincent’s device treats all samples with the same
weight; therefore, the conventional average can only be observed at a
delay of T/2.

In addition, the conventional average obtained from a large averag-
ing interval in a nonstationary environment has no physical meaning.
We must demonstrate the difference in obtaining the average values

(M − 1)an + xn + 1��
M

� xi + � yi
��
(∆t)1 + (∆t)2
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Figure 17.5 Averaging in real time: (a) Stationary case—the statistical behavior of
the future data can be predictable using the conventional averaging process based
on data within (∆T)1; (b) nonstationary case—the statistical behavior of the future
data (∆T2) cannot be predicted using Lee’s invention based on the whole data but
weighting them); (c) illustration of the differences in process and true average.

(b)

(a)

(c)
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from two devices in a nonstationary environment as shown in Table
17.1. An off-time running average curve (true averages) can be obtained
by taking (xn + 1 + xn + xn + 1)/3, as shown in both Table 17.1 and Fig. 17.6.
The mathematical (true) average cannot be generated in real time,
because we do not know the value of xn + 1 at the time of xn. Therefore,
this is known as the off-time running average (true averages) curve.

When the four curves are compared—the true average curve, Lee’s
curve with M = 2, Lee’s curve with M = 3, and Vincent’s average—the
off-time running (true) averages and both of Lee’s real-time running
averages are very close, but Vincent’s average is not.

Radio communication environment

In radio communication, we must obtain the nonstationary average in
real time and continually make decisions for system operations such as
handoffs or power controls based on real-time averages. The following
scenario is an illustration. Three cell sites surround the mobile unit, as
shown in Fig. 17.7. The mobile unit is at different locations at different
times as it moves along the road. Because of distance variances and
irregular terrain configurations between the mobile unit and the cell
sites, the three sites receive the mobile signal differently at any given
time, as illustrated in Fig. 17.8. The signal at the beginning received
from cell site A is the strongest, then that from cell site C, then that
from cell site B.

Over a period of 40 samples, the conventional average values
received at each of the three sites from point Q are almost exactly the
same, based on Eq. (17.16). However, as an eyeball average (close to
true average), the signal received at cell site B from point Q is the

616 Chapter Seventeen

TABLE 17.1 Illustration of Two Real Averaging Processes and Comparison with True Values

Sample values

x0 x1 x2 x3 x4 x5 x6 x7 x8 Lee’s sample order
x1 x2 x3 x4 x5 x6 x7 x8 x9 Vincent’s sample order
2 5 4 2 6 8 9 7 8 Sample value

Average values

Sample Average From Lee’s (an) From Vincent’s True values
value values M = 2 M = 3 (In) (xn � 1 + xn + xn + 1)/3

x0 = 2 a0, I1 2 2 2 N/A
x1 = 5 a1, I2 3.5 3 3.5 3.66
x2 = 4 a2, I3 3.75 3.33 3.66 3.66
x3 = 2 a3, I4 2.875 2.889 3.24 4.00
x4 = 6 a4, I5 4.44 3.926 3.796 5.33
x5 = 8 a5, I6 6.218 5.283 4.496 7.66
x6 = 9 a6, I7 7.61 6.52 5.14 8.00
x7 = 7 a7, I8 7.30 6.68 5.372 8.00
x8 = 8 a8, I9 7.65 7.12 5.664 N/A
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strongest. Lee’s device, Eq. (17.19), can ascertain that cell site B has
received a higher signal than the other two cell sites based on the real-
time averages. This device is a tool for selecting the proper cell site (the
strongest signal) for handoffs. It is also used in selecting the proper
zone for intelligent microcells and the proper beam for smart antennas.
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Figure 17.6 Plot from Appendix A.

Figure 17.7 Measuring.
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The general form of Lee’s device [Eq. (17.19)] is:

an = (17.21)

where p is usually set as p = n − 1.

xn......x5, x4, x3, x2, x1, x0, → → an (17.22)

a0 = x0

a1 = = + x0

a2 = = + � + x0�
= + x1 + � �

2
x0 = �x2 + x1 + M� �

2
x0�

a3 = + x2 + x1 + � �
3

x0

= �x3 + x2 + � �
2

x1 + M� �
3

x0�M − 1
�

M
M − 1
�

M
M − 1
�

M
1

�
M

M − 1
�

M
(M − 1)2

�
M3

M − 1
�

M2

x3�
M

M − 1
�

M
M − 1
�

M
1

�
M

M − 1
�

M
M − 1
�

M2

x2�
M

M − 1
�

M
x1�
M

M − 1
�

M
x2�
M

(M − 1) a1 + x2��
M

M − 1
�

M
x1�
M

(M − 1) a0 + x1��
M

(M − 1) an − 1 + xn��
M

(M − 1) ap + xn��
M
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Figure 17.8 The mobile signals received from three sites at any given time.

New Concepts

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.



an = �xn + � �xn − 1 + � �
2

xn − 2 + ... + M� �
n

x0� (17.23)

From Eq. (17.23), Lee’s device can demonstrate the following factors:

1. The samples closer to the time T carry more weight. Insert M = 5 in
Eq. (17.23); then,

an = �xn + 0.8xn − 1 + 0.64xn − 2 + 0.512xn − 3 + ........ + 5 ⋅ � �
n
x0�

↑
(at T)

2. Equation (17.23) is a general equation that works for both a nonsta-
tionary case and a stationary case. The mobile radio signal is
received in a nonstationary case. Vincent’s formula works only in a
stationary case.

3. When set x0 = 0 and M = n, where n becomes a large number, then
((n − 1)/n)n → 1 and Eq. (17.23) becomes

an = [xn + xn − 1 + xn − 2 + ........x1] (17.24)

Equation (17.24) is the Vincent’s formula (conventional); therefore,
Vincent’s formula is a subset of Eq. (17.23).

17.3 Link Capacities versus Call Drops 
between GSM and CDMA

The link capacity between GSM and CDMA is always an interesting
issue. A. Viterbi’s paper [13] analyzed the CDMA link capacity and
found that it can be extended due to the soft handoff operation.

A new idea has come from GSM engineers that uses a ping-pong
handoff arrangement in one handoff region that can achieve the same
selective diversity between two neighboring cells. This section analyzes
the performance of this arrangement.

Viterbi’s paper points out that the required margin for GSM hard
handoff is 10.3 dB, but the required margin for CDMA soft handoff is
only 6.2 dB under the same assumed conditions. The difference is 4.1 dB,
which is related to the coverage area extension of 1.6 times. The 4-dB
advantage is due to selective diversity between two neighboring cells
used in the soft handoff area for a CDMA system.

Using rapid ping-pong handoffs instead of a single handoff in a hand-
off region on a GSM system was suggested to gain the same 4 dB selec-

1
�
n

4
�
5

1
�
5

M − 1
�

M
M − 1
�

M
M − 1
�

M
1

�
M
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tive diversity as CDMA. When the mobile unit is in a handoff region, the
two log-normal fading signals received by two respective neighboring
cells (on the reverse link) can be used to select the strongest signal
strength in real time. With this information, the rapid ping-pong hand-
off operation can take place at the switches. In the meantime, the two
neighboring-cell log-normal fading signals received by the mobile unit
(on the forward link) can also be used for MAHO (mobile-assisted hand-
off) to assist switches in rapid handoffs. Although the idea is very good,
the dropped call rate for this ping-pong handoff arrangement should be
analyzed.

Dropped call rate for ping-pong 
handoffs [14]

When a call has gone through n ping-pong handoffs in a handoff
region, the call may have k regular handoffs while the mobile unit is
passing through k + 1 cells. The probability of a dropped call can be
expressed as:

P = 1 − Xn + k (17.25)

X = (1 − δ) (1 − µ) (1 − τθ) (1 − β)2 (17.26)

where δ = the probability that the signal is below a specified recep-
tion threshold (in a noise-limited system)

µ = the probability that the signal is below a specified cochan-
nel interference level (in an interference-limited system)

τ = the probability that no traffic channel is available upon
handoff attempt when moving into a new cell

θ = the probability that the cell will return to the original cell
β = the probability of blocking circuits between BSC and MSC

during handoff

In a noise-limited system (startup system), there is no frequency
reuse configuration. The call drop rate PA is based on the signal cover-
age. In an interference-limited system (mature system), the frequency-
reuse configuration is applied, and the dropped rate PB is based on the
interference level. The case of PA and PB do not occur at the same time.
When capacity is based on frequency reuse, the interference level is
high, the size of the cell is small, and coverage is not an issue. The call
drop rate totally depends on interference.

In a well-designed network, the values of τ, θ, and β are assumed to
be very small and can be neglected, Eq. (17.26) becomes

X = (1 − δ) (1 − µ) (17.27)
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Furthermore, in a noise-limited case, µ → 0 in Eq. (17.27), and Eq.
(17.25) becomes

PA = 1 − (1 − δ)n + k (17.28)

And in an interference-limited system, δ → 0 in Eq. (17.27), and Eq.
(17.25) becomes

PB = 1 − (1 − µ)n + k (17.29)

Finding the values of d and m

The value of δ and µ can be derived for a single cell and in the case of
handoff. The single-cell case solution is used for estimating blocked
calls. The reason behind this is that the probability of δ and µ in a sin-
gle case is used for the blocked call rate when setting up calls. Assume
that after a call is set up, the call will not be dropped in a cell until the
mobile unit travels into the handoff region.

Formula for d and m

We must find the value of δ in a single cell by first integrating the
cumulative probability function in which the measured level y is
greater than a given level A, as shown in Eq. (4.59):

P �x > � = �∞

A
exp � � dy′ (17.30)

over the entire cell to find the area Q in which the measured x is
greater than (A(r) − m�)/σ. The mean value m� is a specified reception
level; σ is related to the long-term fading due to the terrain contour;
and A(r) is the signal that exceeds m� at the distance r, which is less or
equal to the cell radius R.

Q = �R

0
P �x > � ⋅ 2πr dr (17.31)

The probability δ that the signal is below a specified reception thresh-
old m� in a noise-limited environment system is

δ = = 1 − �R

0 �1 − P�x < �� ⋅ 2πr dr (17.32)

The probability µ that the signal is below the specified interference
level I in an interference-limited system can also be expressed as:

µ = = 1 − �R

0 �1 − P�x < �� ⋅ 2πr dr (17.33)A(r) − I
�

σ
1

�
πR2

πR2 − Q
�

πR2

A(r) − m���
σ

1
�
πR2

πR2 − Q
�

πR2

A(r) − m���
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1
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We may use the numerical calculation to solve Eq. (17.32) and Eq.
(17.33) for dropped calls due to handoffs. The diagram of the dropped
calls due to handoffs is shown in Fig. 17.9.

Summary and conclusion

The dropped call rate has been calculated and found to be very high
when using the ping-pong handoff. Without the ping-pong handoff
arrangement, when a call goes through a handoff region, one handoff
occurs. If two regular handoffs occur while crossing two new cells dur-
ing a call, the dropped call rate under a given condition is 1.76 percent.
With the ping-pong handoff arrangement, the call goes through two
handoff regions. Assuming 10 ping-pong handoffs take place, the
dropped call rate under the same given condition raises to 20 percent.
This high drop rate can be even higher in a real environment since
more ping-pong handoffs can occur due to the weak signal situation in
the handoff region. Therefore, by applying ping-pong handoffs, the 
4-dB diversity advantage fades away because of poor performance due
to the increased call drop rate.
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Figure 17.9 The diagram for calculating dropped calls due to handoffs.
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17.4 Data Transmission 
via Cellular Systems

Introduction

Data transmission over the mobile radio is gradually showing its need.
However, the question is, are we willing to give up a voice channel to
data transmission? If the answer is no, can we use channel hopping for
data transmission among the cellular voice channels? Channel hopping
occurs when the channel currently used for data is assigned to a voice
user, and the data operator must hop the data to another idle voice chan-
nel. The merit of applying data transmission over cellular idle channels
by using frequency-hopping techniques is studied in this section. On
first glance, it seems very logical that data transmission over cellular
channels doesn’t reduce voice capacity by hopping among idle channels.

In this section, the analytical method is used to study the frequency-
hopping scheme. Although the hopping scheme may try to create addi-
tional capacity, it creates interference contributed by data transmission.
In order to maintain the required performance of voice channels in cel-
lular systems, the load on the voice channels should be reduced in order
to reduce the interference generated by the hopping scheme.

Theoretical derivations

When designing a cellular system, two approaches are usually taken:

1. The C/I at the cell boundary is set to 18 dB (some systems use 17 dB),
and the blocking probability is 1 or 2 percent.

2. Ninety percent of the cell area will be covered by a C/I equal or
greater than 18 dB.

In evaluating these two approaches, we must break the theoretical
derivations into four sections.

Find the percentage of a measured C/I above the specified C/I at the cell
boundary. Since the C/I is an average power ratio at the cell boundary,
50 percent of the measured C/I is greater than a specified level, (C/I )s,
and 50 percent is lower. Assume that C and I are log-normal variables
in dB. The C/I in dB is [C (db) − I (dB)]. The new variable u is

u = C − I (17.34)

in dB. Let the measured carrier C be a log-normal with mean C0 and
variance σ1

2, and let the interference I be a log-normal with mean I0 and
variance σ2

2. Then u is also a log-normal variable. The joint probability
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density function of C and I can be found from Eq. E.2.31. The probabil-
ity density p(u) where u = C − I can be calculated as follows [16]:

p(u) = �∞

−∞
exp 
− � + �� dI

=

× exp 
− � − � (u − C0)2 − (u − C0)�
× exp 
 � − 1�� (17.35)

where C0 and I0 are the means of C and I, respectively, and σ1
2 and σ2

2

are the variances of C and I, respectively.
The probability that u is greater than a value U can be derived from

Eq. (17.35) as:

P(u ≥ U) = �∞

U
p(u) du

= �1 − Φ� ��
= �1 − Φ� �� (17.36)

where Φ(x) is the probability integration function and U0 is the average
received C/I level.

U0 = C0 − I0 (17.37)

and

σ = 	σ�1
2�+� σ�2

2� (17.38)

When a specified C/I level equals U0, then Eq. (17.36) becomes

P(u ≥ U0) = 50% (17.39)

This means that there is a 50 percent chance that a received C/I level
u is greater than the specified C/I level U0. Both of the variance carri-
ers σ1

2 and the variance of interference σ2
2 assumes 8 dB in a large cell

or 6 dB in a small cell.
The total variance of (C/I), σ2 is calculated by

σ = ��
2

1

� σ�i
2� = 	2� ×� 6�4� = 11.3 dB (for σi = 8 dB)

= 	2� ×� 3�6� = 8.48 dB (for σi = 6 dB) (17.40)
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Equation (17.36) is plotted with a variable U as a specified level of C/I
in Fig. 17.10. In general, U0 is the level at the cell boundary.

When U is 2 dB below U0, then

P (u ≥ U) = 0.5 − 0.5Φ� �
= 60% (for σi = 8)

= 0.5 − 0.5Φ� �
= 63% (for σi = 6) (17.41)

−2
�
8.48

−2
�
11.3
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Figure 17.10 Plot of P(u ≥ U).
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The percentage is increased from 50 to 60 percent for σi = 8, and to 63
percent for σi = 6.

Find the value of U0 in cellular. In designing a cellular system, there is
a frequency-reuse factor K of 7. The separation cochannel cells D are

D = 	3�K� ⋅ R = 4.6R

where R is the cell radius. Based on the separation D among all the
cochannel cells, there are six cochannel cells in the first tier around the
cell of interest (see Fig. I.2 of the introduction). Applying the 4th power
propagation rule [15],

U0 = = = � �
4

= (4.6)4 = 74.6 (=) 18.7 dB

The level U0 at the cell boundary can be as high as 18.7 dB. We can also
calculate the interference I in the cell due to six interfering cells shown
in Fig. 17.11 and find the I almost constant in a cell with a variance of
�0.5 dB. This has been observed from a simulation program shown in
Sec. 15.10. Therefore, the change of U0 will be dependent on the carrier
level only. If we use the minimum tolerated U level of 17 dB for the
acceptable voice quality, then from Eq. (17.36),

P (u ≥ U) = − Φ� �
= 58% (for σ = 8 dB)

= − Φ� �
= 61% (for σ = 6)

Find the area of u ≥ U. Take Eq. (17.36) and integrate it in an entire cell
to find the area A in which the measured u will be greater than U.

A = �R

0
P(u ≥ U) 2πr dr (17.42)

Since, as mentioned previously, the U0 is changed based on the carrier
level C0, which can be converted into the following:

C0 = CR − γ log (17.43)r
�
R
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then Eq. (17.43) becomes

C0 − I = CR − I − γ log (17.44)

or

U0 = UR − γ log (17.45)

where UR is the C/I measured at the cell boundary, γ is the propagation
power rule in dB/dec, and r is the distance within the cell.

Insert Eqs. (17.44) and (17.45) into Eq. (17.36), which is used in Eq.
(17.42), and find the percentage of area in a cell Q

Q = = �R

0

 − Φ � ��r dr

= + �R

0
Φ� − �r dr (17.46)

where ∆U = UR − U.
Let

p =

q = (17.47)

and

ν = p − q loge (17.48)

then

r = R ⋅ e( p/q − ν/q) (17.49)

and

dr = − dν (17.50)r
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Inserting Eq. (17.49) and Eq. (17.50) into Eq. (17.46) yields:

Q = + �p

∞
Φ(ν) dν

= + �∞

p
e2( p/q − ν/q) ⋅ Φ(ν) dν

= + e+2(ν/q) �∞

p
e−2(ν/q)Φ(ν) dν (17.51)

From the table of integrals of the error functions [17], Eq. (17.51) can
be solved and represented as

Q = 
1 + Φ� � + exp �� � ⋅ � � + � �
2

�
× �1 − Φ� + ��� (17.52)

where b = log10 e is a constant. Equation (17.52) is plotted in Fig. 17.12.
For UR = 19 dB at the cell boundary and U = 17 dB as the minimum
accepted voice quality, then ∆U = 2 dB. Let σ = 8 dB and γ = 40, and we
find Q = 83 percent from Fig. 17.12.

Find the blocking probability. We have used the blocking probability Pb

equals 1 or 2 percent in designing cellular systems. If 54 voice channels
are used in an omni-cell, the offered load A is

A = 41.5 Erlangs at Pb = 1%

A = 44 Erlangs at Pb = 2%

Since the offered load is less than 54 Erlangs, the interference is also
reduced. The reduced interference can be calculated as

∆I = 10 log � � = −1.14 dB at Pb = 1%

∆I = 10 log � � = −0.89 dB at Pb = 2%

Assume that summing all the interference within a cell is almost a
constant. Then,

U0 = 19 + 1.14 = 20.14 dB at Pb = 1%

∆U = 20.14 − 17 = 3.14 dB

Q = 90% for σ = 6 dB
= 85.5% for σ = 8 dB
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or

U0 = 19 + 0.89 = 19.89 dB at Pb = 2%

∆U = 19.89 − 17 = 2.89 dB

Q = 89.5% for σ = 6 dB

= 85.5% for σ = 8 dB

Reading from Fig. 17.11, the percentage of area Q increases but cannot
match 90 percent of the area.

Analysis

If we use the first approach in designing a cellular system, although
the average received U0 = C0/I0 is about 3 dB higher than the required
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Figure 17.11 Mobile radio environment with six interferers.
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2d-tier interferers = = 12
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U, the percentage of area Q still cannot quite achieve 90 percent. In
order to achieve Q = 90 percent, we must reduce the traffic further.
From Fig. 17.12, for Q = 90 percent, ∆U must be:

∆U = 3.1 dB σ = 6 dB

∆U = 5 dB σ = 8 dB

630 Chapter Seventeen

Figure 17.12 Percentage of cell area that covers (U0 − U).
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If so, then the linear ratio of interference for σ = 6 dB is

I = 10−3.1/10 = 49%

This means that the offered load will be only 49 percent. The linear
ratio of interference for σ = 8 dB is

I = 10−5/10 = 31.6%

The offered load in this case will only be 32%.

Summary

We cannot afford to have additional interference in the traffic-loaded
interference-limited cellular system. We must reduce traffic in order to
meet the requirement of covering 90 percent of the cell with a required
C/I, U = 18 dB or 17 dB.

Nevertheless, in straightforward thinking, we feel that, as long as
the packet data does not block traffic, the additional traffic always
increases capacity but degrades voice quality. The packet data trans-
mission on voice channels may be understood by some engineers as
being analogous to a jar filled with marbles and sand. Marbles are
equivalent to voice channels, and sand is equivalent to data. Sand can
be poured into the jar to fill the gaps, even though no additional mar-
bles will fit in the jar. The jar can be totally filled with marbles and still
hold sand.

This analogy is applied to the noise-limited environment (i.e., no
frequency-reuse situation exists). The wall of the jar in this situation
is very thick, as shown in Fig. 17.13(a). However, in cellular, the
cochannel interference forms an interference-limited environment.
Even if the jar is big, the wall of the jar becomes very thin, as shown
in Fig. 17.13(b). A thin-walled jar can only hold so much. Therefore,
the total weight of the jar’s contents is the limit. In this case, we are
unable to fill the jar with marbles and/or sand. With a weight (inter-
ference) limit, adding a single marble or the equivalent weight of
sand would weaken the jar structure to a certain extent. This is what
we have not previously considered.

Therefore, the following provides the key points:

1. If the 90 percent coverage required for designing cellular systems is
ignored, then the frequency-hopping scheme gains additional capac-
ity, but in the meantime, the voice quality is degraded to a certain
degree.

2. If the 90 percent coverage requirement or any other given percent-
age of coverage requirement for cellular systems is maintained, then
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there is no advantage in using the frequency-hopping scheme.
Rather, we may just assign a designated channel for data to serve
the same purpose.

3. When cellular voice traffic is low, no frequency hopping for data
transmission is needed. When cellular voice traffic is high, heavy
voice interference is in the radio systems. So, when hopping data
over a voice channel in a situation of heavy interference, the data
throughput will most likely be undesirably low.

4. Not only is the use of a designated channel for data transmission a
better option, but this designated channel can also be assigned to a
voice call if the channel is idle. The voice channel will hop out of the
data channel when data transmission is needed. Both data and voice
transmission should be controlled from a common controller.

5. A thorough analysis has been carried out to describe the conditions
needed for data transmission over cellular systems with maximum
capacity and minimum interference.
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Figure 17.13 An analogy—a jar with marbles and sand: (a) the rigid-jar scenario (noise-
limited); (b) the fragile-jar scenario (interference-limited).

(a)

(b)
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17.5 Multiuser Detection for CDMA

The single-user (conventional) detector that is used to calculate system
capacity ignores the presence of multiaccess interference in CDMA.
Thus, the multiple access interference (MAI) is usually mitigated by
means other than multiuser detection such as:

1. Code waveform design. Finds a spreading code with good cross-
correlation properties; i.e., all the codes were orthogonal, and ρij = 0
between code i and code j.

2. Power control. Reduces the near-far interference and the adjacent
cell interference.

3. FEC codes/interleaving. Reduces the error rate at lower carrier-to-
interference ratio.

4. Sectored/smart/adaptive antennas. Uses angle or directed (sec-
tored) beam to isolate the interference. Smart antenna and adaptive
antenna can select the directed beam more intelligently.

5. Intelligent microcell system. Uses small zones (microcells) to iso-
late the interference and uses intelligence to select those zones.

The single-user detector is usually used at the mobile unit. The multi-
user detector is needed at the base station to continue to reduce the
MAI effectively. With an optimum multiuser detector [18–20], the per-
formance gains the near-far resistant property and results in lower
power consumption (increasing battery life) and higher processing gain
requirements (lower bandwidth).

Suppose that K users are sharing the same radio channel, and one of
these K users has a traffic channel signal uk that at the baseband is

uk (t) = Ak bk ak (t) 0 ≤ t < T (17.53)

where T is the bit interval and Ak, bk, and ak(t) are the amplitude, bit
sequence, and spreading-chip sequence, respectively. The bit sequence
bk = �1 contains the transmitted information. The received signal at
the baseband sums up all the users’ signals uk(t) plus the additive noise
n(t):

r(t) = �
K

k = 1

uk (t) + n(t) (17.54)

Assume that all user bits are aligned in time (synchronous) with coher-
ent reception. The DS/CDMA detects the chip sequence of user j by a
correlator aj(t). The output of the correlator aj(t) is the decision statistic
over the interval (0, T).
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yj = �T

0
r(t) aj(t) dt = �T

0
aj(t) ��

K

k = 1

Akak(t) bk + n(t)� dt

= �
K

k = 1

Akbk �T

0
aj(t) ak(t) dt + �T

0
aj(t) n(t) dt (17.55)

Equation (17.55) can be represented as a vector form by a diagonal
matrix Y as follows:

Y = RAB + N (17.56)

where N is the noise term after correlation, A is a diagonal matrix of
amplitudes, B is the diagonal matrix of bit sequence, and R is the
matrix of cross correlation. The element of matrix R is

Rjk = �T

0
aj(t) ak(t) dt (17.57)

Equation (15.55) also can be expressed in the following form as

yj = Ajbj + �
K

k ≠ j

Akbk �T

0
aj(t) ak(t) dt + �T

0
aj(t) n(t) dt (17.58)

where the correlator aj
2 (t) = 1. The decision on the sign of yj is based on

Ajbj that is the first term in Equation (17.58). The second term is the
multiple users’ interference, the influence of which we want to remove.
The last term is due to noise. Using the knowledge of the chip sequence
available at the base station, we may estimate Ajbj as a whole.

Optimum multiuser interference cancellation

We may obtain the optimum solution by inverting R. Then, applying R−1

in Eq. (17.56) yields

R−1 Y = AB + R−1 N (17.59)

In Eq. (17.59), we see that AB is recovered from Eq. (17.58), and the
second term in Eq. (15.58) is canceled. The third term is a noise term
that is changed to a new noise term and may be enhanced rather than
decreased.

Successive interference cancellation

Using a coherent system at the RF stage, the signal received is similar
to Eq. (17.54) as

r(t) = �
K

k = 1

Akbk (t − τk) ak(t − τk) cos (ωct + φk) + n(t) (17.60)
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where ωc is the carrier frequency, the noise n(t) = nI + jnQ, τk is the time
delay, and φk is the phase of the kth user. τk and φk are assumed to be
tracked accurately.

The low-pass filter (LPF) outputs of I-channel and Q-channel are

dI(t) = LPF {r(t) cos (ωct)}

= �
K

k − 1

Ak
I ak

I (t − τk) bk
I (t − τk) + (17.61)

dQ(t) = � Ak
Q ak

Q (t − τk) bk
Q (t − τk) + (17.62)

where nI(t) and nQ(t) are the in-phase and quadrature components of
LPF Gaussian noise. Then after the correlator, the outputs yj

I and yj
Q of

the jth user are

yj
I = �T

0
dI(t) aj

I (t − τj) cos (φj) dt (17.63)

and

yj
Q = �T

0
dQ(t) aj

Q (t − τj) cos (φj) dt (17.64)

The decision on the bit of the jth user is based on

yj = yj
I + yj

Q

In Eqs. (17.63) and (17.64), the improvement of outputs yj
I and yj

Q for
the jth user’s signal depends on dI(t) and dQ(t), in which the successive
interference reduction can be applied as follows:

Let the LPF outputs dI(t) and dQ(t) be used successively with the rest
of the K − 1 correlators at the base station. We may denote yi to be the
output of the ith correlator

yi = yi
I + yi

Q (17.65)

where

yi
I = � dI

i − 1(t) ai(t − τi) cos (φi) dt (17.66)

yi
Q = � dQ

i − 1 (t) ai(t − τi) cos (φi) dt (17.67)

For no successive cancellation, i = 1 and

d0 (t) = d(t)

y1 = yj

1
�
T

1
�
T

1
�
T

1
�
T

nQ(t)
�

2
cos (φk)�

2

nI(t)�
2

cos (φk)�
2
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The interference in the received d(t) can be reduced by canceling the
K − 1 interferences successively as from i = 1, K and i ≠ j.

di
I(t) = dI

i − 1(t) − yi
I ai(t − τi) cos (φi) (17.68)

the signal through the ith correlator

di
Q(t) = dQ

i − 1(t) − yi
Q ai(t − τi) cos (φi) (17.69)

where yi
I and yi

Q are found from Eqs. (17.66) and (17.67), respectively.
Therefore, yI

i + 1 and yQ
i + 1 are

yI
i + 1 = � di

I (t) ai + 1 (t − τi + 1) cos (φi + 1) dt (17.70)

yQ
i + 1 = � di

Q (t) ai + 1 (t − τi + 1) cos (φi + 1) dt (17.71)

The results of dI
i + 1 and dQ

i + 1 are obtained successively from Eqs.
(17.68) and (17.69). This process is to reduce the multiuser K − 1 inter-
ferences, but the noise due to imperfect cancellation in the previous
stage increases.

The above process is for a successive interference cancellation (SIC)
detector. It takes a serial process to cancel interference. Each stage
cancels out one additional direct-sequence user from the received sig-
nal so that the remaining users contribute less MAI in the next stage.

The SIC detector can be replaced by a parallel interference cancella-
tion (PIC) detector, which estimates and removes all the MAI for each
user in parallel.

From a number of studies [19], SIC is found to be superior in a non-
power-controlled fading channel because the canceling scheme is based
on the signal strength. On the other hand, PIC is found to be superior
in a well-power-controlled channel because the use of the canceling
scheme is based on the interfering bits, not the signal strength.

Since we are working in the Rayleigh fading case, the amplitude A
is a Rayleigh variable. Let the amplitude A in Eq. (17.53) or Eq. (17.60)
be Rayleigh-distributed. The error is introduced as the probability of
receiving a weak amplitude increases for the desired signal and a
strong amplitude for an interference.

17.6 Spectrum and Technology 
of a Wireless Local Loop System

Technological advancements and the capabilities of cellular telecom-
munication since 1980 are growing rapidly worldwide. In the future,
subscribers will be allowed virtually unlimited access to information.

1
�
T

1
�
T
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The need for the wireless local loop (WLL) system in urban and rural
areas and in developed and developing countries is starting to draw a
great deal of attention.

Since the January 1996 Telecommunication Reform Act was passed
by Congress, everyone can get into everyone else’s business. Telephone
companies will provide WLL systems to retain their customers. In the
meantime, the wireless communication companies will provide WLL
systems to take away the wireless telephone companies’ customers.
Also, there will be many stand-alone WLL companies trying to serve as
wireless telephone companies. Those companies will all be competing
against each other. They all must make efficient spectrum; that is, high
capacity. In this section, we compare the spectrum efficiency of each
multiple-access scheme.

The attributes of a WLL system 
per Fig. 17.14

■ Coverage increases. The path loss is based on free space loss.
■ Capacity increases. The required (C/I )WLL is much less than the

required (C/I )cellular.
■ The high-gain directional antenna can be used at both ends. Thus,

interference decreases and the frequency-reuse distance reduces
(i.e., capacity increases).

Concept of deploying wireless systems

The general key drivers of deploying a wireless system. The general key
drivers of deploying a WLL system are capacity, coverage, and quality.
However, the three key drivers are interrelated. With an allocated
spectral band as a given, then:

capacity ∝ (quality)−1

coverage ∝ (quality)−1

New Concepts 637

Figure 17.14 The scenario of a WLL system.
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The three key drivers related to C/I. The three key drivers (capacity, cov-
erage, and quality) can be expressed as a function of C/I.

↑ = quality is improving

↓ = capacity and coverage is increasing

Quality Q is proportional to C/I:

Q ∝ (17.72)

Radio capacity m is inversely proportional to C/I:

m = ∝ � �
−1

channels/cell (for FDMA and TDMA) (17.73)

Coverage R is inversely proportional to C/I:

R ∝ D ⋅ � �
−1

(17.74)

Consideration of deploying a WLL system

Impact from the required C/I. The required C/I ratio in each system is
determined from the accepted voice quality or corresponds to the spe-
cific frame error rate. The required C/I of a WLL system under a non-
fading fixed-to-fixed condition is always less than the required C/I of a
cellular system under a mobile radio multipath fading condition.

� �W
< � �c

(17.75)

It shows that the WLL system can tolerate more Gaussian-like inter-
ference than the cellular system can tolerate Rayleigh-like interfer-
ence. Therefore, the frequency-reuse distance for WLL is supposedly
shorter than for that of cellular if the propagation path loss for both
systems are the same.

Impact from the propagation path loss
Coverage increases in WLL. The coverage of a WLL is based on a fixed-to-

fixed propagation. The path loss of the fixed-to-fixed propagation in a
WLL is based on 20 dB/decade. However, the path loss of mobile radio
propagation (fixed-to-mobile) is based on 40 dB/decade, which shows a
high excessive loss. Therefore, the same wireless communication system
can cover more area for WLL services than for the mobile radio services.
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Capacity decreases in WLL if FDMA or TDMA is used. Based on the path loss
of 20 dB/decade for WLL and 40 dB/decade for cellular, the formula of
C/I and K of both systems can be obtained as follows:

WLL systems

1. Under a condition of six interferers (see Fig. 17.11),

� �W1

= = (17.76)

Substituting Eq. (17.76) into Eq. (15.16) yields

KW1 = � �
−2

W2

= 2 � �W1

(17.77)

2. Under a condition of one interferer (see Fig. 17.15),

� �W2

= = � �
2

W2

(17.78)

and

KW2 = � �
2

W2

= � �W2

(17.79)C
�
I

1
�
3

D
�
R

1
�
3

D
�
R

R−2
W2�

D−2
W2
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�
I
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�
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D
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Figure 17.15 A scenario of one interferer.
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Cellular systems. Always under a condition of six interferers (see
Fig. 17.11),

� �c
= = (17.80)

Substituting Eq. (17.80) into Eq. (15.16) yields

Kc = � �c

2
= �� �����c

(17.81)

Capacity comparison. The ratio of KW /Kc can be used to compare the
capacity of two systems, if

< 1 (17.82)

The capacity of WLL is greater than that of cellular. The ratio of KW1/Kc

under a condition of six interferers is

= = 2.45 (17.83)

The ratio of KW2/Kc under two different conditions, one interferer for
WLL and six interferers for cellular, is

= (17.84)

Equations (17.83) and (17.84) are plotted in Fig. 17.16 with a variable a:

� �c
= a � �W

(17.85)

where a is always greater than 1, as shown in Eq. (17.85).
Assume that the required (C/I)W of WLL is 6 dB or greater; then, sev-

eral observations can be stated from Fig. 17.16 as follows:

1. The region where WLL capacity is greater than cellular capacity, is
below the line of KW /Kc = 1.

2. The WLL system under the condition of six interferers cannot have
a capacity greater than the capacity of cellular.

3. The WLL system under the condition of one interferer can most
likely have a capacity greater than the cellular capacity.

4. When the value a becomes greater, the ratio of KW /Kc increases.
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Capacity is independent from the propagation path loss if CDMA is used.
In a CDMA system, every cell operates the same radio channels; there-
fore, D = 2R (as stated previously) and K is a constant equal to 1.33.
However, M is unknown and is a function of C/I described in Sec. 15.4.
The following deviation shows that the propagation path loss does not
impact the capacity using the scenario that appears in Fig. 17.17,
which is the worst case. The C/I can be expressed as

= = (17.86)Eb/Io�
B/R

C
�
Is + Ia

C
�
I
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Figure 17.16 Comparison of the capacities between WLL and cellular systems.
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where I is the total interference, Is is the self-interference, and Ia is the
adjacent interference, Eb/I0 is the energy per bit divided by the inter-
ference per Hz, B is the allocated spectrum band, and R is the transmit
rate per second. In Eq. (17.86) Eb/I0 and B/R are given.

In WLL systems. Formulate the following equation from Fig. 17.7:

� �W
= ≈ (17.87)

In Eq. (17.87), we may find the self-interference Is and the adjacent cell
interference Ia as

Is = (MW − 1) ⋅ C ⋅ R−2

Ia = I1 + I2 + ∆1 = 2MW ⋅ C ⋅ R−2 + ∆1 ≈ 2MW ⋅ C ⋅ R−2

where ∆1 is the adjacent cell interference coming from three Ib’s and six
Ic’s other than I1 and I2. As shown in Fig. 17.17, ∆1 can be small and
neglected. Then, from Eq. (17.87), the total number of traffic channels
is found as

MW = � + 1� (17.88)
1

�

��
C
I
��W

1
�
3

1
�
3MW − 1

C ⋅ R−2

�����
(MW − 1) ⋅ C ⋅ R−2 + 2MW ⋅ C ⋅ R−2 + ∆1

C
�
I
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Figure 17.17 A CDMA system and its interference
(processing-gain intelligent cell).
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In cellular systems. Formulate the following equation from Fig. 17.7:

� �c
= ≈ (17.89)

In Eq. (17.89), we may find the self-interference Is and the adjacent cell
interference Ia as

Is = (Mc − 1) ⋅ C ⋅ R−4

Ia = I1 + I2 + ∆2 = 2Mc ⋅ C ⋅ R−4 + ∆2 ≈ 2Mc ⋅ C ⋅ R−4

where ∆2 is the adjacent cell interference coming from three Ib’s and six
Ic’s other than I1 and I2. As shown in Fig. 17.17, ∆2 can be small and
neglected. Then, from Eq. (17.89), the total number of traffic channels
is found as

Mc = � + 1� (17.90)

Capacity comparison. Comparing Eq. (17.87) with Eq. (17.89), the two
formulas—one based on the path loss of 20 dB/dec and one based on the
path loss of 40 dB/dec—are identical. It shows that, in CDMA systems,
different propagation-path loss values do not affect the capacity for-
mula. Since from Eq. (17.75), (C/I)c > (C/I)W always, then

MW > Mc (17.91)

Equation (17.91) is always true in CDMA systems.

Calculated capacity of WLL systems

We may compare the capacity of CDMA with the capacity of FDMA or
TDMA. The C/I can be obtained from Eq. (17.86). Let’s make some
assumptions in the sections that follow.

In CDMA systems
Bc = 1.23 MHz
R = 9.6 kbps
s = number of sectors = 3
η = voice activity cycle = 0.4

M′W = (s/η) ⋅ MW = the total channels (consider a three-sector cell
and 40% voice activity cycle)

Then C/I from Eq. (17.86) becomes

= (17.92)Eb/Io�
128
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1
�

��
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1
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1
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Substituting Eq. (17.92) into Eq. (17.88) and then into Eq. (15.15) the
total number of channels per cell is

m′W = = ⋅ � � + 1�� = 1.875 � + 1� (17.93)

In FDMA or TDMA Systems

Bt = total spectrum = 1.23 MHz
Bc = channel bandwidth or equivalent = 25 MHz

then

M = = 49 channels

Under a condition of six interferers, substituting Eq. (17.77) into Eq.
(15.15) yields.

mW1 = = = (17.94)

Under a condition of one interferer, substituting Eq. (17.79) into Eq.
(15.15) yields

mW2 = = = (17.95)

Comparing the capacity of CDMA with that of FDMA or TDMA in WLL sys-
tems. The capacity of CDMA (m′W) shown in Eq. (17.93), the capacity of
FDMA or TDMA (mW1) shown in Eq. (17.94) under a condition of six
interferers, and the capacity of FDMA or TDMA (mW2) shown in Eq.
(17.95) under a condition of one interferer are plotted in Fig. 17.18.
Assume that the required Eb/I0 of CDMA is equal to the required (C/I)W

of FDMA or TDMA; then we may conclude that the capacity of CDMA
is always larger than that of FDMA or TDMA. Also, the capacity of
FDMA or TDMA with one interferer is always greater than that with
six interferers.

Comparing the capacity of WLL with the capacity of cellular using CDMA.
We have shown that the capacity formulas for both systems are identi-
cal in comparing Eq. (17.88) with Eq. (17.90). Therefore, Eq. (17.93) can
be used for both systems with a set of given assumptions.

We make a further reasonable assumption that

Eb/Io = 5 dB for WLL (17.96)
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Figure 17.18 Comparison of different multiple access schemes in WLL systems.
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then

m′W = 1.875 � + 1� = 1.875 � + 1� = 77.76 (17.97)

and assume that

Eb/I0 = 8 dB for cellular (17.98)

then

m′c = 1.875 � + 1� = 40 (17.99)

Comparing m′W and m′c, we may conclude that the capacity of WLL is
double the capacity of cellular.

TDD for WLL

The TDD (time division duplexing) system uses one channel to handle
both transmitting and receiving in alternating time periods. We may
illustrate the channel structure in Fig. 17.19. The guard time τ is the
time period that both transmitter and receiver are inactive to avoid 
the transient. Given the range D to be the maximum distance, then the
burst duration ∆ has to be

∆ = 2(δ + T + τ)

128
�
6.3

128
�
3.16

128
�
Eb/I0

646 Chapter Seventeen

∆

T

D (distance)

Base
station

Mobile units

Tx

δ = τD
c

T

Rv

Rv Tx
Time scale

Tx

Figure 17.19 A TDD system.
T = burst data in a time slot
τ = guard time
δ = the transit time
∆ = burst duration
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where

δ =

and T is the time slot for the burst data. The speed of light is c. If the
time slot T for the burst data and the transit time δ are not much dif-
ferent (i.e., T ≈ S) and τ is very small, then the data rate of TDD can be
the same as the data rate of FDD.

TDD is not recommended for fast-motion mobile radio. The reason is
that the estimation of time of the returning signal from the mobile unit
to the base becomes very critical. The power controls for the forward
link and the reverse link would be hard to implement in this environ-
ment. Thus, reducing both the near-far interference and the multicell
interference for the TDD system would be the big challenge in the cel-
lular and PCS systems.

However, in WLL, especially if CDMA is used, the advantages of
applying TDD are as follows:

1. No signal fading occurs in WLL. Therefore, no interleaving is needed
(see Sec. 16.14), and no decoding delay will be in response.

2. In a fixed-to-fixed system, the power control can be preset. There-
fore, no near-far interference is concerned.

3. Directional antennae mounted on both ends can reduce the multisec-
tor interference in a cell and the multicell interference in a system.

4. No duplexers are needed. They are a cost item.

5. The transmitters are off when the users are listening. The battery
life is longer.

6. Coherent detection can be easily applied on both links, forward and
reverse. Thus, reception has better quality.

7. Diversity schemes can be applied at the base station to serve diver-
sity gains at both ends, if needed. This is described in Sec. 16.7.

8. The TDD system is simpler, rugged, and cost-effective.

17.7 Wavelet Representation

A question often asked in signal processing is how best to represent
signals. This is related to the applications such as detection, data stor-
age, data compression, signal analysis, signal transmission, and so on.

One wavelet application can be described here. In the 1960s, Bell
Labs invented picture phones that used the same twist-wire tele-
phone lines. Normally, to send picture frames, you need a wideband
channel for transmitting high-speed data. Here is a clever idea: at

D
�
c
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first, the picture of a calling party at the sending end is scanned and
sent to the called party at the receiving end through a slow data rate.
After the entire picture frame is complete at the receiving end, then
only the changing (moving) part of a picture frame is sent. It corre-
sponds to a small data stream, and the telephone line can take that
kind of load. An entire picture frame in this case is broken down into
many wavelets in a wavelet representation. The changing part can be
identified by certain wavelets that are the only ones to be sent. This
means that all the redundant bits do not need to be sent. To make the
wavelet representation more dynamic, the following theory is
described.

Wavelet theory deals with the study of the time-scale behavior of the
functions, just as the short-time Fourier analysis deals with the time-
frequency behavior of functions. The wavelet is a function generated
from a scaling function. The wavelet function is obtained from an asso-
ciated transformation that gives a time-scale representation of finite
energy functions. The associated transformation is called the wavelet
representation.

In a wavelet representation, one or both of the time and scale param-
eters may be discrete or continuous.

If the wavelet is compactly represented, then a finite-power signal
can also be localized in time and scale, thus facilitating the study of the
time-scale behavior of periodic and nonstationary signals.

The enormous flexibility of choosing the wavelet (the same as choos-
ing the window function in short-time Fourier analysis) permits the use
of optimal wavelets for specific applications. Since compactly supported
wavelets are determined by a finite sequence of numbers, one can opti-
mize over these to obtain wavelets suited best for specific applications.

The wavelet representations have the desirable property of being
localized in both the time (space) and the frequency domains (scale).
Before forming a wavelet function, we define a scaling function ϕ(x)
such that

ϕ(x) = �
2g − 1

k = 0

a(k) ϕ (2x − k) (17.100)

where there are 2g − 1 different values of a(k) is the finite number 2g −
1 called the scaling vector.

There is an associated set of vectors b(k) that defines the wavelet
function associated to the scaling function of the wavelet system. The
wavelet function is denoted by

ψ(x) = �
2g − 1

k = 0

b(k) ϕ (2x − k) (17.101)
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The sequences a(k) and b(k) are called the scaling vector and the
wavelet vector, respectively. From the sampling theorem, it is easy to
show that

a(k) = ϕ � � = 	2� (17.102)

b(k) = ψ � � = 	2� ϕ (k) − ϕ � � (17.103)

The wavelet system is defined in terms of rescaling by these two func-
tions, ϕ(x) and ψ(x), and these two provide an orthonormal basis. Since
space x and time t correspond on a one-to-one basis, ϕ(x) and ψ(x) can
be replaced by ϕ(t) and ψ(t). The coefficients a(k) and b(k) form the
basis upon which we can compute the approximations that will enable
us to scale the wavelet expansion coefficients at any level.

The coefficients of wavelet series representations contain important
local information on frequency-time or phase-space. Since there is a
localization property in the wavelet, we may send fewer bits in the
wavelet representation by removing the redundant bits before sending.
The readers who are interested in this topic should obtain Ref. 21.

Problem Exercises

1. Prove that, when the number of branches M becomes very large, the chan-
nel capacity of a Rayleigh fading channel converts to that of a Gaussian noise
channel.

2. Why can the conventional average formula not apply to the real-time
mobile radio environment?

3. Given that the measured C/I is 20 dB, r/R = 4.6, γ = 40 dB/dec, and the min-
imum tolerated U level is 16 dB, then what is the percentage P(u ≤ U)?

4. Will the propagation-path loss of 20 dB/dec provide higher capacity than
that of 40 dB/dec for a system?

5. Prove that the capacity of WLL is independent of path loss.

6. How is the TDD system (time division duplexing) used for WLL?

7. Describe the superiority of applying the successive interference cancella-
tions in a non-power-controlling fading channel.

8. Can a ping-pong handoff arrangement in a handoff region using a selective
diversity between two cells increase capacity?
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9. How can multiuser detection for CDMA cancel the interference but not
single-user detection?

10. How can a multiple-beam directional antenna (m beams) array on a WLL
system be able to have more beams than a multiple-beam directional antenna
(n beams) array on cellular systems; i.e., m > n?
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Chapter

Military Mobile Communications

18.1 Strategies Used 
in a Jamming Environment

The characteristics of the mobile-radio environment have been described
in the preceding chapters, including the phenomena of multipath fading,
frequency-selective fading, and the various other transmission losses.
In this complex medium, the degradation in performance from unin-
tentional interferences can be calculated. In this chapter, the effect on
performance of intentional sources of interference, called “jammers,” is
discussed in terms of its impact on military mobile communications. The
various types of jammers can be classified as follows:

1. Air jammer—The jamming signal can arrive via true line-of-sight
propagation and does not experience any fades, while the reception
of the desired signal experiences fading. In this case, the necessary
jammer transmitting power is relatively weak.

2. Ground jammer—Both the jamming signal and the desired signal
experience fading at the receiving end. In this case, the jammer
power can be very high.

Jammer strategy

Jammers can be classified as (1) CW jammers operating continuously
on one frequency; (2) pulsed jammers consisting of on-off jamming uti-
lizing peak power; (3) wideband pseudo-noise jammers operating at a
certain bandwidth; (4) partial-band jammers, which utilize the power
of the jamming transmitter to efficiently jam a part of the desired sig-
nal band while leaving part of the information intact; and (5) follow-up
jammers, which can be used to detect a transmitted signal waveform
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and then transmit an appropriate jamming signal that will jam the
receiving end.

Electronic counter-countermeasure 
(ECCM) technology

There are two main categories of electronic counter-countermeasure
(ECCM) techniques that can be applied. One requires a large degree of
spectral spreading, larger than the normal required bandwidth; the
second requires prior knowledge of the nature of the jammer to allow
the proper non-spectral spreading techniques to be used. Spectral-
spreading techniques include spread-spectrum schemes (described in
Sec. 8.4) and coding schemes (described in Sec. 13.2). Non-spectral-
spreading techniques include any of the following:

1. Site selection and power-control strategy

2. Directivity and antenna-pattern shaping

3. Diversity schemes

4. Adaptive-antenna nulling and adaptive signal canceling

5. Programmable notch filters

In this chapter, four major techniques are discussed: spread-spectrum,
coding schemes, diversity schemes, and adaptive-antenna.

Example 18.1 This example is concerned with finding the relationships among
processing gain, jammer-to-signal ratio, and signal-to-noise ratio. Although the
Shannon channel-capacity formula is applied to a Gaussian noise channel and
applied to a Rayleigh-fading channel only when the snr becomes large (as men-
tioned in Sec. 11.1 of Chap. 11), it is used here to demonstrate the relationships
among three parameters: processing gain (PG), jammer-to-signal ratio (J/S), and
signal-to-noise ratio (S/N). Suppose that N is replaced by N + J in Eq. (11.1); then

C = Rm = B log2 �1 + � (E18.1)

where Rm is the maximum signaling rate. Equation (E18.1) can be converted into
the following expression:

10 log2 � � = −10 log �(2Rm/B − 1)−1 − � (E18.2)

where

= processing gain

= jammer-to-signal ratio
J
�
S

B
�
Rm

J
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S
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N
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The processing gain can be increased by applying spread-spectrum techniques,
and the jammer-to-noise ratio can be suppressed by applying adaptive-antenna
nulling. Equation (E18.2) is plotted in Fig. E18.1, which provides a quantitative
comparison. To maintain an S/N level of 70 dB, PG = 12 dB is required for a 
J/S = 10 dB, and PG = 17.7 dB is required for a J/S = 100 dB.

18.2 Spread-Spectrum Scheme—
Frequency Hopping (FH)

In Chap. 8, the use of an FH-DPSK spread-spectrum scheme for pro-
viding mobile-radiotelephone services to a large number of customers
was described. In this section, the use of the spectrum scheme for anti-
jamming purposes is described. In a mobile-radio environment where
jammers are present, a noncoherent frequency-hopping system may be
the primary choice for the same reasons given in Chap. 8. The bit-error
rate of a noncoherent FSK signal can be obtained from Eq. (8.80).
Assume that all the bits received during the time interval of one chip
(one hopped frequency) are totally correlated. That means that if one
bit is in the fade, most likely all bits are in the fade. On this assump-
tion, the two kinds of bit-error rates passing through the Rayleigh-
fading environment are:

Military Mobile Communications 653

Figure E18.1 Relationships among PG, J/S, and S/N.
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Under a nonjamming case:

Pe1 = �∞

0
exp �− � exp �− � dγ = (18.1)

Under a jamming case, assuming a channel-band jammer:

Pe2 = �∞

0
exp �− � exp �− � dγ = (18.2)

where γ0 is the snr and γj is the signal/(jammer + noise) ratio, γj =
S/(J + N), and the jammer jams one entire channel (chip) of an FSK
signal.

When K jammers are present, the chance that one chip among m chips
is jammed is

q = (18.3)

where m is the maximum number of available chips. While a frequency-
hopping channel is taking place, the bit-error rate caused by K jam-
mers, where K < m, in a fading environment is

Pe = Pe1(1 − q) + qPe2 (18.4)

Substituting Eqs. (18.1) and (18.2) into Eq. (18.4) gives the following:

Pe = (18.5)

The function for Eq. (18.5) is plotted in Fig. 18.1, for m = 2000.
The case of γ j = 0 dB occurs when the jammer’s power equals the

desired signal power at the input to the receiver. The case of γ j = γ0 is
the nonjamming case. In this analysis, a slow hopping rate of 1000
hops per second or less is assumed. For a case involving infinite jam-
ming power, Eq. (18.5) becomes:

Pe = + (18.6)

providing γ0 >> 3 dB, which is the usual case.
The processing gain (PG) for a frequency-hopping (FH) scheme in a

jamming environment is defined:

PGFH = number of frequency chips m

≥ (18.7)BWRF�
R
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where BWRF is the bandwidth of RF and R is the information rate. For
m = 2000, PGFH can be expressed:

PGFH = 2000 ≈ 33 dB

From Eq. (18.7), the BWRF determines the PGFH. To increase the band-
width BWRF, it is necessary to operate at a higher frequency range.
However, this may cause problems due to other limitations.

Improvement of bit-error rate

To improve the bit-error rate, a scheme for transmitting an identical
bit stream from one chip to another over a number of different chips is
demonstrated in this section. A similar analysis was described in Chap.
13. When N is an odd number, a majority vote among N repeated bits is
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Figure 18.1 Bit-error rate of a noncoherent FSK signal in a Rayleigh-fading and
jamming environment (m = 2000).
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necessary to determine a 0 or a 1 value for each information bit. In
determining the bit-error rate after a majority vote from N repeated
bits, the chance of having more than (N + 1)/2 repeated bits in error
must be considered. When the frequency separation among chips used
for frequency hopping is large and exceeds the coherent bandwidth,
then the N repeated bits obtained from N chips for each information 
bit are mutually uncorrelated. The improved bit-error rate can be ob-
tained by applying the Bernoulli trials method, as follows:

P3 = 1 − (1 − Pe)2(1 + 2Pe) N = 3 (18.8)

P9 = 1 − (1 − Pe)2[1 + C1
5Pe + C2

6Pe
2 + C3

7Pe
3 + C4

8Pe
4] N = 9 (18.9)

PN = 1 − (1 − Pe)
(N + 1)/2[1 + C1

(N + 1)/2Pe + C2
(N + 3)/2Pe

2 + C3
(N + 5)/2Pe

3

+ ⋅⋅⋅ + CN − 1/2
N − 1 Pe

N − 1/2] all N (18.10)

For m = 2000 and γj = −3 dB, the improved bit-error rate PN for values
of N from 3 to 9 and of K from 50 to 200 is plotted in Fig. 18.2. An
improvement is shown in Fig. 18.2 as N increases. From Eq. (18.10),
the required signal levels for a bit-error rate of 10−3 are plotted versus
the number of repetitions in Fig. 18.3. For an snr of 15 dB, the required
repetition rate is 4 for K = 50, and 5 for K = 100. However, the through-
put, which is described in Sec. 13.2 of Chap. 13, decreases accord-
ingly. In order to increase the throughput, effective coding schemes
should be applied. These coding schemes are described in the following 
section.

18.3 Coding Schemes

The two major coding schemes used are the block code and the convo-
lutional code, which were described in Sec. 13.2 of Chap. 13. In the
block code, B(n, k), out of n bits transmitted, only k bits contain infor-
mation. The throughput Rth is a fraction of the information-bit rate R,
which is expressed:

Rth = R (18.11)

In the convolutional code, C(n, k), out of k message bits fed into the
encoder, a block of n coded bits is generated as the encoder output. In
this case, the throughput Rth becomes:

Rth = R (18.12)k
�
n

k
�
n
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The throughput Rth, in both Eqs. (18.11) and (18.12), is linearly pro-
portional to the information-bit rate R. Another important parameter
of any coding scheme is the coding gain, which can be expressed:

(Coding gain)dB = � �no coding
− � �with coding

where Eb is the average energy per bit and η0 is the noise-power den-
sity. The commonly used notation Eb /η0 is related to the cnr as fol-
lows:

cnr = = = R
�
B

Eb�
η0

EbR
�
η0B

Pc�
N0

Eb�
η0

Eb�
η0
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Figure 18.2 Improved bit-error rates for different numbers of repetition
(m = 2000, γ j = −3 dB).
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where Pc is the carrier power, N0 is the noise power, R is the signaling
rate, and B is the bandwidth of the signal. Comparing Eb /η0 with cod-
ing and without coding at a given bit-error rate (ber) reveals a coding
gain. Usually a coding gain of 4 to 5 dB is desired.

In the mobile-radio fading environment, the burst errors are gener-
ated in a signal-bit stream mixed with Gaussian random errors. There-
fore, it is necessary to use burst-error correcting codes, e.g., (1) BCH
code, (2) Reed-Solomon code (nonbinary or binary), (3) convolutional
code, or (4) interleaved block code. The word-error rates of the first
three can be calculated by following the procedure described in Sec.
13.4 for both the slow-fading case and the fast-fading case. The last one
depends on the degree of interleaving associated with different types of
codes.

Before calculating the word-error rates and the coding gain of a
coded signal, the slow- and fast-fading cases have to be defined. Any
two adjacent transmitted bits separated in space by approximately
0.75λ or more are uncorrelated in the mobile-radio environment, as
mentioned in Sec. 9.4. Take a limiting situation, which is when the
maximum vehicle speed is 112.5 km/h (70 mi/h), and find the number
of bits S occupying a time frame equal to 0.75λ over which the first bit
and last bit of S bits are uncorrelated. The slow- and fast-fading cases,
when coding schemes are used, then, can be defined by the code block
size C as compared with the number of correlated bits S:
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Figure 18.3 Required signal levels for a bit-error rate of 10−3 (m = 2000).
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C << S a slow-fading case: first code block and second code
block totally correlated

C ≥ S a fast-fading case: first code block and second code
block uncorrelated

Figure 18.4 shows the slow- and fast-fading regions for different sig-
naling rates for the equation

S = 0.75 b

where R is the signaling rate, c is the speed of light, f is the frequency,
and V = 112.5 km/h.

18.4 Combined Coding, Diversity,
and Frequency Hopping 
in a Jamming Environment

Combining a normally used code such as a BCH code with a diversity
scheme in reducing the word-error rate has been demonstrated in Sec.
13.5. In order to show a strong effect on coding in a jamming environ-
ment, an outstanding burst-error correcting code called Reed-Solomon

c
�
f

R
�
V
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Figure 18.4 Defining fast-fading and slow-fading cases.
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code is chosen. An (N, K ) Reed-Solomon (R-S) code is used in a nonco-
herent FSK modulation with frequency hopping (FH). In addition, the
advantage of using a space diversity with maximal-ratio combining is
included in the analysis. Section 13.2 indicates that the (7, 3) Reed-
Solomon code can correct up to two errors. Two kinds of R-S codes are
studied separately, as follows.

Binary R-S code

In a binary R-S code, every consecutive 3 bits in the stream identify a
code block Bi (where i = 1, . . . , 8), which is one of eight (23) possible
binary numbers. Then every three consecutive information code blocks
are picked and inserted with four parity-check code blocks to form 
a Reed-Solomon code word (7, 3). The information of a code word is
shown as follows:

660 Chapter Eighteen

One Reed-Solomon (R-S) code word (WS) consists of 21 bits, or 7 code
blocks (WS = 7Bi), among which 9 bits are information bits and 12 are
parity check bits. There are two cases with which we can be concerned,
as follows:

1. Slow-fading case It has been assumed that in a slow-fading case a
word-error rate of all bits in a code word can be treated as equal to a
single bit-error rate. Then it is necessary first to find the error proba-
bility of having 1 error in every 3-bit interval in a nonfading case and
thus to determine the error probability pCB for a code block (3 bits):

pCB = 1 − (1 − p)3 (18.13)

where p is the bit-error rate of a noncoherent FSK signal obtained from
Eq. (8.80). The error rate of a code word which consists of N code blocks
and corrects errors up to t code blocks can be shown as:

PCW(t error corrections) = 1 − �
t

l = 0

p(N, l)

= 1 − �
t

l = 0
� � (1 − pCB)N − lpCB

l (18.14)N
l
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where p(N, l) is the error rate at which exactly l code blocks will be in
error in a code word of N code blocks, as shown in Eq. (13.43). Then the
average error rate of a code word of N code blocks can be obtained from
Eq. (13.44):

〈p(N, l)〉 = �∞

0
p(N, l)pM (γ) dγ (18.15)

where pM (γ) is the M-branch maximal-ratio combiner expressed in Eq.
(13.36). The p(N, l) for l errors can be derived as follows:

p(N, l) = � � (1 − pCB)N − lpCB
l = � � (1 − p)3(N − l)[1 − (1 − p)3]l

= � � (1 − p)3(N − l) ��
l

i = 0
� � [−(1 − p)3]i�

= � � �
l

i = 0
� � (−1)i(1 − p)3(N − l + i)

= � � �
l

i = 0
� � (−1)i � �

3(N − l + i)

u = 0
� � (− p)u�

= � � �
l

i = 0
�

3(N − l + i)

u = 0
� � (−1)i + u � � pu (18.16)

In Eq. (18.16), only p is a function of γ ; hence in inserting Eq. (18.16)
into Eq. (18.15) results in the following integration:

�∞

0
pupM (γ) dγ = �∞

0 � e−γ /2�
u

exp �− � dγ

= � �
u

= 〈pu〉 (18.17)

The average error rate of a code word can be derived by integrating Eq.
(18.14) over a fading environment with a system of M diversity
branches:

〈Pew〉 = 1 − �
t

l = 0

〈p(N, l)〉

= 1 − �
t

l = 0
�

l

i = 0
�

3(N − l + i)

u = 0

(−1)i + u � � � � � � 〈pu〉 (18.18)
3(N − l + i)

u
l
i

N
l

1
��

�1 + �
u
2

� Γ�
M

1
�
2

γ
�
Γ

γM − 1

�
ΓM

1
�
(M − 1)!

1
�
2

3(N − l + i)
u

l
i

N
l

3(N − l + i)
u

l
i

N
l

l
i

N
l

l
i

N
l

N
l

N
l
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where N = 7, t = 2, M is the number of diversity branches, and Γ is
the cnr. Since the 21-bit code word contains 9 information bits, the
throughput is (9/21)R. Usually, the signaling rate R equals the trans-
mission bandwidth B; hence Γ = Eb/η0. Equation (18.18) is plotted in
Fig. 18.5 versus Eb/η0.

Now if a word consists of 9 information bits and is not coded, its
word-error rate in a slow-fading case should be:

Pew = �∞

0
[1 − (1 − p)9]pM(γ) dγ (18.19)

where p is the bit-error rate of a noncoherent FSK signal as shown in
Eq. (8.80) and pM(γ) is the pdf of a maximal-ratio combiner as shown in
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Figure 18.5 Word-error rate improved after coding and diversity in a
slow-fading case.
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Eq. (13.7). Equation (18.19) is also plotted in Fig. 18.5 for comparison.
Comparing a coded signal with a noncoded signal in a nondiversity
case (M = 1) shows a coding gain of 3 dB for the former at a word-error
rate of 10−1. It is also shown that the use of diversity seems more effec-
tive than the use of coding.

Now the same technique described in Sec. 18.2 will be applied. Then
the bit-error rate of a coded bit stream caused by K jammers, where 
K < m, in a jamming environment is:

Pe = Pe1(1 − q) + qPe2 (18.20)

where γ0 replaces γ in Eq. (8.80) for Pe1 and γj replaces γ in Eq. (8.80) for
Pe2. q is defined in Eq. (18.3). Pe of Eq. (18.20) replaces p in Eq. (18.13)
in the jamming environment. Then averaging Eq. (18.14) over a fading
environment [or Eq. (18.18)] is plotted in Fig. 18.6 as a function of γ0 =
Eb/η0 with given γj. The parameters used in Fig. 18.6 are K = 50, m =
2000, and γj = 0 dB and −5 dB. In this slow-fading case, the word-error
rate changes slightly as the signal/(jammer + noise) ratio γj decreases
from 0 dB to −5 dB. The limiting conditions due to jamming are shown
as Eb/η0 increases. It seems that the use of diversity is more effective
than the use of coding.
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Figure 18.6 Word-error rate improved by coding and diversity in a
Rayleigh and jamming environment (slow-fading case).
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2. Fast-fading case The word-error rate for a fast-fading case can be
expressed as in Eq. (13.12):

Pew(t error correcting) = 1 − �
t

i = 0

p(N, l) (18.21)

where t = 2 in this case and

p(N, l) = � � (1 − pCB)N − lpCB
l (18.22)

where pCB is the error rate of a code block:

pCB = 1 − (1 − 〈p〉)3 (18.23)

and 〈p〉 is the average bit-error rate of a noncoherent FSK signal in 
a Rayleigh-fading environment. 〈p〉 can be found from Eq. (18.17) with
u = 1:

〈p〉 = �∞

0
p pM(γ) dγ = (18.24)

Equation (18.21) is plotted in Fig. 18.7 for N = 7 and t = 2.
For a noncoding word of 9 information bits, the word-error rate can

be expressed:

Pew = 1 − (1 − 〈p〉)9 (18.25)

in a fast-fading case where 〈p〉 is obtained from Eq. (18.24). Equation
(18.25) is also plotted in Fig. 18.17 for comparison. For a given Eb/η0,
the word-error rate is always less in the fast-fading case than in the
slow-fading case (compare Fig. 18.7 with Fig. 18.5). Comparing a coded
signal with a noncoded signal in a nondiversity case (M = 1) shows a
coding gain of 7 dB for the former at a word-error rate of 10−1.

Also in a jamming environment, the two bit-error rates Pe1 and Pe2,
for a nonjamming condition and for a jamming condition, respectively,
are expressed in Eqs. (18.1) and (18.2). Then when Eq. (18.20) is ap-
plied, the improved bit-error rate Pe in the jamming environment can
be obtained in a fast-fading case. Replacing 〈p〉 by Pe in Eq. (18.23) and
calculating Eq. (18.21) with the new Pe gives an improved word-error
rate, plotted in Fig. 18.8.

In the fast-fading case, both diversity and coding effectively reduce
the word-error rate, in contrast to the slow-fading case shown in Fig.
18.6. Although the limiting conditions due to the jamming environ-
ment still exist, the limiting word-error rate is lower than that shown
in Fig. 18.6.

1
��

�1 + �
Γ
2

��
M

1
�
2

N
l
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Nonbinary R-S code

The nonbinary R-S code (N, k) consists of N orthogonal components,
which can be frequencies or time slots. In the mobile-radio environ-
ment, the use of time slots can cause problems when the mobile unit 
is standing still, as described in Sec. 9.9. Hence, the use of frequen-
cies is desired. For a (7, 2) nonbinary R-S code, seven orthogonal fre-
quencies are needed for distinguishing seven states. The orthogonal 
frequencies are frequencies each of which is not in the coherent band-
width of any of the others. Under this condition, the improved word-
error rate is:

Pew = 1 − �
2

l = 0
� � (1 − 〈p〉)7 − l(〈p〉)l (18.26)
7
l
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Figure 18.7 Word-error rate improved after coding and diversity in
a fast-fading case.
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where 〈p〉 can be found from Eq. (18.24). Equation (18.26) is plotted in
Fig. 18.9. The word-error rate of a nonbinary R-S coded signal shows 
a noticeable reduction as either Eb/η0 or the number of diversity
branches increases. The coding scheme does show its effectiveness.
However, the use of nonbinary R-S code (7, 2) needs seven orthogonal
frequencies. It is, of course, not an efficient way to utilize the frequency
spectrum, since seven frequencies are assigned to one particular chan-
nel. In a jamming environment, 〈p〉 shown in Eq. (18.26) should be
replaced by a new Pe from Eq. (18.20), where Pe1 and Pe2 in Eq. (18.20)
can be found from Eqs. (18.1) and (18.2). The word-error rate in a jam-
ming environment (for k = 50 and M = 2000) is also plotted in Fig. 18.9.
For Eb/η0 = 20 dB and S/(N + J) = −5 dB, the word-error rate is 10−4 in a
nondiversity case. It is thus shown that the nonbinary R-S code is a
more effective code than the others.

Example 18.2 If a repetition rate of 3 times is used for each 5-bit code block that
is sent, then a two-thirds majority-vote algorithm at the receiving end is applied
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Figure 18.8 Word-error rate improved by coding and diversity in a
Rayleigh and jamming environment (a fast-fading case).
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to decrease the code-block error rate shown in Eq. (18.13). What will be the 
new PCB?

solution The new PCB can be expressed as follows:

New PCB = 1 − (1 − p′)5 (E18.2.1)

where p′ is the improved bit-error rate after a two-thirds majority-vote algorithm
is applied.

p′ = 1 − ��
1

i = 0
� � (1 − p)3 − ipi� (E18.2.2)

where p is found in Eq. (8.80). Equation (E18.2.1) will replace Eq. (18.13) for this
new, improved repetition scheme. However, the throughput is dropped by a factor
of 3.

3
i
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Figure 18.9 Word-error rate improved by a nonbinary code and
diversities in a Rayleigh-fading and jamming environment.
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18.5 Adaptive Antenna Nulling

The objective of using adaptive antenna nulling is to minimize the
power at the direction of jamming and to maximize the power at the
direction of desired-signal arrival. The theory of adaptive antenna
nulling is very complicated, and it is really a different field which is
beyond the scope of this book [1–10]. Here we introduce the possibility
of applying the technique to mobile-radio communication when a jam-
ming signal is present.

Basically, there are two algorithms: Widrow [1] and Applebaum [2].
The former one is called the LMS (least mean square error) algorithm
and applies an adaptive filter to a phased array; it requires knowledge
of the signal waveform. The latter algorithm is based on maximizing the
signal-to-noise ratio and requires knowledge of the direction of signal
arrival. In military mobile communications, the direction of desired-
signal arrival is usually unknown, as base-station antennas have to
move from time to time in the battlefield. For this reason, the LMS algo-
rithm may be more suitable to the mobile unit. In general, the mobile
units are always considered as moving radios scattered around the base
station. Hence the base-station antenna should be omnidirectional.
At the mobile unit, since the mobile antenna height is low—usually 2 to
3 m above the ground—the signal will be arriving from more than one
direction, and therefore an omnidirectional antenna should be used at
the mobile unit also.

The possibility of using the adaptive
antenna array

1. At the mobile unit As shown in Fig. 18.10, the jamming signal com-
ing from an air jammer usually is in a true line-of-sight condition.
Hence adaptive antenna nulling can be effectively applied. However,
when a ground jammer is present, jamming may come from more than
one direction, as the desired signal does. Therefore adaptive antenna
nulling cannot be effectively used against a ground jammer.

2. At the base station At the base station, either an air jammer or a
ground jammer comes under a true line-of-sight condition, as shown in
Fig. 18.11. Hence adaptive antenna nulling can be used against both
air and ground jammers.

Consideration

1. The loop convergence of an adaptive algorithm has to be fast enough
to overcome the situation in which every time the desired signal
received by the mobile gets out of the fades the “self-noise” gener-
ated by the searching algorithm degrades the signal performance
rather than improving it.
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2. The number and direction of jammers also have to be considered 
in determining whether adaptive antenna nulling should be applied
or not.

3. The broadband antenna array design and the integration of adap-
tive antenna array and modem are also major concerns.

Example 18.3 Find the number of nulls and the gain which can be generated
from an N-element antenna array.

solution From the antenna-array pattern, it is easily shown that N − 1 nulls can
be generated from an N-element array. Hence, m + 1 elements are needed in
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Figure 18.10 The possibility of using adaptive antenna arrays at mobile units: (a) air jam-
mer; (b) ground jammer.

(a) (b)

Figure 18.11 The possibility of using adaptive an-
tenna arrays at base stations.
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order to null m jammers. The gains of different antenna arrays are expressed in
terms of the number of elements, as follows:

G = N for a half-wavelength-spaced broadside uniformly 
illuminated array [11]

G = N for a quarter-wavelength-spaced broadside 
Chebyshev array [11]

G = 1.82N for a quarter-wavelength-spaced end-fire Chebyshev
array [11]

G = πGxGy cos θ0 for an N × N planar array [12] where the angle θ0 is
determined by the case in which all the phasors align
and Gx and Gy are the gains of the two linear arrays

Problem Exercises

1. If the number of maximum available chips is 1000 instead of 2000 but 
the remaining conditions are the same as those in Sec. 18.2, what will be the
changes in Fig. 18.1?

2. If a four-level PSK (QPSK) modulation scheme is used, the signaling rate
R equals twice the bandwidth B. What will be the cnr needed to maintain a 
10-dB level of Eb/η0, and what is the difference in cnr compared with a binary
PSK modulation scheme?

3. Take a (15, 7) Reed-Solomon code and try to find the improved bit-error
rate in a case of combined coding diversity and frequency hopping.

4. Extend Prob. 3 to the jamming environment.

5. Prove that the following expression is derived from a (31, 15) binary R-S
coded signal:

〈Pew〉 = 1 − ��
155

u = 0

(−1)u �A0 + �A1

+ �A2 + �A3 + �A4

+ �A5 + �A6 + �A7

+ �������� � �
u

�
provided that 1/(c − u)! = 0 if c − u < 0. All A’s are constants.

6. Take a Golay code (23, 12) (see Table 13.1) and try to find the improved bit-
error rate for the same conditions as given in Prob. 3. Discuss the two results,
one from the R-S code and the other from the Golay code.

1
��
(1 + uΓ/2)M

1
�
2

A8
��
(115 − u)!

120 ⋅ ⋅ ⋅ 116
��
(120 − u)!

125 ⋅ ⋅ ⋅ 116
��
(125 − u)!

130 ⋅ ⋅ ⋅ 116
��
(130 − u)!

135 ⋅ ⋅ ⋅ 116
��
(135 − u)!

140 ⋅ ⋅ ⋅ 116
��
(140 − u)!

145 ⋅ ⋅ ⋅ 116
��
(145 − u)!

150 ⋅ ⋅ ⋅ 116
��
(150 − u)!

155 ⋅ ⋅ ⋅ 116
��
(155 − u)!

115!
�
u!
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7. Discuss the difficulty that might occur with an adaptive antenna array
when a frequency-hopping scheme is applied.

8. How is an adaptive antenna array applied to a broadband system? (See
Ref. 8.)

9. What are the pros and cons of using a repetition-code scheme (redun-
dancy) as opposed to other coding schemes?

10. Design a system at 1 GHz which can null out four jammers with an adap-
tive antenna gain of 10 dB, a processing gain of 20 dB, and a coding gain of 
4 dB.
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