
WIRELESS COMMUNICATION
TECHNOLOGIES : NEW MULTIMEDIA
SYSTEMS



THE KLUWER INTERNATIONAL SERIES
IN ENGINEERING AND COMPUTER SCIENCE



WIRELESS COMMUNICATION
TECHNOLOGIES : NEW MULTIMEDIA
SYSTEMS

Edited by

NORIHIKO MORINAGA
Osaka University

RYUJI KOHNO
Yokohama National University

SEIICHI SAMPEI
Osaka University

KLUWER ACADEMIC PUBLISHERS 
NEW YORK, BOSTON, DORDRECHT, LONDON, MOSCOW



eBook ISBN: 0-306-47326-7
Print ISBN: 0-792-37900-4

©2002 Kluwer Academic Publishers
New York, Boston, Dordrecht, London, Moscow

All rights reserved

No part of this eBook may be reproduced or transmitted in any form or by any means, electronic,
mechanical, recording, or otherwise, without written consent from the Publisher

Created in the United States of America

Visit Kluwer Online at:  http://www.kluweronline.com
and Kluwer's eBookstore at: http://www.ebooks.kluweronline.com



Contents

Preface ix

Part I New Technical Trend in Wireless Multimedia Communications

1
Spatial Channel Modeling for Wireless Communications
Gregory D. Durgin and Thodore S. Rappaport

3

1
2
3
4
5
6

Introduction
The Basics of Small-Scale Channel Modeling
Multipath Shape Factors
Examples
Applications
Summary

4
5
9

13
17
20

2
Space-Time Coding for High Data Rate Wireless Communications
Ayman. F. Naguib and Rob Calderbank

23

1
2
3
4
5
6
7
8

Introduction
Diversity Techniques
Space-Time Coding
Space-Time Trellis Codes
Space-Time Block Codes
Interference Suppression with Space-Time Block Codes
Applications of Space-Time Coding to Wireless
Conclusions

24
25
30
32
35
40
44
52

3
Coding for the wireless channel
Ezio Biglieri, Giorgio Taricco and Guiseppe Caire

61

1
2
3
4
5

Introduction
Coding for the fading channel
Code-design criteria
Robust coding schemes
Conclusions

62
62
69
72
77



vi WIRELESS TECHNOLOGIES FOR THE 21ST CENTURY

4
OFDM – The Most Elegant Solution for Wireless Digital Transmission –
Shinsuke Hara

81

1
2
3
4
5

Introduction
Principle and Design of OFDM System
Pilot-Assisted Synchronization Approach
Blind Synchronization Approach
Conclusions

82
82
85
90
95

5
Overview on Linear Multiuser Equalizers for DS-CDMA Systems
Markku Juntti and Kari Hooli

97

1
2
3
4
5
6

Introduction
Preliminaries
Linear Multiantenna Multiuser Equalization
Bit Error Probability Analysis
Chip Equalization
Conclusions

98
99

106
109
116
121

6
Software-Defined Radio Technologies
Shinichiro Haruyama

131

1
2
3
4
5

Introduction
Applications of Software-Defined Radio
Structure of Software-Defined Radio
Key components of software-defined radio
Standardization

132
132
135
138
141

7
Spatial and Temporal Communiation Theory Based on Adaptive Antenna

Array
Ryuji Kohno

147

1
2
3
4
5
6
7

Introduction
Adaptive Antenna Array
Spatial and Temporal Channel Model
Spatial and Temporal Equalization
Spatial and Temporal Optimum Receiver
Spatial and Temporal Joint Equalizer in Transmitter and Receiver
Concluding Remarks

148
149
151
152
154
159
163

Part II Trends in New Wireless Multimedia Communication Systems

8
Intelligent Transport Systems
Masayuki Fujise, Akihito Kato, Katsuyoshi Sato and Hiroshi Harada

171

1
2
3
4

Introduction
Inter-Vehicle Communication
Radio on Fiber Road-Vehicle Communication
Software Radio

172
173
177
189



Contents vii

9
Wireless Data Communications Systems
Kaveh Pahlavan, Xinrong Li, Mika Ylianttila and Matti Latva-aho

201

1
2
3
4
5

Introduction
Applications and markets of wireless data communication systems
Wireless data communication standards
Challenges and future trends
Conclusions

202
202
206
210
213

10
Wireless Internet - Networking Aspect
Li Fun Chang

215

1
2
3
4
5
6

Introduction
Mobile IP
Cellular to Wireless IP: An Interim Architecture
Packet cdma2000 Network
GPRS/EGPRS and UMTS Networks
Conclusions

216
218
225
230
231
242

11
Digital Terrestrial TV Broadcasting Systems
Makoto Kami

245

1
2
3
4
5

Introduction
DVB-T
ATSC standard
ISDB-T
Conclusion

246
246
253
256
261

12
IMT-2000 – Challenges of Wireless Millennium –
Fumiyuki Adachi and Mamoru Sawahashi

263

1
2
3
4
5
6
7
8

Introduction
Bridging the expanse of mobile multimeida: Japanese market
Evolution of wireless access technology
IMT-2000 Standardization
W-CDMA wireless access
Experimental evaluation of W-CDMA
W-CDMA enhancement
Conclusion

264
265
267
271
274
280
283
290

Abbreviations and Acronyms

Index

About the Editors

Contributors

294

305

314

317



This page intentionally left blank



Preface

During 12-15 of September 1999, 10th International Symposium on Per-
sonal, Indoor and Mobile Radio Communications (PIMRC’99) was held in
Osaka Japan, and it was really a successful symposium that accommodated
more than 600 participants from more than 30 countries and regions. PIMRC
is really well organized annual symposium for wireless multimedia communi-
cation systems, in which, various up-to-date topics are discussed in the invited
talk, panel discussions and tutorial sessions.

One of the unique features of the PIMRC is that PIMRC is continuing to
publish, from Kluwer Academic Publishers since 1997, a book that collects the
hottest topics discussed in PIMRC. In PIMRC’97, Invited talks were summa-
rized in “Wireless Communications –TDMA versus CDMA – (ISBN 0-7923-
8005-3),” and it was published just before PIMRC’97. This book was also
distributed to all the PIMRC’97 participants as a part of proceedings for the
conference. In PIMRC’98, extended version of the invited papers were sum-
marized in Wireless Multimedia Network Technologies (ISBN 0-7923-8633-
7) and published in September 1999, which is almost the same timing for the
PIMRC’99.

In the case of PIMRC’99, to produce more informative book, we have se-
lected topics that attracted many PIMRC’99 participants during the confer-
ence, and invited prospective authors not only from the invited speakers but
also from tutorial speakers, panel organizers, panelists, and some other excel-
lent PIMRC’99 participants.

This book is divided into two parts; Part I for new technical trends in wire-
less multimedia communications, and Part II for trends in new wireless multi-
media communication systems that will be serviced in early 2000s.

In Part I, we have selected seven key technologies that strongly drive devel-
opments of new wireless multimedia communication systems; wireless chan-
nel modeling, space-time coding, coding for wireless, OFDM, multiuser re-
ceiver, software radio, and, spatial and temporal communication theory.



x WIRELESS TECHNOLOGIES FOR THE 21ST CENTURY

In Chapter 1, Mr. Gregory D. Durgin and Prof. Theodore S. Rappaport
of MPRG, Virginia Tech, USA, propose a new spatial channel modeling tech-
niques that characterizes angle-of-arrival of multipath fading, including its ap-
plication to several practical wireless communication channels.

In Chapter 2, Dr. Ayman F. Nguib and Dr. Rob Calderbank of AT & T Labs-
Research, USA, provide overview of space-time coding techniques including
its associated signal processing framework which is attracting many 3G system
engineers.

In Chapter 3, Prof. Ezio Biglieri and Prof. Giorgio Taricco of Politecnico di
Torino, Italy, and Prof. Giuseppe Caire of Institut Eurecom, Sophia Antipolis,
France, discuss how to select coding schemes considering not only the nature
of channels but also the applied techniques such as bit-interleaving, diversity
and transmit power control.

In Chapter 4, Prof. Shinsuke Hara of Osaka University, Japan, addresses
OFDM techniques especially synchronization issues specific to the OFDM sys-
tems.

In Chapter 5, Prof. Markku Juntti and Mr. Kri Hooli of University of Oulu,
Finland, provides overview of the multiuser receivers for CDMA systems in-
cluding its basic principle, its combination with the multipath and antenna
combining techniques and its potential applications.

In Chapter 6, Dr. Shinichiro Haruyama of Advanced Telecommunication
Laboratory of SONY Computer Science Laboratories, Inc., Japan, addresses
overview of the development of software-defined radio technologies including
current activity of the SDR forum.

In Chapter 7, Prof. Ryuji Kohno of Yokohama National University, Japan,
who is also one of the editors for this book introduces a spatial and tempo-
ral communication theory based on adaptive antenna array, such as channel
modeling, equalization and joint optimization of spatial and temporal signal
processing in both transmitter and receiver.

In Part II, because various new wireless systems are currently being stan-
dardized, we have selected five topics for new wireless systems, i.e., Intelli-
gent Transport System, wireless data communication systems, wireless Inter-
net, digital TV broadcasting and IMT-2000.

In Chapter 8, Dr. Masayuki Fujise, Dr. Akihito Kato, Dr. Katsutoshi Sato
and Dr. Hiroshi Harada of  Communications Research Laboratory (CRL), Min-
istry of Posts and Telecommunications, Japan, present key technologies for
Intelligent Transport Systems currently developed by CRL; inter-vehicle and
road-vehicle communications, radio-on-fiber and software radio technologies.

In Chapter 9, Prof. Kaveh Pahlavan and Mr. Xinrong Li of Worcester Poly-
technic Institute, USA, and, Dr. Mika Ylianttila and Prof. Matti Latva-aho
of Universty of Oulu, Finland, present overview of the current status and fu-
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PREFACE xi

ture trends of wireless data communication systems such as wireless LAN,
HomeRF and Bluetooth.

In Chapter 10, Dr. Li Fun Chang of AT & T Labs - Research, USA, provides
overview of the networking and mobility aspects of the wireless core networks,
e.g. mobile-IP based and EGPRS-based networks including basic concept of
mobile IP for both IPv4 and IPv6.

In Chapter 11, Prof. Makoto Itami of Science University of Tokyo, Japan,
addresses overview of the digital terrestrial TV broadcasting systems in EU,
USA and Japan including their feature comparison.

In Chapter 12, Prof. Fumiyuki Adachi of Tohoku University, Japan, and
Dr. Mamoru Sawahashi of NTT DoCoMo, Japan, discuss evolution of cellular
phone systems from voice services to multimedia services, IMT-2000 stan-
dardization activities towards global 3G standard, and W-CDMA technologies
including some advanced technologies such as interference cancellation and
adaptive array antenna.

Because each chapter includes basic concept and technical trend in addition
to the main topics, this book is suitable not only for the research engineers who
are developing 3G systems but also the graduate course students who would
like to know what is the cutting edge technologies, or managers in industries
to understand technical trends of the wireless world.

We, as the editors of this book, appreciate all the authors for their coopera-
tion in preparing for such up-to-date and informative contents.

Finally, the editors would like to appreciate those who helped us in editing
final version of the manuscript of this book. Especially, we would like to ex-
press our sincere appreciation to Mr. Takumi Ito who spent a lot of time in
making final electric manuscript in LATEXformat including file conversion from
MsWord to LATEX, and Mr. Tomoaki Yoshiki who helped in creating index
files.

Norihiko Morinaga
Ryuji Kohno

Seiichi Sampei
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NEW TECHNICAL TREND IN WIRELESS
MULTIMEDIA COMMUNICATIONS
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Chapter 1

SPATIAL CHANNEL MODELING FOR WIRELESS
COMMUNICATIONS

Gregory D. Durgin
Mobile and Portable Radio Research Group

Bradley Department of  Electrical and Computer Engineering Virginia Tech
gdurgin@vt.edu

Theodore S. Rappaport
Mobile and Portable Radio Research Group
Bradley Department of  Electrical and Computer Engineering Virginia Tech

wireless@vt.edu

Abstract  This chapter presents a novel theoretical framework for relating the small-scale
fading characteristics of a wireless channel to multipath angle-of-arrival. A
method is presented for reducing a multipath channel with arbitrary spatial com-
plexity to three shape factors that have simple, intuitive geometrical interpreta-
tions. Furthermore, these shape factors are shown to describe the statistics of re-
ceived signal fluctuations in a fading multipath channel. Examples demonstrate
how the shape factors may be applied to real-life problems in channel measure-
ment, level-crossing rate and average fade duration calculations, and coherence
distance estimation.

Keywords:  angle-of-arrival, channel modeling, multipath, radio wave propagation, small-
scale fading
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1 INTRODUCTION
At the start of the new millennium, an exciting perspective is emerging in the

field of wireless channel modeling. In the past, the wireless multipath channel
was thought to be a harsh, unavoidable consequence of wireless communica-
tions. In recent years, new technology in hardware and channel coding have
not just overcome the difficulties of communicating in a multipath channel –
algorithms such as space-time coding actually use the unpredictable nature of
the multipath channel to enhance the communications link [1].

One fact is inescapable: the development of new wireless systems requires
that the channel be measured and modeled to an increasingly higher degree
of detail. It no longer suffices to make oversimplifying assumptions about the
spatial channel, such as omnidirectional multipath propagation and Rayleigh
fading. Multiple antenna receivers cannot function properly if designed with-
out an understanding of the spatio-temporal characteristics of the multipath
channel.

Multipath propagation leads to two unpredictable types of behavior in the
wireless channel. The first is frequency selectivity caused by multipath compo-
nents arriving with different delays. The second is spatial selectivity caused by
multipath components arriving from different directions in space. While fre-
quency selectivity is a well-understood phenomenon, the problem of describ-
ing spatial selectivity, which results in small-scale fading, has traditionally
been difficult for wireless engineers to model for emerging space-time appli-
cations. There is a need to relate basic small-scale fading characteristics to the
spatial geometry of arriving multipath.

This chapter presents a theoretical framework for characterizing the angle-
of-arrival of multipath power in a way that produces simple-but-powerful in-
sight into the nature of small-scale fading. By emphasizing the parallel mathe-
matical analysis used for frequency selectivity and spatial selectivity, we show
that small-scale fading behavior may be described with only three geometri-
cal angle-of-arrival parameters: angular spread, angular constriction, and az-
imuthal angle of maximum fading. These three shape factors relate to spatial
selectivity much like RMS delay spread relates to frequency selectivity.

The rest of the chapter is broken into the following sections: Section 2 dis-
cusses basic concepts in modeling stochastic wireless channels. Section 3 de-
fines the three basic shape factors – geometrical parameters that describe mul-
tipath angles-of-arrival. Several examples illustrating the shape factor concept
are found in Section 4. Section 5 then presents practical problems in wireless
channel modeling which are solved easily by using multipath shape factors.
The chapter concludes with a final perspective on the work presented.
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2 THE BASICS OF SMALL-SCALE CHANNEL
MODELING

This section discusses the use of a baseband channel model to explore two
types of local area behavior in the wireless channel: frequency selectivity and
spatial selectivity. A local area is a region in space (typically about 20 wave-
lengths for microwave mobile receivers) over which the mean power level of
the channel is undisturbed by large-scale scattering and shadowing.

2.1 RECEIVED COMPLEX VOLTAGE
As propagating waves impinge upon an antenna, they excite an oscillating

voltage at the input terminals of the receiver. This voltage is a function of
position, r, of the receiver antenna. For time-harmonic (narrowband) analysis,
it suffices to describe the received voltage in the form of a complex phasor,

that is solely a function of position. The received radio frequency voltage,
is related to the complex voltage (also called the baseband voltage) by

the following relationship:

where is the radiation carrier frequency [2].
Since the phasor transform in Eqn (1.1) completely captures the time de-

pendence, all subsequent analysis will focus on the baseband representation of
complex voltage, From complex voltage, it is possible to calculate any
of the following pieces of information:

In-Phase Received Component : Real
Quadrature Received Component : Im

Voltage Envelope, R(r) :
Power (units of Volts2), P(r) :

The voltage envelope, R( r), and received power, P ( r ) , are particularly impor-
tant for analysis since they govern the signal-to-noise ratio of the communi-
cations link and ultimately determine the instantaneous quality of the wireless
channel along a local area.

2.2 FREQUENCY SELECTIVITY

For a fixed, single-antenna receiver operating in a static channel, the princi-
ple source of channel distortion for a received signal is dispersion induced by
multipath propagation delays. This time-dispersive channel is characterized
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by a complex, baseband channel-impulse response, which measures re-
ceived voltage as a function of time-delay,  If a waveform, is transmit-
ted on the carrier wave, then the received waveform is given by the convolution

A useful measure of dispersion in a wireless channel is the RMS delay
spread, This value is calculated from the delay spectrum, which
is defined to be the average value  in a local area. Much of the litera-
ture also refers to this quantity as the mean power delay profile. The definition
for RMS delay spread follows as the second centered moment of the delay
spectrum:

As the impulse response, becomes broader in delay, the RMS delay
spread increases.

Besides being a useful metric, RMS delay spread has an insightful mathe-
matical property regarding the frequency domain representation of If we
view the evolution of H ( f ), the Fourier transform of         in the frequency
domain as a wide-sense stationary stochastic process, then its mean-squared
derivative is proportional to the delay spread:

where E{} denotes ensemble averaging. In other words, as the RMS delay
spread increases, the channel transfer function fluctuates more wildly over a
particular observation bandwidth in the frequency domain. The basic relation-
ship of Eqn (1.3) is the most important aspect of frequency-selective channels.
Eqn (1.3) is the reason why RMS delay spread is the crucial criterion used
for designing wideband wireless receivers since an increase in delay spread
physically results in more bit errors during demodulation.

While the concepts of frequency selectivity are well understood, they serve
as a useful starting point for the discussion of spatial selectivity.

2.3 SPATIAL SELECTIVITY

For a narrowband receiver operating in a static channel, the effects of spa-
tial selectivity often limit the performance of a wireless link. The analysis for
characterizing spatial selectivity is nearly identical to that used for frequency
selectivity in the previous section. We characterize the received complex volt-
age, as a function of position, r. If the function is a wide-sense

with
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Spatial Channel Modeling for Wireless Communications  7

Table 1.1 Parallel mathematical relationships between spatial and frequency selectivity.

SPACE FR E Q U E N C Y
position, frequency,   f

wavenumber, k delay,
wavenumber spread, delay spread,

wavenumber spectrum, S(k) delay spectrum, p (    )  

stationary stochastic process, then it is possible to express its mean-squared
rate-of-change as

where is the wavenumber spread as given by

The function S ( k ) is the wavenumber spectrum of the space-varying channel,
The left-hand side of Eqn (1.4) is the mean-squared rate-of-change of the

space-varying channel, often referred to as the fading rate variance [3], Basi-
cally, Eqn (1.4) and Eqn (1.5) state that as the wavenumber spectrum widens,
the received signal level fluctuates more wildly in space.

The analysis of spatial selectivity clearly parallels frequency selectivity. Ta-
ble 1.1 illustrates the parallel mathematical relationships between spatial and
frequency selectivity. There are several aspects of spatial selectivity, however,
that make analysis more difficult than frequency selectivity. One key difficulty
is that the wavenumber spectrum is a function of multipath angle-of-arrival.
Thus, the idea of a wavenumber spread must now be cast in terms of angle-
of-arrival properties. Furthermore, wavenumber spread is a function of orien-
tation; the same local area may have radically different values of wavenumber
spread if the azimuthal orientation of the measurement is changed.

It should be noted that when discussing a mobile receiver with velocity, v,
spatial selectivity becomes temporal selectivity. Eqn (1.4) and Eqn (1.5) are
still valid after the following substitutions are made: 1) change the position
dependence, r, to a time dependence, t, by substituting and 2) change
the wavenumber dependence, k, to a Doppler frequency dependence, by
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substituting In the terminology of time-varying channels, wavenum-
ber spectrum becomes Doppler spectrum and wavenumber spread becomes
Doppler spread.

2.4 MAPPING ANGLES TO WAVENUMBERS
The concept of a delay spectrum is intuitive: multipath power arrives with

different propagation delays, causing a smear of power as a function of time
delay. The concept of a wavenumber spectrum is not as intuitive. Rather, most
engineers characterize multipath in space using an angle spectrum rather than
a wavenumber spectrum. An angle spectrum, describes received power
as a function of azimuthal angle-of-arrival,

A simple formula exists for converting an angle spectrum, to a wavenum-
ber spectrum, S(k). The mapping relationship is given by [4] as

where is the azimuthal direction of movement and is the wavenumber
of the carrier frequency where  is the wavelength of radiation).

The mapping of Eqn (1.6) derives from the geometry of propagation shown
in Figure 1.1. A multipath wave arrives from the horizon at angle and the
direction of azimuthal motion that we wish to map is The phase progres-
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sion of this multipath wave is the free space wavenumber, However, to a
receiver moving along the direction, the actual wavenumber, k, appears to
be foreshortened by a factor cos Thus,

We arrive at Eqn (1.6) by equating The mapping of
Eqn (1.6) provides a useful bridge between spatial selectivity and angle-of-
arrival.

Example. In a cluttered multipath environment it is common to approximate
the angle spectrum of incoming multipath power as a uniform distribution:

where PT is a constant. Using Eqn (1.6), the wavenumber spectrum for this
propagation scenario is

and the wavenumber spread is

We can now plug this value of wavenumber spread,  into Eqn (1.4) to gauge
the fading rate variance of the space-vary ing received voltage.

This example serves to illustrate the classical procedure for studying spatial
selectivity in a local area:

1. Choose an orientation in space to study,

2. Map the angle spectrum, to wavenumber spectrum, 5(k).

3. Calculate the wavenumber spread,

4. Relate wavenumber spread to the mean-squared spatial fluctuations in
received voltage (fading rate variance).

The remaining discussion of this chapter will demonstrate how to relate the
geometrical properties directly to the fading rate variance.

3 MULTIPATH SHAPE FACTORS
This section introduces the concept of multipath shape factors – parameters

that describe multipath angle-of-arrival characteristics and also imply spatially
selective behavior in a multipath channel [5].
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3.1 SHAPE FACTOR DEFINITIONS
This section presents the three multiparth shape factors that characterize

small-scale fading statistics in space. The shape factors are derived from the
angular distribution of multipath power, which is a general representation
of from-the-horizon propagation in a local area. This representation of in-
cludes antenna gains and polarization mismatch effects [6]. Shape factors are
based on the complex Fourier coefficients of

where is the nth complex Fourier coefficient.

3.1.1 Angular Spread. The shape factor angular spread, is a mea-
sure of how multipath concentrates about a single azimuthal direction. We
define angular spread to be

where and are defined by Eqn (1.11). There are several advantages to
defining angular spread in this manner. First, since angular spread is normal-
ized by (the total amount of local average received power), it is invariant
under changes in transmitted power. Second, is invariant under any series of
rotational or reflective transformations of Finally, this definition is intu-
itive; angular spread ranges from 0 to 1, with 0 denoting the extreme case of
a single multipath component from a single direction and 1 denoting no clear
bias in the angular distribution of received power.

It should be noted that other definitions exist in the literature for angular
spread. These definitions involve either beamwidth or the second centered mo-
ment of and are often ill-suited for general application to periodic functions
such as

3.1.2 Angular Constriction. The shape factor angular constriction,
is a measure of how multipath concentrates about two azimuthal directions.
We define angular constriction to be

where are defined by Eqn (1.11). Much like the definition of
angular spread, the measure for angular constriction is invariant under changes
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in transmitted power or any series of rotational or reflective transformations of
The possible values of angular constriction, range from 0 to 1, with

0 denoting no clear bias in two arrival directions and 1 denoting the  extreme
case of exactly two multipath components arriving from different directions.

3.1.3 Azimuthal Direction of Maximum Fading. A third shape factor,
which may be thought of as an orientation parameter, is the azimuthal direction
of maximum fading, We define this parameter to be

The physical meaning of the parameter is presented in the next section.

3.2 BASIC WAVENUMBER SPREAD RELATIONSHIP

Shape factors have a particularly useful application when describing small-
scale fading: the multipath angle-of-arrival dependence of wavenumber spread
may be cast exclusively in terms of the three shape factors angular spread,
angular constriction, and direction of maximum fading. It has been shown that
the wavenumber spread for the complex voltage of a receiver traveling along
the azimuthal direction is

where is the wavelength of the carrier frequency [3]. The value describes
the spatial selectivity of a channel in a local area for a receiver moving in the

direction. Eqn (1.15) is valid for any channel in which multipath waves
arrive at the receiver from the horizon – a common assumption when describ-
ing mobile radio propagation. The next section discusses the unique aspects of
small-scale fading behavior described by each shape factor.

3.3 COMPARISON TO OMNIDIRECTIONAL
PROPAGATION

Applying the three shape factors, and to the classical omnidirec-
tional propagation model, we find that there is not a bias in either one or two
directions of angle-of-arrival, leading to maximum angular spread and
minimum angular constriction The statistics of omnidirectional prop-
agation are isotropic, exhibiting no dependence on the azimuthal direction of
receiver travel,

If the rate variance relationship of Eqn (1.15) is normalized against their
values for omnidirectional propagation, then they reduce to the following form:
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where is a normalized wavenumber spread. Eqn (1.16) provides a con-
venient way to analyze the effects of the shape factors on the second-order
statistics of small-scale fading.

First, notice that angular spread,    describes the average fading rate within
a local area. A convenient way of viewing this effect is to consider the fading
rate variance taken along two perpendicular directions within the same local
area. From Eqn (1.16), the average of the two fading rate variances, regardless
of the orientation of the measurement, is always given by

Eqn (1.17) clearly shows that the average fading rate within a local area de-
creases with respect to omnidirectional propagation as multipath power be-
comes more and more concentrated about a single azimuthal direction.

Second, notice that angular constriction, does not affect the average fad-
ing rate within a local area, but describes the variability of fading rates taken
along different azimuthal directions, From Eqn (1.16), fading rate variance

will change as a function of       ,  but will always fall within the following
range:

The upper limit of Eqn (1.18) corresponds to a receiver traveling in the az-
imuthal direction of maximum fading while the lower limit cor-
responds to travel in a perpendicular direction Eqn (1.18)
clearly shows that the variability of fading rates within the same local area
increases as the channel becomes more and more constricted.

It is interesting to note that the propagation mechanisms of a channel are not
uniquely described by the three shape factors and An infinitum of
propagation mechanisms exist which may have the same set of shape factors
and, by extension, lead to channels which exhibit nearly the same end-to-end
performance. In fact, Eqn (1.16) provides rigorous mathematical criteria for a
multipath channel that may be treated as “pseudo-omnidirectional”:

Under the condition of Eqn (1.19), angular spread becomes approximately 1
and angular constriction becomes approximately 0. Thus, the second-order
statistics of the channel behave nearly identical to the classical omnidirectional
channel.
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4 EXAMPLES
This section presents three different analytical examples of directional prop-

agation channels that provide insight into the shape factor definitions and how
they describe fading rates. Each example is accompanied by a graph of the
angular spread and angular constriction and a graph showing the average and
limiting cases of fading rate variance with respect to omnidirectional propaga-
tion.

4.1 TWO-WAVE CHANNEL MODEL
Consider the simplest small-scale fading situation where two constant am-

plitude multipath components, with individual powers defined by P1 and P2,

arrive at a mobile receiver separated by an azimuthal angle Figure 1.2 il-
lustrates this angular distribution of power, which is mathematically defined
as
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where is an arbitrary offset angle and is an impulse function. By apply-
ing Eqn (1.12)-Eqn (1.14), the expressions for and for this distribution
are

The angular constriction, is always 1 because the two-wave model represents
perfect clustering about two directions. The limiting case of two multipath
components arriving from the same direction results in an angular
spread, of 0. An angular spread of 1 results only when two multipath of
identical powers are separated by Figure 1.2 shows how
the fading behavior changes as multipath separation angle, increases for the
case of two equal-powered waves. Thus, increasing changes a channel with
low spatial selectivity into a channel with high spatial selectivity that exhibits
a strong dependence on the azimuthal direction of receiver motion.

4.2 SECTOR CHANNEL MODEL
Consider another theoretical situation where multipath power is arriving

continuously and uniformly over a range of azimuth angles. This model has
been used to describe propagation for directional receiver antennas with a dis-
tinct azimuthal beam [4]. The function will be defined by

The angle indicates the width of the sector (in radians) of arriving multipath
power and the angle is an arbitrary offset angle, as illustrated by Figure 1.3.
By applying Eqn (1.12)-Eqn (1.14), the expressions for and for this
distribution are

The limiting cases of these parameters and Eqn (1.15) provide deeper under-
standing of angular spread and constriction.

Figure 1.3 graphs the spatial channel parameters, and as  a function of
sector width, The limiting case of a single multipath arriving from precisely
one direction corresponds to which results in the minimum angular
spread of The other limiting case of uniform illumination in all direc-
tions corresponds to (omnidirectional Clarke model), which results
in the maximum angular spread of The angular constriction, fol-
lows an opposite trend. It is at a maximum when and at a
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minimum when The graph in Figure 1.3 shows that as
the multipath angles of arrival are condensed into a smaller and smaller sector,
the directional dependence of fading rates within the same local area increases.
Overall, however, fading rates decrease with decreasing sector size    .

4.3 DOUBLE SECTOR CHANNEL MODEL
Another example of angular constriction may be studied using the Double

Sector model of Figure 1.4. Diffuse multipath propagation over two equal and
opposite sectors of azimuthal angles characterize the incoming power. The
equation that describes this angular distribution of power is

The angle is the sector width and the angle is an arbitrary offset angle.
By applying Eqn (1.12)-Eqn (1.14), the expressions for and for this
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distribution are

Note that the value of angular spread,    , is always 1. Regardless of the value
of  an equal amount of power arrives from opposite directions, producing no
clear bias in the direction of multipath arrival.

The limiting case of (omnidirectional propagation) results in an
angular constriction of As decreases, the angular distribution  of
power becomes more and more constricted. In the limit of the value
of angular constriction reaches its maximum, This case corresponds to
the above-mentioned instance of two-wave propagation. Figure 1.4 shows how
the fading behavior changes as sector width a increases, making the fading rate
more and more isotropic while the RMS average remains constant.
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5 APPLICATIONS
This section presents three examples of how multipath shape factors may be

used to solve practical problems in channel modeling and measurement.

5.1 MEASUREMENT OF ANGULAR SPREAD
Problem Statement. A researcher is equipped with a simple non-coherent
receiver connected to an omnidirectional antenna. Since the receiver is non-
coherent, it is only capable of measuring received power (no phase). How can
angular spread be measured with such a simple receiver configuration?

Solution. A procedure for measuring angular spread, A, may be based on
measuring received power along two perpendicular directions in space within
a local area. Much like Eqn (1.17), the mean-squared rate-of-change of power
measured along two perpendicular directions may be summed to a result pro-
portional to angular spread [6]. Thus, if and represent the mean-squared
rates of power change measured along the x and y directions, respectively, then
angular spread is given by

where is radiation wavelength and is the spatially-averaged power level
in the local area. Figure 1.5 illustrates this approach. The result in Eqn (1.26) is
independent of the measurement orientation in azimuth: the only requirement
is that the two tracks be perpendicular. This approach was first used by [7]
to characterize wideband small-scale fading for outdoor transmitter-receiver
configurations at 1900 MHz.
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5.2 LEVEL-CROSSING STATISTICS

Problem Statement. A mobile wireless receiver experiences small-scale fad-
ing with temporal statistics that depend on wavelength, receiver velocity, and
multipath angle-of-arrival. The level-crossing rate, of a fading channel is
the average rate that the received voltage envelope crosses a specified threshold
level. Similarly, the average fade duration, is the average time interval that
received voltage envelope spends below the threshold level each time that level
is crossed.

Both level-crossing rate and average fade duration are used to describe how
often an acceptable signal-to-noise ratio is maintained in a fading channel.
Thus, both are critical parameters that affect the capacity and performance of
the fading wireless link. If a mobile receiver travels with speed, v, in the az-
imuthal direction, and experiences small-scale Rayleigh fading, then what
are the general expressions for level-crossing rate and average fade duration?

Solution. The solutions for level-crossing rate and average fade duration for
an omnidirectional multipath channel is described by Jakes [8]. Recently, it has
been shown that the most general solution for level-crossing rate and average
fade duration may be expressed for any arbitrary from-the-horizon multipath
channel in terms of the three basic shape factors [9]. For a threshold level
where is the ratio of voltage threshold to the RMS received voltage in the
channel, the level-crossing rate is given by

where is the carrier wavelength. The average fade duration for the same
threshold, is

For Rayleigh fading channels, both Eqn (1.27) and Eqn (1.28) are exact. These
equations may be used to study the effects of non-omnidirectional multipath
and directional antennas on mobile fading statistics.

5.3 ENVELOPE DECORRELATION BETWEEN
ANTENNA ELEMENTS

Problem Statement. A narrowband receiver with multiple antennas may
employ space diversity techniques to combat small-scale fading. Maximum
diversity gain, however, is only achieved if the fading on each antenna element
is uncorrelated with the others [10]. If two omnidirectional antennas are used at
the receiver for diversity, what is the optimal orientation and spacing between
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the antennas in a Rayleigh flat-fading environment that allows for uncorrelated
fading?

Solution. It has been shown that, although spatial correlation functions for
voltage envelope vary significantly from case-to-case, the behavior of these
functions over small distances is described accurately in terms of shape fac-
tors [3]. A useful approximation to the envelope autocovariance function in a
Rayleigh flat-fading channel is given by

where r is the separation distance between two points in space, is their az-
imuthal orientation, and is the wavelength of radiation. Eqn (1.29) captures
the basic correlation behavior between antenna elements in space, asymptoti-
cally decreasing towards 0 for increasing values of r. An example demonstrat-
ing the accuracy of this approximation may be seen in Figure 1.6. In this com-
parison, Eqn (1.29) for omnidirectional propagation is plotted
against a known analytical solution [8]. Note that, although the higher-order
behavior is not modeled by Eqn (1.29), the approximation is very accurate for
small values of separation distance, r.

The approximate behavior of Eqn (1.29) is accurate enough to estimate the
correlation length of the voltage envelope. A correlation length, is the
distance which satisfies the relationship for a given ori-
entation in azimuth, Fading envelopes with correlation less than exp(–1)
are essentially uncorrelated for the purposes of space diversity [11]. From
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Eqn (1.29), it is possible to express the correlation criterion in terms of shape
factors:

We now can derive the design criterion for 2-element space diversity from
Eqn (1.30). First, we see that to achieve the smallest separation between the
two antennas, they should be oriented along the azimuthal direction of maxi-
mum fading, Eqn (1.30) then reduces to

which provides the minimum separation distance for the 2 diversity antennas
under the optimum orientation. Only knowledge of angular spread,   , and
angular constriction,  must be known to calculate the correlation length.

6 SUMMARY
This chapter has presented a theoretical framework for relating multipath

angle-of-arrival characteristics to the spatially-selective behavior of small-scale
fading. The framework characterizes the multipath angle-of-arrival using geo-
metrical shape factors. The theory of multipath shape factors may be summa-
rized by the following key points:

1.  Spatial selectivity in a received signal is caused by multipath waves ar-
riving from different directions in space, similar to the frequency selec-
tivity caused by multipath waves arriving with different time delays.

2. The dominant behavior of spatial selectivity may be captured by three
shape factors: angular spread    , angular constriction and azimuthal
direction of maximum fading

3. The shape factors represent simple geometrical properties of the multi-
path angles-of-arrival in a local area.

4. Each shape factor also represents a type of small-scale fading behavior
exhibited by the channel.

5. Most practical channel modeling problems that involve spatial selectiv-
ity may be solved in terms of the shape factors of multipath propagation.

Several useful applications of the shape factor theory were presented. There
are numerous other applications for multipath shape factors in wireless com-
munications, although most fall within the following three areas:

Channel Measurement: Shape factors provide a great deal of insight
on how to design radio frequency measurement campaigns that measure
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small-scale fading and multipath angle-of-arrival. The theory demon-
strates how spatial selectivity may be implied from angle-of-arrival mea-
surements and vice versa.

Channel Modeling: Basic fading statistics (fading rate variance, level-
crossing rate, average fade duration, etc.) may be expressed in terms of
the multipath shape factors. The three shape factors emphasize what is
important about a channel model (the gross shape of the incoming mul-
tipath, low-order Fourier coefficients of the angle spectrum) and what
information may be ignored or left unmodeled (the fine structure of
incoming multipath, high-order Fourier coefficients of the angle spec-
trum). The geometrically intuitive shape factors allow for quick insight
into how different propagation scenarios or receiver antenna patterns af-
fect small-scale fading.

Design Criterion: The design criterion for systems affected by spatial
selectivity may often be expressed in terms of angular spread, angular
constriction, and the direction of maximum fading. For example, if a
space-time coding algorithm requires uncorrelated fading at the receiver
antennas, then a criterion similar to Eqn (1.31) could be used to place
the antenna elements.

In summary, the multipath shape factors provide a theoretical medium for anal-
ysis and exploration of new spatial channel models for wireless systems of the
future.
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Abstract The information capacity of wireless communication systems can be increased
dramatically by employing multiple transmit and receive antennas [?, ?] .  An
effective approach to increasing data rate over wireless channels is to employ
coding techniques appropriate to multiple transmit antennas, that is space-time
coding. Space-time codes introduce temporal and spatial correlation into signals
transmitted from different antennas, in order to provide diversity at the receiver,
and coding gain over an uncoded system. The spatial-temporal structure of these
codes can be exploited to further increase the capacity of wireless systems with a
relatively simple receiver structure. This chapter provides an overview of space-
time coding techniques and the associated signal processing framework.
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1 INTRODUCTION
The goal of high data rate wireless communication between two portable

terminals that may be located anywhere in the world, and the vision of a sin-
gle phone that acts as a traditional cellular phone when used outdoors, and as
a conventional high quality phone when used indoors [3], are driving recent
developments in communications. The great popularity of cordless phones,
cellular phones, radio paging, portable computing, and other personal commu-
nication services (PCS) demonstrates rising demand for these services. Rapid
growth in mobile computing and other wireless data services is inspiring many
proposals for high speed data services in the range of 64-144 kbps for mi-
cro cellular wide area and high mobility applications, and up to 2 Mbps for
indoor applications [4]. In addition to mobile applications, fixed wireless ac-
cess (FWA) technologies offer the promise of bringing high quality telephony,
high speed internet access, multi-media, and other broadband services to the
home over wireless links [5, 6]. Research challenges in this area include the
development of efficient coding and modulation, signal processing techniques
to improve the quality and spectral efficiency of wireless communications, and
better techniques for sharing the limited spectrum among different high capac-
ity users.

The physical limitation of the wireless channel presents a fundamental tech-
nical challenge for reliable communications. The channel is subject to time-
varying impairments such as noise, interference, and multipath [7, 8, 9, 10,
11, 12, 13]. Limitations on the power and size of the mobile terminal and of
network terminating devices (NTD) in a FWA application is a second major
design consideration. Most personal communications and wireless services
portables are meant to be carried in a briefcase and/or pocket and must, there-
fore, be small and lightweight, which translates to a low power requirement
since small batteries must be used. Although a NTD in FWA applications may
have more signal processing power than a mobile computing portable, power
consumption and device and antenna size are still a concern. However, many
of the signal processing techniques which may be used for reliable communi-
cations and efficient spectral utilization demand significant processing power,
precluding the use of low power devices. Continuing advances in VLSI and
application-specific integrated circuit (ASIC) technology for low power appli-
cations will provide a partial solution to this problem. Hence, placing more sig-
nal processing burden on fixed locations (base stations) with relatively larger
power resources than the portable makes good engineering sense.
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2 DIVERSITY TECHNIQUES
Several diversity techniques have been employed in wireless communica-

tion systems to improve the link margin. Diversity techniques which may be
used include time, frequency, and space diversity

Time diversity: channel coding in combination with limited interleav-
ing is used to provide time diversity. However, while channel coding is
extremely effective in fast fading environments (high mobility), it offers
very little protection under slow fading (low mobility and FWA) unless
significant interleaving delays can be tolerated.

Frequency diversity: the fact that signals transmitted over different fre-
quencies induce different multipath structure and independent fading is
exploited to provide frequency diversity (sometimes referred to as path
diversity). In TDMA systems, frequency diversity is obtained by the
use of equalizers [14] when the multipath delay spread is a significant
fraction of a symbol period. GSM uses frequency hopping to provide
frequency diversity. In DS-CDMA systems, RAKE receivers [15, 16]
are used to obtain path diversity. However, when the multipath delay
spread is small, compared to the symbol period, frequency or path diver-
sity does not exist.

Space diversity: the receiver/transmitter uses multiple antennas that are
separated and/or differently polarized for reception/transmission to cre-
ate independent fading channels. Currently, multiple antennas at base-
stations are used for receive diversity at the base, However, it is difficult
to have more than one or two antennas at the portable unit due to the size
limitations and cost of multiple chains of RF down conversion.

Both receive and polarization diversity have received a lot of attention [11,
12, 17]. In fact, in current cellular applications, receive diversity is already
used for improving reception from mobiles. In polarization diversity, two an-
tennas with different polarization are used to receive (or transmit) the signal.
Different polarization will ensure that the fading channel corresponding to each
of the two antennas will be independent without having to place the two anten-
nas far apart. In receive diversity, two or more antennas that are well separated
(again, to ensure independent fading channels) are used to generate indepen-
dent looks at the transmitted signal. These different variants of the transmitted
signal can be processed in several ways to improve the overall signal quality. In
selection diversity, the best received signal is used, and this signal can be cho-
sen based on several quality metrics, including total received power, signal-to-
noise ratio (SNR), etc. Another form of selection diversity is switched diversity
in which an alternate antenna is chosen if the received signal level falls below
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a certain threshold. Figure 2.1 shows a block diagram of selection diversity
schemes.

The second form of receive diversity is based on linear combining. As the
name implies, the signal used for detection in linear combining techniques is
a linear combination of a weighted replica of all received signals. Figure 2.2
shows a block diagram for receive diversity with linear combining and two
receive antennas. In this block diagram, let and be the received signals at
antennas 1 and 2, respectively, where

d is the information symbol, and are the additive white Gaussian noise
at antenna 1 and 2 respectively, and and is the corresponding
amplitude and phase of the fading channel, respectively. The receiver uses the
linear combination The weighting coefficients can
be chosen in several ways. In equal gain combining the weights are chosen
as and In this way the two antenna signals are co-
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phased and added together. A second approach is maximal ratio combining,
where the two signals are also weighted with their corresponding amplitudes
A1 and A2. In this case and A third approach
is minimum mean squared error (MMSE) combining, where the weighting
coefficients are chosen during a training phase such that

The performance of MMSE linear combining and maximal ratio combining
are essentially the same. In general, there will be a dramatic improvement in
the average SNR, even with 2 branch selection diversity. For all the above ap-
proaches to receive diversity, the average SNR will increase with the number of
receive antennas. However, for the selection diversity, the SNR increases very
slowly with the number of receive antennas. For maximal ratio combining, the
average SNR will increase linearly with the number of receive antennas. For
equal gain combining the rate of SNR increase will be slightly less than that of
maximal ratio combining. In fact, the difference between the two is only 1.05
dB in the limit of an infinite number of receive antennas [18].

Transmit diversity on the other hand has received comparatively little atten-
tion. The information theoretic aspects of transmit diversity were addressed
in [1, 2, 19, 20]. Previous work on transmit diversity can be classified into
three broad categories: schemes using feedback, schemes with feedforward or
training information but no feedback, and blind schemes. The first category
uses feedback, either explicitly or implicitly, from the receiver to the transmit-
ter to train the transmitter. Figure 2.3 shows a conceptual block diagram for
transmit diversity with feedback. A signal is weighted differently and trans-
mitted from two different antennas. The weights and are varied such
that the received signal power is maximized. The weights are adapted
based on feedback information from the receiver. For instance, in time division
duplex (TDD) systems [21], the same antenna weights are used for reception
and transmission, so feedback is implicit in the exploitation of channel sym-
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metry. These weights are chosen during reception to maximize the receive
signal to noise ratio, and during transmission to weight the amplitudes of the
transmitted signals, and, therefore, will also maximize the signal to noise ra-
tio at the receiver. Explicit feedback includes switched diversity systems with
feedback [22]. However, in practice, movement by either the transmitter or the
receiver (or the surroundings such as cars) and interference dynamics causes a
mismatch between the channel perceived by the transmitter and that perceived
by the receiver.

Transmit diversity schemes mentioned in the second category use linear pro-
cessing at the transmitter to spread the information across antennas. At the
receiver, information is recovered by an optimal receiver. Feedforward infor-
mation is required to estimate the channel from the transmitter to the receiver.
These estimates are used to compensate for the channel response at the re-
ceiver. The first scheme of this type is the delay diversity scheme (see Fig.
2.4) proposed by Wittneben [23] and it includes the delay diversity scheme
of [24] as a special case. The linear processing techniques were also studied
in [25, 26]. It was shown in [27, 28] that delay diversity schemes are indeed
optimal in providing diversity, in the sense that the diversity gain experienced
at the receiver (which is assumed to be optimal) is equal to the diversity gain
obtained with receive diversity. The delay diversity scheme can be viewed as
creating an intentional multipath which can exploited at the receiver by using
an equalizer. The linear filtering used (to create delay diversity) at the transmit-
ter can also be viewed as a channel code that takes binary or integer input and
creates real valued output. The advantage of delay diversity over other transmit
diversity schemes is that it will achieve the maximum possible diversity order
(i.e. number of transmit antennas) without any sacrifice in the bandwidth.

The third category does not require feedback or feedforward information.
Instead, it uses multiple transmit antennas combined with channel coding to
provide diversity. An example of this approach is the use of channel cod-
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ing along with phase sweeping [29] or of frequency offset [30] with multiple
transmit antennas, to simulate fast fading, as shown in Figure 2.5. An appro-
priately designed channel code/interleaver pair is used to provide the diversity
benefit. Another approach in this category is to encode information by a chan-
nel code (Figure 2.6) and to transmit the code symbols using different antennas
in an orthogonal manner. This can be done by either time multiplexing [29],
or by using orthogonal spreading sequences for different antennas [31]. The
disadvantage of these schemes as compared to the previous two categories is
the loss in bandwidth efficiency due to the use of the channel code. Using ap-
propriate coding, it is possible to relax the orthogonality requirement needed
in these schemes and to obtain the diversity as well as a coding gain without
sacrificing bandwidth. This will be possible to do if one views the whole sys-
tem as a multiple input/multiple output system and uses channel codes that are
designed with that view in mind.

In general, all transmit diversity schemes described above can be repre-
sented by a single transmitter structure as shown in Figure 2.7. By appro-
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priately selecting the pulse shaping function and the weight
we can obtain any of the above transmit diversity schemes. For example, the
delay diversity scheme can be obtained from the above structure by setting all
the weights to 1 and the pulse shaping functions to simple time shifts. Note that
for, all the transmit diversity schemes in third category, any channel code could
be used. As pointed out, the use of a channel code in combination with multiple
transmit antennas would achieve diversity, but will suffer a loss in bandwidth
(due to channel coding). However by using channel codes that are specifically
designed for multiple transmit antennas, one can achieve the needed diversity
gain without any sacrifice in bandwidth. These codes are called Space-Time
Codes (STC). Space-Time coding [32, 33, 34, 35, 36, 37, 38, 39,40, 41, 42, 43,
44] is a coding technique that is designed for use with multiple transmit anten-
nas. Space-time codes introduce temporal and spatial correlation into signals
transmitted from different antennas, so as to provide diversity at the receiver,
and coding gain over an uncoded systems without sacrificing the bandwidth.
The spatial-temporal structure of these codes can be exploited to further in-
crease the capacity of wireless systems with a relatively simple receiver struc-
ture [45]. In the next section we will review space-time coding (STC) and its
associated signal processing framework.

3 SPACE-TIME CODING

In this section, we will describe a basic model for a communication sys-
tem that employs space time coding with N transmit antennas and M receive
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antennas. As shown in Figure 2.8, the information symbol s(l) at time l is
encoded by the ST encoder as N code symbols Each
code symbol is transmitted, simultaneously, from a different antenna. The en-
coder chooses the N code symbols to transmit so that both the coding gain and
diversity gain at the receiver are maximized.

Signals arriving at different receive antennas undergo independent fading.
The signal at each receive antenna is a noisy superposition of the faded versions
of the N transmitted signals. A flat fading channel is assumed. We assume that
the signal constellation is scaled so that the average energy of the constellation
points is 1. Also, Let us assume that is the total energy transmitted (from
all antennas) per input symbol. Therefore, the energy per input symbol trans-
mitted from each transmit antenna is M be the
received signal at antenna j after matched filtering. Assuming ideal timing and
frequency information, we have

where are independent samples of a zero mean complex white Gaussian
process with two sided power spectral density  per dimension. It is also
assumed that and are independent for The
gain models the complex fading channel gain from transmit antenna i
to receive antenna j. It is assumed that  and are independent for

This condition is satisfied if the
transmit antennas are well separated (by more than or by using antennas
with different polarization.

Let be the N  ×  1 code vector transmitted from
the N antennas at time be the corresponding
N  ×  1 channel vector from the N  transmit  antennas  to  the  jth receive antenna,
and be the M ×  1 received signal vector. Also, let

be the M × 1 noise vector at the receive antennas.
Let us define the M × N channel matrix . from the N transmit to the M re-
ceive antennas as . Equation 2.4 can be rewritten



in a matrix form as

We can easily sec that the signal to noise ratio (SNR) per receive antenna is
given by

4 SPACE-TIME TRELLIS CODES
Suppose that the code vector sequence

was transmitted. We consider the probability that the decoder decides erro-
neously in favor of the legitimate code vector sequence

Consider a frame or block of data of length L and define the N  ×  N error
matrix as

where denotes the conjugate operation for sealers and the conjugate trans-
pose for matrices and vectors. If ideal channel stateinformation
1, · · · , L is available at the receiver, then it is straightforward to show that
the probability of transmitting and deciding in favor of is upper bounded
by  [46]

where r is the rank of the error matrix     and r are the nonzero
eigenvalues of the error matrix     .. We can easily see that the probability of
error bound in (2.8) is similar to the probability of error bound for trellis
coded modulation for fading channels. The first term repre-
sents the coding gain achieved by the space-time code and the second term

represents a diversity gain of r M. It is clear that in designing
a space-time trellis code, the rank of the error matrix r should be maximized
(thereby maximizing the diversity gain) and at the same time should be also
maximized (thereby maximizing the coding gain).

As an example for space-time trellis codes, we provide an 8-PSK 8-state
ST code designed for 2 transmit antennas. Figure 2.9 provides a labeling of
the 8-PSK constellation and a the trellis description for this code. Each row
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in the matrix shown in Figure 2.9 represents the edge labels for transitions
from the corresponding state. The edge label indicates that symbol s1 is
transmitted over the first antenna and that symbol is transmitted over the
second antenna. The input bit stream to the ST encoder is divided into groups
of 3 bits and each group is mapped into one of 8 constellation points. This
code has a bandwidth efficiency of 3 bits/channel use.



34 WIRELESS TECHNOLOGIES FOR THE 21ST CENTURY

Figure 2.10 shows the space-time coding representation of delay diversity.
It is also interesting to note that the two trellis codes in Figures 2.9 and 2.10
are similar. In fact, we can get the code in Figure 2.9 by swapping the row
that starts with a "1" with the row that starts with a "5" and the row that starts
with a "3" with the row that starts with a "7". By looking at the constellation
points in Figure 2.9, we will easily realize that this space-time code is delay-
diversity except that the delayed symbol is multiplied by -1 if it is an odd
symbol and by +1 if it is an even symbol This simple
mapping of the delayed symbol gives a 2.5 dB of coding gain as compared to
simple delay diversity.

As we mentioned above, delay diversity can be viewed as a space time code
and, therefore, the performance analysis presented above applies to it. Con-
sider the delay diversity of [24, 25] where the channel encoder is a rate 1/2
block repetition code defined over some signal alphabet. Let be the
output of the channel encoder, where is to be transmitted from antenna
1, and is to be transmitted from antenna 2 one symbol later. This can be
viewed as a space-time code by defining the code vector c(l) as

The minimum determinant of this code is Next, consider the block
code

of length 2 defined over the 8-PSK alphabet instead of the repetition code. This
block code is the best in the sense of product distance [24] amongst all the
codes of cardinality 8 and of length 2 defined over the 8-PSK alphabet. This
means that the minimum of the product distance  between
pairs of distinct codewords and is the maximum
amongst all such codes. A delay diversity code constructed from this repetition
code is identical to the 8-PSK 8-state space-time code [36]. The minimum
determinant of this code is 2.

For decoding space-time codes, we assume that the channel information
is available at the receiver. Suppose that a code vector

sequence has been transmitted, and
has been received, where is given by (2.5). At the receiver, optimum de-
coding amounts to choosing a vector code sequence  for
which the a posteriori probability

is maximized. Assuming that all codewords are equiprobable, then since the
noise vector is assumed to be a multivariate AWGN, it can be easily shown that
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the optimum decoder is [46]

For the space-time codes with trellis representations (as in the example in
Figure 2.9), it is obvious that the optimum decoder in (2.11) can be imple-
mented using the Viterbi algorithm. Note that knowledge of the channel is re-
quired for decoding. The receiver, therefore, must estimate the channel either
blindly or by using pilot/training symbols. Figure 2.11 shows the performance
of 4-PSK space-time trellis codes for 2 transmit and 1 receive antennas with
different numbers of states.

5 SPACE-TIME BLOCK CODES
When the number of antennas is fixed, the decoding complexity of space-

time trellis coding (measured by the number of trellis states at the decoder)
increases exponentially as a function of the diversity level and transmission
rate [36]. In addressing the issue of decoding complexity, Alamouti [38] dis-
covered a remarkable space-time block coding scheme for transmission with
two antennas. This scheme supports maximum likelihood detection based only
on linear processing at the receiver. This scheme was later generalized in [39]
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to an arbitrary number of antennas and is able to achieve the full diversity
promised by the number of transmit and receive antennas. Here, we will briefly
review the basics of space-time block codes. Figure 2.12 shows the baseband
representation for space-time block coding with two antennas at the transmit-
ter. The input symbols to the space-time block encoder are divided into groups
of two symbols each. At a given symbol period, the two symbols in each
group are transmitted simultaneously from the two antennas. The sig-
nal transmitted from antenna 1 is and the signal transmitted from antenna 2
is In the next symbol period, the signal is transmitted from antenna 1
and the signal is transmitted from antenna 2. Let and be the channels
from the first and second transmit antennas to the receive antenna, respectively.
The major assumption here is that and  are constant over two consecutive
symbol periods, that is

We assume a receiver with a single receive antenna, and we denote the received
signals over two consecutive symbol periods as and The received signals
can be written as:

where and represent the AWGN and are modeled as i.i.d. complex Gaus-
sian random variables with zero mean and power spectral density per
dimension. We define the received signal vector  the  code  symbol
vector and the noise vector Equations (2.12) and
(2.13) can be rewritten in a matrix form as
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where the channel matrix H is defined as

The vector is a complex Gaussian random vector with zero mean and covari-
ance I. Let us define    as the set of all possible symbol pairs
Assuming that all symbol pairs are equiprobable, and since the noise vector
is assumed to be a multivariate AWGN, we can easily see that the optimum
maximum likelihood decoder is

The ML decoding rule in (2.16) can be further simplified by realizing that
the channel matrix H is orthogonal and, hence, I where

Consider the modified signal vector given by

where In this case the decoding rule becomes

Since H is orthogonal, we can easily verify that the noise vector will have
a zero mean and covariance I, i.e. the elements of are independent
and identically distributed. Hence, it follows immediately that by using this
simple linear combining, the decoding rule in (2.18) reduces to two separate,
and much simpler, decoding rules for and as established in [38]. In fact,
for the above 2 × 2 space-time block code, only two complex multiplications
and one complex addition per symbol are required for decoding. Also, assum-
ing that we are using a signaling constellation with constellation points, this
linear combining reduces the number of decoding metrics that has to be com-
puted for ML decoding from It is also straight forward to verify
that the SNR for and will be

and hence a two branch diversity performance (i.e. a diversity gain of order
two) is obtained at the receiver.

When the receiver uses M receive antennas, the received signal vector
at receive antenna m is
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where is the noise vector and is the channel matrix from the two
transmit antennas to the m th receive antenna. In this case the optimum ML
decoding rule is

As before, in the case of M receive antennas, the decoding rule can be fur-
ther simplified by pre-multiplying the received signal vector by  In this
case, the diversity order provided by this scheme is 2M. Figure 2.13 shows a
simplified block diagram for the receiver with two receive antennas. Note that
the decision rule in (2.18) and (2.21) amounts to performing a hard decision on

and respectively. Therefore, as shown in Figure 2.13,
the received vector after linear combining, can be considered as a soft
decision for . and When the space-time block code (STBC) is concate-
nated with an outer conventional channel code, like a convolutional code, these
soft decisions can be fed to the outer channel decoder to yield a better perfor-
mance. Note also that for the above 2 × 2 STBC, the transmission rate is 1 while
achieving the maximum diversity gain possible with two transmit antennas.

The extension of the above STBC was studied in [39]. A general technique
was developed for constructing space-time block codes for  that pro-
vide the maximum diversity promised by the number of transmit and receive
antennas. These codes retain the simple ML decoding algorithm based on only
linear processing at the receiver [38]. It was also shown that for real signal
constellations (PAM constellation), space-time block codes with transmission
rate 1 can be constructed [39]. However, for a general complex constellations
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like M-QAM or M-PSK, it is not knownwhether a space-time block code with
transmission rate 1 and simple linear processing that will give the maximum
diversity gain with transmit antennas does exist or not. Moreover,
it  was also shown  that such code where the number of transmit antennas N
equals the number of equals both the number of information symbols transmit-
ted and the number of time slots need to transmit the code block does not exit.
However for rates such codes can be found. For example, assuming that
the transmitter unit uses 4 transmit antennas, a rate 4/8 (i.e. it is a rate 1/2)
space-time block code is given by

In this case, at time are transmitted from antennas 1 through
4, respectively. At time are transmitted from antenna 1
through 4, respectively, and so on. For this example, let be the
received signals at time respectively. Define the new received
signal vector In this case we can write the
received signal vector r at the receive antenna as

where is an 8 × 1 AWGN noise vector and H is 8 × 4 channel matrix given
by

We can immediately see that H is orthogonal, that is I, where
Therefore, the same procedure used for decoding the

simple 2 × 2 STBC can be used for this code too. In this case, the SNR for
i.e. a 4-branch diversity performance + 3 dB coding

gain is achieved. The 3 dB coding gain comes from the (intuitive) fact that 8
time slots are used to transmit 4 information symbols.

Note that the decoding of ST block codes requires knowledge of the channel
at the receiver. The channel state information can be obtained at the receiver
by sending training or pilot symbols or sequences to estimate the channel from
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each of the transmit antennas to the receive antenna [47, 48, 49, 50, 51, 52,
53, 54]. For one transmit antenna, there exist differential detection schemes,
such as DPSK, that neither require knowledge of the channel nor employ pi-
lot or training symbol transmission. These differential decoding schemes are
used, for example, in the IS-54 cellular standard This motivates
the generalization of differential detection schemes for the case of multiple
transmit antennas. A partial solution to this problem was proposed in [42] for
the 2 × 2 code, where it was assumed that the channel is not known at the
receiver. In this scheme, the detected pair of symbols at time t – 1 are used
to estimate the channel at the receiver and these channel estimates are used for
detecting the pair of symbols at time t. However, the scheme in [42] requires
the transmission of known pilot symbols at the beginning and hence is not fully
differential. The scheme in [42] can be thought as a joint data channel estima-
tion approach which can lead to error propagation. In [41], a true differential
detection scheme for the 2 × 2 code was constructed. This scheme shares many
of the desirable properties of DPSK: it can be demodulated with or without CSI
at the receiver, achieves full diversity gain in both cases, and there is a simple
noncoherent receiver that performs within 3 dB of the coherent receiver. How-
ever, this scheme has some limitations. First, the encoding scheme expands
the signal constellation for non-binary signals. Second, it is limited only to
the space-time block code for complex constellations and to the case

for real constellations. This is based on the results in [39] that the 2 × 2
STBC is an orthogonal design and complex orthogonal designs do not exist for

In [55], another approach for differential modulation with transmit
diversity based on group codes was proposed. This approach can be applied
to any number of antennas and to any constellation. The group structure of
theses codes greatly simplifies the analysis of these schemes, and may also
yield simpler and more transparent modulation and demodulation procedures.
A different no-differential approach to transmit diversity when the channel is
not known at the receiver is reported in [56, 57] but this approach requires
exponential encoding and decoding complexities.

6 INTERFERENCE SUPPRESSION WITH
SPACE-TIME BLOCK CODES

The properties of the space-time block coding scheme in [38] and its ex-
tension in [39] can be further exploited to develop efficient interference sup-
pression techniques that can be used to increase system capacity or increase
throughput for individual users. In general, we consider a multiuser environ-
ment with K synchronous co-channel users where each user is equipped with
N transmit antennas and uses a STBC with N transmit antenna. In general, in
this scenario, there will be interfering signals arriving at the receiver.
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Therefore, classical interference suppression techniques [58] with multiple re-
ceive antennas will require antennas at the receiver in order
to suppress signals from the K – 1 co-channel space-time users and achieve
a diversity order of N for the desired terminal. By exploiting the temporal
and spatial structure space-time block codes, it can be shown [43, 44, 59] that
only K antennas are required to suppress the interference from the K – 1
co-channel users while maintaining the diversity order of N provided by the
space-time block code. Given the assumption that the receiver is equipped
with antennas, zero forcing (ZF) and minimum mean-squared error
(MMSE) interference suppression techniques that exploit the structure of the
STBC are developed in [43, 59]. These techniques will perfectly suppress the
interference from the K – 1 co-channel users and provide a diversity order of

while maintaining the simple linear processing feature of
the space-time block codes.

We outline these interference cancellation schemes for the case here.
For a more detailed treatment the reader is referred to [43]. Figure 2.14 shows
a simple scenario for two synchronous co-channel space-time users (each em-
ploys the 2 × 2 STBC) and a receiver with two receiver antennas. Using the
signal model developed above, the received signal vectors at antennas 1 and 2
are

where is the received vector at antenna 1, is the received vector at antenna
2, c is the vector of code symbols from first user, and s is the vector of code
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symbols from second user. The matrices H1 and H2 are the channel matrices
from the first space-time user to the first and second receive antennas, respec-
tively, and are defined similar to (2.15). Similarly, the matrices and are
the channel matrices from the second space-time user to the first and second
receive antennas, respectively. The last two equations can be rewritten as

In the zero-forcing solution, the interference between the two space-time co-
channel users is removed, without any regard to noise enhancement, by using
a matrix linear combiner W such that

In this case, the modified received signal vector depends only on signals
from first terminal and the modified received signal vector depends only on
signals from second terminal. It was shown in [43] that a solution for W is
given by
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It is interesting to note that by using this matrix linear combiner W, the
matrices and will have the same structure as that of the channel matrix
H in (2.15). Hence, using the matrix linear combiner in (2.29) will reduce the
problem of detecting the two co-channel space-time users into two separate
problems that have a much simpler solution as pointed out before. Table 2.1
shows the algorithm for the zero-forcing interference cancellation and maxi-
mum likelihood decoding of STBC. In the MMSE interference suppression
technique, let us assume, for example, that we are interested in decoding sig-
nals from the first space-time user. In this case, the receiver selects two linear
combiners and such that

are minimized. It was shown in [43] that the optimum solution is given by
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where is the signal to noise ratio (SNR),
is the first column of H, and

is the second column of H. It was shown in [43] that and are
orthogonal, and hence, errors in decoding  do not affect decoding and visa
versa, thereby maintaining the separate detection feature for STBC decoding.
Note that the MMSE solution will reduce to the ZF solution outlined earlier as

Table 2.2 outlines the algorithm description for MMSE interference
suppression and decoding of STBC. For a more detailed treatment of both the
ZF and MMSE solutions the reader is referred to [43].

Figure 2.15 shows the performance of the MMSE interference cancellation
scheme as a function of SNR and signal to interference ratio (SIR) for two
co-channel space-time users each using the 2 × 2 space-time block code and a
receiver with 2 receive antennas. Note that the performance of the ZF interfer-
ence cancellation will always be the same as that of a single space-time user
with one receiver antenna.

7 APPLICATIONS OF SPACE-TIME CODING TO
WIRELESS

As pointed out earlier, one of the goals of the third and fourth generation
wireless systems is to provide broadband access to both mobile and station-
ary users. Real-time multi-media services (such as video conferencing) would
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require data rates 2-3 orders of magnitude larger than what is offered by cur-
rent wireless technologies. A higher spectral efficiency can be achieved by
using multiple transmit and/or receive antennas [1, 19, 60], Space-time cod-
ing techniques with multiple transmit antennas offer the best possible trade-off
between power consumption and spectral efficiency in multipath radio chan-
nels. Space-time coding and signal processing techniques with multiple trans-
mit antennas have been recently adopted in third generation cellular standard
(e.g. cdma2000 [61] and W-CDMA [62]) and also have been proposed for
wireless local loop applications (Lucent’s BLAST project [6]) and wide-area
packet data access (AT&T’s Advanced Cellular Internet Service [5]). In this
section we will outline several examples of application of space-time coding
to different wireless applications.

7.1 APPLICATION TO NARROW BAND TDMA
CELLULAR

In this Section, we will present a general architecture for a narrow band
TDMA modem with space-time coding and 2 transmit antennas [47]. For
brevity, we will present the modem architecture for the downlink only. The
uplink modem will have a similar architecture, except that the framing and
timing structure will be different and must allow for a guard time between
different asynchronous (due to difference in propagation delay) bursts from
different users. The system architecture that we propose is similar, but not
identical, to that of the IS-136 US cellular standard. Figure 2.16 shows the ba-
sic TDMA time slot structure, employing a signaling format which interleaves
training and synchronization sequences, pilot sequences, and data is used. In
each TDMA slot, two bursts are transmitted, one from each antenna. The train-
ing sequences and will be used for timing and frequency synchronization
at the receiver. In addition, the transmitter inserts periodic and orthogonal pilot
sequences and which are used, along with the training sequences  and
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S2, at the receiver to estimate the channel from each of the transmit antennas
to the corresponding receive antenna. Figure 2.17 shows a block diagram for
the transmitter, where in addition to the space-time encoder, a high rate Reed
Solomon (RS) block encoder is used as an outer code. The RS outer code is
used to correct the few symbol errors at the output of the space-time decoder.
The output of the RS encoder is then encoded by a space-time channel encoder
and the output of the space-time encoder is split into 2 streams of encoded
modulation symbols. Each stream of encoded symbols is then independently
interleaved using a block symbol-by-symbol interleaver. The transmitter in-
serts the corresponding training and periodic pilot sequences in each of the
two bursts. Each burst is then pulse-shaped and transmitted from the corre-
sponding antenna. The signal transmitted from the ith antenna, i = 1,2, can
be written as

where  is the symbol period and is the transmit filter pulse. Fig-
ure 2.18 shows the corresponding block diagram of a mobile receiver equipped
with 2 receive antennas. After down conversion to baseband, the received
signal at each antenna element is filtered using a receive filter with impulse
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response p(t) that is matched to the transmit pulse shape p ( t ) . The output
of the matched filters is oversampled at a rate that is an integer multiple of
the symbol rate. Received samples corresponding to the training sequences

and are used for timing and frequency synchronization. The received
samples at the optimum sampling instant are then split into two streams. The
first one contains the received samples corresponding to the pilot and training
symbols. These are used to estimate the corresponding CSI at the pilot
and training sequence symbols. The receiver then uses an appropriately de-
signed interpolation filter to interpolate those trained CSI estimates and obtain
accurate interpolated CSI estimates for the whole burst. The second stream
contains the received samples corresponding to the superimposed information
symbols. The interpolated CSI estimates along with the received samples cor-
responding to the information symbols are then deinterleaved using a block
symbol-by-symbol deinterleaver and passed to a vector maximum likelihood
sequence decoder followed by a RS decoder.

Figure 2.19 shows the performance of the above modem architecture with a
32-state 8-PSK space-time code with two transmit and two receive antennas,
and with different coding rate options (see [47] for details). At 10 Hz Doppler,
this modem architecture with the 32-state 8-PSK STC would be able to deliver
almost 56 kbps (over a 30 kHz bandwidth) with 10% frame error rate at 18 dB,
and 11 dB for 1 and 2 receive antennas, respectively. At 180 Hz Doppler, the
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required SNR would be 20 dB and 12 dB respectively. These results assume
basic IS-136 channelization and framing structure. As pointed out in [47],
this architecture has the potential of almost doubling the current data rates
supported by the IS-136 cellular standard.

7.2 APPLICATIONS TO INCREASING
CAPACITY/THROUGHPUT OF WIRELESS
SYSTEMS

First, we consider a scenario where K synchronized terminal units each with
two transmit antennas communicate with a base-station having re-
ceive antennas. Increased system capacity (in terms of the number co-channel
terminals that can simultaneously communicate with the base-station) can be
attained while providing diversity benefits to each terminal by using a concate-
nated coding scheme where the inner code is a space-time block code and the
outer code is a conventional channel error correcting code (a TCM, a convolu-
tional code, or a RS code, for example), as shown in Figure 2.20. More specifi-
cally, information symbols are first encoded using a conventional channel code.
The output of this channel code is then encoded using a space-time block en-
coder with two transmit antennas (N transmit antennas in general can be used
with the appropriate space-time block code). At the receiver, the inner space-
time block code is used to suppress interference from the other co-channel
terminals using, for example, the MMSE interference suppression technique
described above. In the above technique, a hard decision is applied on the
output of the interference canceler to produce an estimate for the transmitted
information symbols. That is, given the two IC weight vectors and
corresponding to some terminal i, the receiver forms the two decision variables
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A hard decision is then applied on these decision variables to decode the two
transmitted symbols corresponding to the i-th terminal. However, in the case
when the space-time code is concatenated with an outer conventional channel
code, the decision variables and are used as soft decisions for the trans-
mitted information symbols and then fed to the conventional channel decoder.
This will improve the error rate performance of the conventional channel code
as compared to using hard decision. Thus, in this scheme, we are using the
structure of the inner space-time code for interference suppression and we are
able to support many co-channel terminals while providing diversity benefit to
those terminals. At the same time, the inner space-time decoder provides soft
decision output for the outer conventional channel code which will provide
protection against channel errors.

The above space-time block coding and MMSE interference suppression
technique can also be used in situations where increasing the data rate or
the data throughput is of interest. In this case, information symbols from a
transmitting terminal are split into L parallel streams. Stream l is then en-
coded using a conventional channel code with rate and then encoded with a
space-time block encoder with two transmitting antennas (as before, N trans-
mit antennas in general can be used with the appropriate space-time block
codes). The coding rates for each of the L parallel streams are chosen such
that In this case, symbols transmitted in stream l
will have better immunity against channel errors than symbols transmitted in
stream u where The base station receiver is assumed to be equipped
with L receive antennas. The base station receiver treats each stream as a dif-
ferent user and uses the above MMSE interference suppression technique to
generate soft decisions and for the data in the first stream. These soft
decision are then fed into the decoder corresponding to the first channel code.
The output information symbols are then re-encoded with the same channel
code for the first stream. Since the first stream has the smallest coding rate R1,

it will have the best immunity against channel errors and most likely it will be
error free. The resulting symbols are then used to subtract the contributions
of the first stream in the received signal while decoding the remaining L – 1
streams. In decoding the remaining L –1 streams , the decoder will decode
signals from the second stream first since it will have the best immunity against
channel errors among the remaining L –1 streams. Then the receiver cancels
out the contribution of the second stream in the received signal. This process
is repeated until all streams are decoded. In this case, we define the system
throughput as
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where is the frame error rate of stream l. As we will see from the sim-
ulation, this will increase the system throughput at low signal to noise ratios.
Figure 2.21 shows a block diagram for a terminal that uses 4 transmit antennas.
In this case, the input information stream is split into two parallel streams i.e.
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Figure 2.22 shows the performance of the system in Figure 2.20 where a
concatenated coding scheme is used. The figure show the FER of any of the
4 users with different coding rates. There was 4 co-channel users and each
uses the STBC and the receiver had 4 antennas. The above MMSE-IC
scheme was used to separate the 4 users. This scheme is suitable for fixed
wireless access applications. Figure 2.23 shows the throughput performance
of the system in 2.21. Combined MMSE interference cancellation and decod-
ing of the STBC was used to separate the two different data streams. Using
this parallel transmission and making use of the STBC properties to separate
the two streams will allow for doubling the data rate. Also if one of the two
data streams is coded heavier than the other one, increased throughput can be
obtained especially at low SNR. See [45] for more details.

7.3 APPLICATION TO BROADBAND WIRELESS
Figures 2.24 and 2.25 show simplified block diagrams for the transmitter

and receiver, respectively, for an OFDM modem with a concatenated space-
time coding scheme. This architecture [63] is suitable for broadband wireless
communications applications (Similar work, but based on space-time block
codes, can be found in [64, 65]). The input information symbols are first en-
coded by an outer conventional channel code. The output of the outer code is
then space-time encoded. Each stream of the space-time code output streams
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is then OFDM modulated and send over the corresponding antenna. At the re-
ceiver, the signal at each receive antenna is OFDM-demodulated. The demod-
ulated signals from antennas are then fed into the space-time decoder followed
by the outer decoder. Figure 2.26 shows the simulation results for the above
OFDM space-time coded modem. In this simulation, the available bandwidth
is 1 MHz and the maximum Doppler frequency is 200 Hz. The number of
OFDM tones used for modulation is 256. These correspond to a subcarrier
separation of 3.9 KHz and OFDM frame duration of 256 A cyclic prefix
of 40 duration is added to each frame. Each tones modulates a 4-PSK con-
stellation, although higher order M-PSK or M-QAM may be used. We used
a 16-state 4-PSK space-time code [36] with 2 transmit and 2 receive anten-
nas together with an outer (72,64,9) RS code over We plot the frame
error probability as function of SNR for different delay spreads in Fig. 2.26.
From this plot, we can see that an between 2.7-4 dB (depending on
the delay spread) is needed to achieve a data rate of 1.5 Mbps. This technique
can be used also with the combined space-time block coding and interference
suppression scheme, as shown in Figure 2.27 to yield even higher data rates
(multiples of Mbps / 1 MHz) over a wireless channel.

8 CONCLUSIONS
Space-Time coding is a new coding/signal processing framework for wire-

less communication systems with multiple transmit and multiple receive an-
tennas. This new framework has the potential of dramatically improving the
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capacity and data rates. In addition, this framework presents the best tradeoff
between spectral efficiency and power consumption. Space-Time codes (de-
signed so far) come in two different flavors. Space-Time trellis codes offer the
maximum possible diversity gain and a coding gain without any sacrifice in
the transmission bandwidth. The decoding of these codes, however, would re-
quire the use of a vector form of the Viterbi decoder. Space-Time block codes,
however, offer a much simpler way of obtaining transmit diversity without any
sacrifice in bandwidth and without requiring huge decoding complexity. In
fact, the structure of of the space-time block codes is such that it allows for
very simple signal processing (linear combining) for encoding/decoding, dif-
ferential encoding/detection, and interference cancellation. This new signal
processing framework offered by space-time codes can be used to enhance the
data rate and/or capacity in various wireless applications. That is the reason
many of these space-time coding ideas have already found their way to some
of the current 3rd generation wireless systems standards.
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Abstract In this chapter we describe some techniques for selecting coding schemes for
wireless channels, and in particular the frequency-flat, slow fading channel. Op-
timum coding schemes for this channel lead to the development of new criteria
for code design, differing markedly from the Euclidean-distance criterion which
is commonplace over the additive white Gaussian noise (AWGN) channel. For
example, the code performance depends strongly, rather than on the minimum
Euclidean distance of the code, on its minimum Hamming distance (the “code
diversity”). If the channel model is not stationary, as it happens for example in
a mobile-radio communication system where it may fluctuate in time between
the extremes of Rayleigh and AWGN, then a code designed to be optimum for a
fixed channel model might perform poorly when the channel varies. Therefore, a
code optimal for the AWGN channel may be actually suboptimum for a substan-
tial fraction of time. In these conditions, antenna diversity with maximum-gain
combining may prove useful: in fact, under fairly general conditions, a channel
affected by fading can be turned into an AWGN channel by increasing the num-
ber of diversity branches. Another robust solution is based on bit interleaving,
which yields a large diversity gain thanks to the choice of powerful convolu-
tional codes coupled with a bit interleaver and the use of a suitable bit metric.
An important feature of bit-interleaved coded modulation is that it lends itself
quite naturally to “pragmatic” designs, i.e., to coding schemes that keep as their
basic engine an off-the-shelf Viterbi decoder. Yet another solution is based on
controlling the transmitted power so as to compensate for the attenuations due
to fading.

Keywords:   Fading channels, coding, code diversity, antenna diversity, bit-interleaved coded
modulation, power control
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1 INTRODUCTION

In the simplest communication channel model (the “additive white Gaus-
sian channel”, or AWGN) the received signal is assumed to be affected only
by a constant attenuation and a constant delay. Digital transmission over radio
channels often needs a more elaborate model, since it may be necessary to ac-
count for propagation vagaries, referred to as “fading,” which affect the signal
strength. These are connected with a propagation environment referred to as
“multipath” and with the relative movement of transmitter and receiver, which
causes time variations of the channel.

Multipath propagation occurs when the electromagnetic energy carrying the
modulated signal propagates along more than one “path” connecting the trans-
mitter to the receiver. Examples of such situation occur for example in indoor
propagation when the electromagnetic waves are perturbed by structures inside
the building, and in terrestrial mobile radio when multipath is caused by large
fixed or moving objects (buildings, hills, cars, etc.). For an extensive review of
the main aspects of wireless channels, see [1] and references therein.

2 CODING FOR THE FADING CHANNEL
Coding solutions for the fading channel should be selected by taking into

account the distinctive features of the model used. Our goal here is to survey
these solutions, by highlighting a number of issues that make code design for
the fading channel differ from that for the AWGN channel. In this survey we
examine in particular the effects of three features that make the fading channel
differ from AWGN: namely, the fading channel is generally not memoryless
(unless infinite-depth interleaving is assumed, an assumption that may not be
realistic in several instances), has a signal-to-noise ratio which is a random
variable rather than a constant, and finally the propagation vagaries may make
the channel model to vary with time, so that any chosen model may be able to
represent the channel only for a fraction of the time.

2.1 TURBO CODES AND THE LIKE
Discovered in 1993 by Berrou and Glavieux [2], Turbo codes have revolu-

tionized the field of error-control codes. These codes achieve reliable commu-
nication at data rates near the ultimate capacity limits (see Fig. 3.1), and yet
have enough structure to allow practical encoding and decoding algorithms.

Turbo coding consists of the combination of two key elements: constituent
convolutional codes which interact in “parallel concatenation” through an in-
terleaver, and iterative decoding. The latter is obtained by applying iteratively
the BCJR algorithm [3] while isolating different information sources, thus al-
lowing for the development of independent estimates of a posteriori distribu-



tions of transmitted data. Of late, there has been a considerable amount of
research into the relationship between turbo decoding and graphical models
for codes (see, e,g, [4]). McKay and Neal [5, 6] have shown that Gallager’s
algorithms [7] for decoding low-density parity-check codes allow these to per-
form just as well as turbo codes.

The actual level of understanding of turbo codes (and of other families of
codes that perform close to capacity) is still limited [8]: in particular, their
performance of is mostly evaluated by simulation. The reason for this resides
in an intrinsic weakness of the union bound to error probability, which is by
far the most widely used tool for the prediction of code performance. This is
easy to compute, and requires only the knowledge of the weight spectrum of
the code; however, it becomes too loose, and hence useless, when the signal-
to-noise ratio approaches the value at which the cutoff rate of the channel
equals the code rate Now, for turbo codes bounds are needed that overcome
the -limitation of the union bound. For recent work in this area, see [9] and
references therein.
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2.2 SPEECH VS. DATA: THE DELAY ISSUE
A relevant factor in the choice of a coding scheme is the decoding delay that

one may allow: for example, recently proposed, extremely powerful codes (the
“Turbo Codes” of [2]) suffer from a considerable decoding delay, and hence
their applicability is restricted.

Consider for example real-time speech transmission: here a strict decoding
delay is imposed (e.g., 100 ms, at most [10]). In this case, the transmission
of a code word may span only a few TDMA channel bursts, over which the
channel fading is strongly correlated. Thus, a code word experiences only
a few significant fading values, which makes the assumption of a memory-
less channel, normally achieved by ideal or very long interleaving, no longer
valid. On the contrary, with data traffic a large interleaving delay is tolera-
ble, so that very effective coding techniques are available. For example, as
we shall see, convolutional codes, bit interleaving, and high-level modulation
(such as 8PSK or 16QAM) can be used. These techniques are generally re-
ferred to as Bit-Interleaved Coded Modulation (BICM) and have been exten-
sively studied in [11] Capacity calculations show that with large interleaving
BICM performs as well as optimal coding over more complicated alphabets,
and its complexity is much lower, so that the performance-complexity trade-
off of BICM is very attractive. Moreover, capacity calculations [12] show
that constant-power constant-rate transmission performs very close to optimal
transmission schemes where power and rate are adapted dynamically to the
channel conditions via a perfect feedback link. Then, with large interleav-
ing and powerful coding, there is no need for implementing such complicated
adaptive techniques and feedback links.

2.3 MODELING THE DELAY CONSTRAINTS
The delay constraints can be easily taken into account when designing a

coding scheme if a “block-fading” channel model is used. In this model, the
fading process is about constant for a number of symbol intervals. On such
a channel, a single code word may be transmitted after being split into sev-
eral blocks, each suffering from a different attenuation, and thus realizing an
effective way of achieving diversity.

The “block-fading” channel model, introduced in [10, 13], is motivated by
the fact that, in many mobile radio situations, the channel coherence time is
much longer than one symbol interval, and hence several transmitted symbols
are affected by the same fading value. Use of this channel model allows one
to introduce a delay constraint for transmission, which is realistic whenever
infinite-depth interleavinginterleaver is not a reasonable assumption.

This model assumes that a code word of length spans M blocks
of length N (a group of M blocks will be referred to as a frame.) The value
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of the fading in each block is constant. M turns out to be a measure of the
interleaving delay of the system: in fact, corresponds to i.e.,
to no interleaving, while corresponds to and hence to ideal
interleaving. Thus, the results for different values of M illustrate the downside
of nonideal interleaving. It should also be observed that the coding scheme
implied by this channel model generalizes standard diversity techniques: in
fact, the latter can be seen as a special case of coding for a block-fading channel
on which repetition codes are used.

With no delay constraint, a code word can span an arbitrarily large number
M of fading blocks. If this is the case, then capacity, as derived in [12], is a
good performance indicator. This applies for example to variable-rate systems
(e.g., wireless data networks). On the other hand, most of today’s mobile radio
systems carry real-time speech (cellular telephony), for which constant-rate,
constrained-delay transmission should be considered. In the latter case, that is,
when each code word must be transmitted and decoded within a frame of

blocks, information outage rate, rather than capacity, is the appropriate
performance limit indicator. We shall not delve in this issue any further here,
and the interested reader is referred to [10, 14].

2.4 DIVERSITY
Receiver-diversity techniques have been known for a long time to improve

the fading-channel quality. Recently, their synergy with coding has been exten-
sively investigated in [15, 16, 17]. The standard approach to antenna diversity
is based on the fact that, with several diversity branches, the probability that the
signal will be simultaneously faded on all branches can be made small. The
approach taken in [15, 16, 17, 18] is philosophically different, as it is based
upon the observation that, under fairly general conditions, a channel affected
by fading can be turned into an additive white Gaussian noise (AWGN) chan-
nel by increasing the number of diversity branches. Consequently, it can be
expected (and it was indeed verified by analyses and simulations) that a coded
modulation scheme designed to be optimal for the AWGN channel will per-
form asymptotically well also on a fading channel with diversity, at the only
cost of an increased receiver complexity. An advantage of this solution is its
robustness, since changes in the physical channel affect the reception very lit-
tle.

This allows us to argue that the use of  “Gaussian” codes along with diversity
reception provides indeed a solution to the problem of designing robust coding
schemes for the mobile radio channel.
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2.5 UNEQUAL ERROR PROTECTION
In some analog source coding applications, like speech or video compres-

sion, the sensitivity of the source decoder to errors in the coded symbols is
typically not uniform: the quality of the reconstructed analog signal is rather
insensitive to errors affecting certain classes of bits, while it degrades sharply
when errors affect other classes. This happens, for example, when analog
source coding is based on some form of hierarchical coding, where a rela-
tively small number of bits carries the “fundamental information” and a larger
number of bits carries the “details” like in the case of the MPEG2 standard.

Assuming that the source encoder produces frames of binary coded sym-
bols, each frame can be partitioned into classes of symbols of different “im-
portance” (i.e., of  different sensitivity). Then, it is apparent that the best coding
strategy aims at achieving lower BER levels for the important classes while ad-
mitting higher BER levels for the unimportant ones. This feature is referred to
as unequal error protection (UEP). On the contrary, codes for which the BER
is (almost) independent of the position of the information symbols are referred
to as equal error protection (EEP) codes.

An efficient method for achieving UEP with Turbo Codes was recently stud-
ied in [19]. The key point is to match a non-uniform puncturing pattern to
the interleaver of the Turbo-encoder in order to create locally low-rate Turbo
Codes for the important symbols, and locally high-rate Turbo Codes for the
unimportant symbols. In this way, we can achieve several protection levels
while keeping constant the total code rate. On the decoding side, all what we
need is to “depuncture” the received sequence by inserting zeros at the punc-
tured positions. Then, a single Turbo-decoder can handle different code rates,
equal-error-protection Turbo Codes and UEP Turbo Codes.

2.6 THE FREQUENCY-FLAT, SLOW
RAYLEIGH-FADING CHANNEL

This channel model assumes that the duration of a modulated symbol is
much greater than the delay spread caused by the multipath propagation. If this
occurs, then all frequency components in the transmitted signal are affected by
the same random attenuation and phase shift, and the channel is frequency-flat.
If in addition the channel varies very slowly with respect the symbol duration,
then the fading remains approximately constant during the
transmission of one symbol (if this does not occur the fading process is called
fast.)

The assumption of non-selectivity allows us to model the fading as a pro-
cess affecting the transmitted signal in a multiplicative form. The assumption
of a slow fading allows us to model this process as a constant random vari-
able during each symbol interval. In conclusion, if x(t) denotes the complex
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envelope of the modulated signal transmitted during the interval (0, T ), then
the complex envelope of the signal received at the output of a channel affected
by slow, flat fading and additive white Gaussian noise can be expressed in the
form

where n( t ) is a complex Gaussian noise, and is a Gaussian random vari-
able, with R having a Rice or Rayleigh pdf and unit second moment, i.e.,

If we can further assume that the fading is so slow that we can estimate
the phase shift with sufficient accuracy, and hence compensate for it, then
coherent detection is feasible. Thus, model (3.1) can be further simplified to

It should be immediately apparent that with this simple model of fading
channel the only difference with respect to an AWGN channel resides in the
fact that R, instead of being a constant attenuation, is now a random variable,
whose value affects the amplitude, and hence the power, of the received signal.
Assume finally that the value taken by R is known at the receiver: we describe
this situation by saying that we have perfect CSI. Channel state information can
be obtained for example by inserting a pilot tone in a notch of the spectrum of
the transmitted signal, and by assuming that the signal is faded exactly in the
same way as this tone.

Detection with perfect CSI can be performed exactly in the same way as for
the AWGN channel: in fact, the constellation shape is perfectly known, as is
the attenuation incurred by the signal. The optimum decision rule in this case
consists of minimizing the Euclidean distance

with respect to the possible transmitted real signals x(t) (or vectors x).
A consequence of this fact is that the error probability with perfect CSI and

coherent demodulation of signals affected by frequency-flat, slow fading can
be evaluated as follows. We first compute the error probability P(e | R) ob-
tained by assuming R constant in model (3.2), then we take the expectation of
P(e | R), with respect to the random variable R. The calculation of P(e | R)
is performed as if the channel were AWGN, but with the energy ε changed
into Notice finally that the assumptions of a noiseless channel-state i
formation and a noiseless phase-shift estimate make the values of P(e) thus

n-

obtained as representing a limiting performance.
Consider now the error probabilities that we would obtain with binary sig-

nals without coding (see [20] for a more general treatment). For example, for
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two antipodal signals with common energy we have, for Rayleigh fading and
perfect channel-state information,

In the absence of CSI, one could take a decision rule consisting of minimizing

However, with constant envelope signals constant), the error probability
obtained with (3.3) and (3.5) coincide because

and hence CSI is completely represented by the phase Fig. 3.2 compares
error probabilities of binary antipodal transmission over the Gaussian chan-
nel with those over the Rayleigh and Rice fading channel, where K denotes
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the “Rice factor” of the latter [21]. Although the loss in error probability is
considerable, coding can compensate for a substantial fraction of this loss.

2.7 OUR SURVEY

In this chapter we survey a few important issues in coding for the fading
channel. The model we assume here is that of a channel affected by flat, slow
fading and additive noise. Optimum coding schemes for this channel model
lead to the development of new criteria for code design (Section 3). If the
channel model is not stationary, as it happens for example in a mobile-radio
communication system, then a code designed to be optimum for a fixed chan-
nel model might perform poorly when the channel varies. Therefore, a code
optimal for the AWGN channel may be actually suboptimum for a substantial
fraction of time. In these conditions, antenna diversity with maximum-gain
combining may prove useful: in fact, under fairly general conditions, a chan-
nel affected by fading can be turned into an AWGN channel by increasing the
number of diversity branches (Section 4.1). Another robust solution is based
on bit interleaving, which yields a large diversity gain thanks to the choice of
powerful convolutional codes coupled with a bit interleaver and the use of a
suitable bit metric (Section 4.2). Yet another solution is based on controlling
the transmitted power so as to compensate for the attenuations due to fading
(Section 4.3).

3 CODE-DESIGN CRITERIA

A standard code-design criterion, when soft decoding is chosen, is to choose
coding schemes that maximize their minimum Euclidean distance. This is of
course correct on the Gaussian channel with high SNR (although not when the
SNR is very low), and is often accepted, faute de mieux, on channels that de-
viate little from the Gaussian model (e.g., channels with a moderate amount of
intersymbol interference). However, the Euclidean-distance criterion should
be outright rejected over the Rayleigh fading channel. In fact, analysis of cod-
ing for the Rayleigh fading channel proves that Hamming distance (also called
“code diversity” in this context) plays the central role here.

Assume transmission of a coded sequence where the
components of are signal vectors selected from a constellation . We do not
distinguish here among block or convolutional codes (with soft decoding), or
block- or trellis-coded modulation.
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3.1 NO DELAY CONSTRAINT: INFINITE-DEPTH
INTERLEAVING

We also assume for the moment infinite-depth interleaving, which makes the
fading random variables affecting the various symbols to be independent.
Hence we write, for the components of the received sequence

where the are independent, and, under the assumption that the noise is
white, the RV’s are also independent.

Coherent detection of the coded sequence, with the assumption of perfect
channel-state information, is based upon the search for the coded sequence
that minimizes the distance

The pairwise error probability can be upper bounded in this case as [21, Chap.13],
[22]

where is the set of indices k such that
An example. For illustration purposes, let us compute the Chernoff upper
bound to the word error probability of a block code with rate . Assume
that binary antipodal modulation is used, with waveforms of energies , and
that the demodulation is coherent with perfect CSI. Observe that for
we have

where denotes the average energy per bit. For two code words at
Hamming distance we have

and hence, for a linear code,

where denotes the set of nonzero Hamming weights of the code, considered
with their multiplicities. It can be seen that for high enough signal-to-noise
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ratio the dominant term in the expression of P(e) is the one with exponent
the minimum Hamming distance of the code.

By recalling the above calculation, the fact that the probability of error de-
creases inversely with the signal-to-noise ratio raised to power can be
expressed by saying that we have introduced a code diversity

We may further upper bound the pairwise error probability by defining the
set of indices k for which and writing

(which is close to the true Chernoff  bound for small enough Here

is the geometric mean of the non-zero squared Euclidean distances between
the components of The latter result shows the important fact that the
error probability is (approximately) inversely proportional to the product of
the squared Euclidean distances between the components of that differ,
and, to a more relevant extent, to a power of the signal-to-noise ratio whose
exponent is the Hamming distance between and

Further, we know from the results referring to block codes, convolutional
codes, and coded modulation that the union bound to error probability for a
coded system can be obtained by summing up the pairwise error probabilities
associated with all the different “error events.” For small noise spectral density
N0, i.e., for high signal-to-noise ratios, a few equal terms will dominate the
union bound. These correspond to error events with the smallest value of the
Hamming distance We denote this quantity by to stress the fact,
to be discussed soon, that it reflects a diversity residing in the code. We have

where is the number of dominant error events. For error events with the
same Hamming distance, the values taken by and by are also of
importance. This observation may be used to design coding schemes for the
Rayleigh fading channel: here no role is played by the Euclidean distance,
which is the central parameter used in the design of coding schemes for the
AWGN channel.

For uncoded systems (n = 1), the results above hold with the  positions
Lc = 1  and     whichshows that the error probability de-
creases as A similar result could be obtained for maximal-ratio combining
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in a system with diversity This explains the name of this parameter. In
this context, the various diversity schemes may be seen as implementations of
the simplest among the coding schemes, the repetition code, which provides a
diversity equal to the number of diversity branches [22].

From the discussion above, we have learned that over the perfectly-interleav-
ed Rayleigh fading channel the choice of a coding scheme should be based on
the maximization of the code diversity, i.e., the minimum Hamming distance
among pairs of error events. Since for the Gaussian channel code diversity
does not play the same central role, coding schemes optimized for the Gaus-
sian channel are likely to be suboptimum for the Rayleigh channel.

3.2 INTRODUCING DELAY CONSTRAINTS: THE
BLOCK-FADING CHANNEL

The above analysis holds, mutatis mutandis, for the block-fading channel:
it suffices in this case to interpret the variables as blocks of symbols, rather
than symbols. In this situation, it should not come as a surprise (and can in fact
be shown rigorously, see [23, 24]) that the relevant criterion becomes the block-
Hamming distance, i.e., the number of blocks in which two code words differ.
An application of Singleton Bound shows that the maximum block-Hamming
distance achievable on an M-block fading channel is limited by

where is the size of the signal set and R is the code rate, expressed in
bit/symbol. Note that binary signal sets are not effective in this case,
so that codes constructed over high-level alphabets should be considered [23,
24].

For a deeper analysis of the relationship between code diversity and code
rate, see [25, 26].

4 ROBUST CODING SCHEMES
The design procedure described in the section above, and consisting of

adapting the coding scheme to the channel, may suffer from a basic weakness.
If the channel model is not stationary, as it is, for example, in a mobile-radio
environment where it fluctuates in time between the extremes of Rayleigh and
AWGN, then a code designed to be optimum for a fixed channel model might
perform poorly when the channel varies. Therefore, a code optimal for the
AWGN channel may be actually suboptimum for a substantial fraction of time.
An alternative solution consists of doing the opposite, i.e., matching the chan-
nel to the coding scheme: the latter is still designed for a Gaussian channel,
while the former is transformed from a Rayleigh-fading channel (say) into a
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Gaussian one. Here we shall examine three such robust solutions, the first
based on antenna diversity, the second on bit-interleaving, and the third on
power control.

4.1 ANTENNA DIVERSITY
Fig. 3.3 shows the block diagram of the transmission scheme with fading. A

source of co-channel interference is also added for completeness. Our initial
assumptions, valid in the following unless otherwise stated, are [15, 16, 17]:

PSK modulation

M independent diversity branches whose signal-to-noise ratio is inversely
proportional to M (this assumption is made in order to disregard the
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SNR increase that actually occurs when multiple receive elements are
used).

Flat, independent Rayleigh fading channel.

Coherent detection with perfect channel-state information.

Synchronous diversity branches.

Independent co-channel interference, and a single interferer.

The codes examined are the following:

J4: 4-state, rate-2/3 TCM scheme based on 8-PSK and optimized for Rayleigl
fading channels [27].

U4: 4-state rate-2/3 TCM scheme based on 8-PSK and optimized for the
Gaussian channel.

U8: Same as above, with 8 states.

Q64: “Pragmatic” concatenation of the “best” rate-1/2 64-state convolutional
code with 4-PSK modulator and Gray mapping [28].

Fig. 3.4 compares the performance of U4 and J4 (two TCM schemes with the
same complexity) over a Rayleigh-fading channel with M -branch diversity. It
is seen that, as M increases, the performance of U4 comes closer and closer to
that of J4. Similar results hold for correlated fading: even for moderate corre-
lation, J4 loses its edge on U4, and for M as low as 4, U4 performs better than
J4 [15]. The effect of diversity is more marked when the code used is weaker.
As an example, two-antenna diversity provides a gain of 10 dB at
when U8 is used, and of 2.5 dB when Q64 is used [15]. The assumption of
branch independence, although important, is not critical: in effect, [15] shows
that branch correlation coefficients as large as 0.5 degrade system BER only
slightly. The complexity introduced by diversity can be traded for delay: as
shown in [15], in some cases diversity makes interleaving less necessary, so
that a lower interleaving depth (and consequently a lower overall delay) can be
compensated by an increase of M.

When differential or pilot-tone, rather than coherent, detection is used [16],
a BER-floor occurs which can be reduced by introducing diversity. As for the
effect of co-channel interference, even its BER-floor is reduced as M increased
(although for its elimination multi-user detectors should be employed). This
shows that antenna diversity with maximal-ratio combining is highly instru-
mental in making the fading channel closer to Gaussian.
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4.2 BIT-INTERLEAVED CODED MODULATION
Ever since 1982, when Ungerboeck published his landmark paper on trellis-

coded modulation [29], it has been generally accepted that modulation and
coding should be combined in a single entity for improved performance. Sev-
eral results followed this line of thought, as documented by a considerable
body of work aptly summarized and referenced in [27] (see also [30, Chap.
10]). Under the assumption that the symbols were interleaved with a depth ex-
ceeding the coherence time of the fading process, new codes were designed for
the fading channel so as to maximize their diversity. This implied in particular
that parallel transitions should be avoided in the code, and that any increase
in diversity would be obtained by increasing the constraint length of the code.
One should also observe that for non-Ungerboeck systems, i.e., those sepa-
rating modulation and coding with binary modulation, Hamming distance is
proportional to Euclidean distance, and hence a system optimized for the addi-
tive white Gaussian channel is also optimum for the Rayleigh fading channel.

A notable departure from Ungerboeck’s paradigm was the core of [28].
Schemes were designed in which coded modulation is generated by pairing



76 WIRELESS TECHNOLOGIES FOR THE 21ST CENTURY

an M-ary signal set with a binary convolutional code with the largest mini-
mum free Hamming distance. Decoding was achieved by designing a metric
aimed at keeping as their basic engine an off-the-shelf Viterbi decoder for the
de facto standard, 64-state rate-1/2 convolutional code. This implied giving
up the joint decoder/demodulator in favor of two separate entities.

Based on the latter concept, Zehavi [31] first recognized that the code di-
versity, and hence the reliability of coded modulation over a Rayleigh fading
channel, could be further improved. Zehavi’s idea was to make the code diver-
sity equal to the smallest number of distinct bits (rather than channel symbols)
along any error event. This is achieved by bit-wise interleaving at the encoder
output, and by using an appropriate soft-decision bit metric as an input to the
Viterbi decoder. For different approaches to the problem of designing coded
modulation schemes for the fading channels see [32].

One of Zehavi’s findings, rather surprising a priori, was that on some chan-
nels, there is a downside to combining demodulation and decoding. This
prompted the investigation whose results are presented in a comprehensive
fashion in [11].

An advantage of this solution is its robustness, since changes in the physical
channel affect the reception very little. Thus, it provides good performance
with a fading channel as well as with an AWGN channel (and, consequently,
with a Rice fading channel, which can be seen as intermediate between the
latter two).

4.3 POWER CONTROL
Observation of (3.2) shows that what makes this Rayleigh fading channel

differ from AWGN is the fact that R is a random variable, rather than a constant
attenuation. Consequently, if this variability of R could be compensated for,
an AWGN would be obtained. This compensation can be achieved in principle
if channel-state information is available to the transmitter, which consequently
can modulate its power according to the channel fluctuations.

Consider the simplest such strategy. The flat, independent fading channel
with coherent detection yields the received signal (3.2). Assume that the chan-
nel state information R is known at the transmitter front-end, that is, the trans-
mitter knows the value of R during the transmission (this assumption obviously
requires that R is changing very slowly). Under these conditions, assume that
the transmitted signal in an interval with length T is

where s(t) has unit energy (equal-energy basic waveform), and is chosen
under a given optimality criterion.
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One possible such criterion (constant error probability over each symbol)
requires that

This way, the channel is transformed into an equivalent additive white Gaus-
sian noise channel. The error probability is the same as if we had transmitted s
over a channel whose only effect is the addition of n to the transmitted signal.
The average transmitted power per symbol is then

which might diverge.
This technique (“channel inversion”) is simple to implement, since the en-

coder and decoder are designed for the AWGN channel, independent of the
fading statistics: for instance, it is common in spread-spectrum systems with
near-far interference imbalances. However, it may suffer from a large capacity
penalty. For example, in Rayleigh fading the capacity is zero.

To avoid divergence of the average power (or an inordinately large value
thereof) a possible strategy is the following. Choose

By choosing appropriately the value of the threshold we trade off a decrease
of the average power value for an increase of error probability. The average
power value is now

where For an information-theoretical analysis of power-
control techniques for the fading channel, see [33].

5 CONCLUSIONS
This chapter was aimed at illustrating some concepts that make the design

of codes for the fading channel differ markedly from the same task applied to
the Gaussian channel. In particular, we have examined the design of “fading
codes,” i.e., coding schemes which maximize the Hamming, rather than the
Euclidean, distance, the interaction of antenna diversity with coding (which
makes the channel more Gaussian), the effect of separating coding from mod-
ulation in favor of a more robust coding scheme, and the effect of transmitter-
power control. The issue of optimality as contrasted to robustness was also
discussed to some extent.
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Abstract Orthogonal Frequency Division Multiplexing (OFDM) has become part of stan-
dards in various fields such as data transmission over telephone line, digital audio
broadcasting, mobile communications and so on.

This chapter presents the principle of the OFDM, and discusses several syn-
chronization techniques essential for successful digital transmission in multipath
fading channels, such as frequency offset estimation/compensation, window tim-
ing estimation/recovery and subcarrier recovery.
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1 INTRODUCTION
Multi-Carrier Modulation (MCM) is the principle of transmitting data by

dividing the stream into several bit streams, each of which has a much lower
bit rate, and by using these substreams to modulate several subcarriers. The
first systems using MCM were military HF radio links in the late 1950’s and
early 1960’s [1]. A special form of MCM, Orthogonal Frequency Division
Multiplexing (OFDM), with densely spaced subcarriers, was patented in the
U.S. in 1970 [2]. OFDM abandoned the use of steep bandpass filters that
completely separated the spectrum of individual subcarriers, instead, its time-
domain waveforms are chosen such that mutual orthogonality is ensured even
though spectra overlap. It is because such a waveform can be easily generated
using the Discrete Fourier Transform (DFT) at the transmitter and receiver.
However, for a relatively long time, the practicality of the concept appeared
limited. Implementation aspects such as the complexity of the DFT appeared
prohibitive, not to speak about other problems, such as the stability of oscilla-
tors in the transmitter and receiver, the linearity required in RF power ampli-
fiers, and the power back-off associated with this. After many years of further
intensive research in the 1980’s for mobile communications [3], digital audio
broadcasting [4, 5], data transmission over telephone line [6] and so on, today
we appear to be on the verge of a breakthrough in OFDM techniques. Many of
the implementational problems appear solvable and OFDM has become part
of several standards.

This chapter focuses attention on its synchronization issue. In section 2,
the basic principle of OFDM is presented, and the optimum number of sub-
carriers and the optimum length of guard interval are discussed. In section 3,
pilot-assisted synchronization approach is presented, such as frequency offset
estimation/compensation frequency domain pilot assisted subcarrier recovery
and time domain pilot assisted subcarrier recovery methods, whereas in sec-
tion 4, blind synchronization approach is discussed, such as joint frequency
offset/symbol timing/symbol period estimation and subcarrier recovery meth-
ods.

2 PRINCIPLE AND DESIGN OF OFDM SYSTEM
Figs. 4.1 (a) and (b) show the basic block diagrams of an OFDM transmitter

and receiver with subcarriers, respectively.
In the transmitter, the transmitted signal s(t) is written as
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In Eq.(4.1), is the real part of  ·           the imaginary part of ·), and is
the frequency of the k–th subcarrier:

where fc is the carrier frequency. f ( t ) is the pulse waveform of each symbol
defined as

where ∆  and ts are the guard interval and the useful symbol duration, respec-
tively, is the total symbol duration, and cki is an output at the k–th
subcarrier in time

The transmitted signal s(t) is the sum of M–ary DPSK or M–ary
QAM signals, and the required bandwidth is given by

where is the total transmission rate (symbols/sec).
As the number of subcarriers increases, the transmission perfor-

mance becomes more sensitive to time-selectivity because the wider symbol
duration is less robust to random FM noise. On the other hand, as N decreases,
it becomes poor because the wider power spectrum of each subcarrier is less
robust to frequency-selectivity. Therefore, there exists an optimum value in

to minimize the bit error rate (see Fig. 4.2).
Furthermore, as the guard duration increases, the transmission perfor-

mance becomes poor because the signal transmission in the guard duration in-
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troduces power loss. On the other hand, as decreases, it becomes more sen-
sitive to frequency-selectivity because the shorter guard duration is less robust
to delay spread. Therefore, there exists an optimum value in  to minimize
the bit error rate (BER) (see Fig. 4.3).

For the M–ary DPSK OFDM, we can easily optimize and because
the theoretical BER expression has been obtained in a closed form for any
multipath delay profile and any Doppler power spectrum [7, 8, 9]. Figs. 4.4
(a) and (b) show the optimum values of the number of subcarriers  and
guard duration against the maximum Doppler frequency  and the RMS
delay spread respectively, where and are normalized by
the total transmission rate (R). Here, we assume:

an exponential-type multipath delay profile with root mean square (RMS)
delay spread of which is composed of 20 multipaths,

a Doppler power spectrum with maximum Doppler frequency of
when an omnidirectional monopole antenna is used at the receiver.
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3 PILOT-ASSISTED SYNCHRONIZATION
APPROACH

3.1 FREQUENCY OFFSET
ESTIMATION/COMPENSATION

When a frequency offset is introduced in the radio channel, the BER de-
grades drastically, since severe inter-subcarrier interference occurs because of
the overlapping power spectra between subcarriers (see Fig. 4.6). This sensi-
tivity to frequency offset is often pointed out as a major OFDM disadvantage.
Therefore, it is essential to develop a fast and accurate frequency offset esti-
mation/compensation method.

Fig. 4.5 (a) shows the time-frequency format of a signal burst of the two-
stage pilot-assisted frequency offset compensation method [9]. The header



86 WIRELESS TECHNOLOGIES FOR THE 21ST CENTURY

is composed of two parts, a preamble for the DFT window timing synchro-
nization and a group of pilot signals for the carrier frequency synchronization,
where the same pseudo-random binary sequence (PRBS) is inserted at
and and a differentially encoded PRBS at
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The frequency offset is generally written as

where is an integer and The first and second stages
estimate and respectively.

Assume that the preamble has established perfect DFT window timing syn-
chronization. First, observing the phase shift between the DFT outputs at

and of the m–th subcarrier we can estimate
as:

where is the DFT output of the m–th subcarrier at
Then, averaging over all the subcarriers yields (the
first stage)

Next, using the autocorrelation characteristic of the differentially detected
PRBS at (if there are few errors in the PRBS), the second stage can
remove the frequency ambiguity (see Fig. 4.6 (b)).

Fig. 4.6 shows the BER for the two-stage frequency offset compensation
method employing a PRBS with period of 128, where 0 is added to the 7-
stage maximum length shift register sequence (the PRBS is used to reduce the
envelop peak value). The first stage can compensate for the frequency offset
accurately only for and the second stage can extend the
estimation/compensation range

3.2 SUBCARRIER RECOVERY

For OFDM with M–ary Quadrature Amplitude Modulation (QAM), it is
necessary to support coherent detection at the receiver. Instantaneous fading
frequency distortion and its time variation can be estimated with periodically-
inserted pilot signals. There are two approaches in pilot-assisted subcarrier
recovery, namely, frequency domain pilot (FDP) [9] and time domain pilot
(TOP) [10].

Fig. 4.7 (a) shows the signal format of the FDP technique. The transmitter
inserts a known pilot signal having a maximum amplitude in every subcar-
riers and symbols. At the receiver, for subcarrier having no pilot signals,
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the reference signals are recovered by cubic spline-based interpolation cubic
spline-based interpolation (partially, extrapolation) of the received pilot sig-
nals (see Fig. 4.7 (b)). The time variation is tracked by linear interpolation of
the inserted and estimated pilot signals.
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On the other hand, Fig. 4.8 shows the signal format of the TDP tech-
nique. The transmitter periodically inserts a Direct Sequence Spread Spectrum
(DS/SS) pilot signal in train of OFDM signals. The receiver first estimates
instantaneous channel impulse response with the DS/SS pilot signal, and then
calculates corresponding instantaneous frequency response essential for sub-
carrier recovery with the DFT of the estimated instantaneous channel impulse
response. The time variation is also tracked by linear interpolation of the esti-
mated amplitude and phase of subcarriers.

Figs. 4.9 (a) and (b) show the BER against the delay spread and the average
respectively. Here, we assume:

The number of  Subcarriers: 512,

Transmission Rate: 16.348 Msymbols/sec,

Guard Interval:

Filter for DS/SS Signal: Nyquist Filter

Multipath Delay Profile: 6-Path Exponentially Decaying.

When the delay spread is small, the FDP outperforms the TDP, however,
as the delay spread increases, the performance of the FDP becomes worse,
whereas the TDP can keep the performance. In this sense, the TDP is robust
to variation of delay spread. It is because the TDP can always accurately
estimate the channel frequency response as long as the delay spread is within
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the guard interval, whereas estimation error with interpolation employed in
the FDP becomes large as the delay spread increases (variation in frequency
response is much larger than that in impulse response).

4 BLIND SYNCHRONIZATION APPROACH
4.1 JOINT FREQUENCY OFFSET/SYMBOL

TIMING/SYMBOL PERIOD ESTIMATION
As mentioned in Section 2, in order to maintain orthogonality among sub-

carriers even in multipath fading channels, each OFDM symbol is cyclically
extended with the guard interval, whose waveform is exactly the same as the
tail of the signal itself (see Fig. 4.3). In other words, OFDM system transmits
the same waveform twice in each symbol period, so we can deal with it as “an
unknown pilot signal,” unlike a normal pilot signal whose waveform we know.
Therefore, making effective use of the unknown pilot signal, we can estimate
frequency offset , symbol timing and symbol period without any extra pilot
signal transmission.

The likelihood function on frequency offset, symbol timing and symbol pe-
riod (DFT window duration) becomes [11] [12]
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The frequency offset  the symbol timing and the symbol period can
be estimated by searching the corresponding values to maximize the likelihood
function. Fig. 4.10 (a) shows the block diagram of the estimator. We call the
estimator based on Eq. (4.8) the “optimum estimator.”

Furthermore, in order to reduce the complexity of the estimator, we can re-
move the integral operations in Eq. (4.8). The approximated likelihood func-
tion is written as

Fig. 4.10 (b) shows the block diagram of the estimator, and we call it the
“suboptimum estimator.”

Figs. 4.11 (a), (b) and (c) show the estimation performance: the RMS fre-
quency error, the RMS symbol timing error and the RMS period error, respec-
tively. Parameters for computer simulation are as follows;

The Number of  Subcarriers: 32,

Modulation/Detection: Differentially-Encoded QPSK/Differential De-
tection,

Symbol Period: 36 samples,

Guard Interval: 4 samples,

Useful Symbol Period: 32 samples,
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Delay Profile: Exponential (3 samples).

These figures show the excellent of the optimum and suboptimum estimators
and the superiority of the optimum estimator over the suboptimum one. The
optimum estimator requires only 10-to-20 observation symbols to obtain good
estimate for frequency offset, symbol timing and symbol period estimation.

Fig. 4.11 (d) shows the BER performance. This figure clearly shows that 10
observation symbols are sufficient to achieve good BER performance, regard-
less of  values of  ave
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4.2 SUBCARRIER RECOVERY
It is also possible to carry out subcarrier recovery , namely, to estimate the

amplitude and phase of each subcarrier, making effective use of the unknown
pilot signal.

Assume that the estimator output is optimally sampled with sampling period
after frequency offset compensation. The discrete impulse response of the

channel is written as

where J is the number of multipaths in the impulse response. 
signal in the i–th symbol period is written as

The l–th received

where z(t) is the complex-valued white Gaussian noise with zero mean.
Defining M as the number of samples in the guard interval, the received

signals in the i–th guard interval and the tail of the i–th useful
symbol period are written as (see Fig. 4.12)

where Define the following vectors:

where T denotes the transpose. Furthermore, define the following i–th corre-
lation matrix:

where H denotes the Hermitian transpose.
Taking into account the fact:
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the average correlation matrix can be decomposed as

where and are the powers of the OFDM signal and the noise, respec-
tively, I is the identity matrix, and Q is the lower triangular matrix
written as

Therefore, with the LU factorization of the correlation matrix of the unknown
pilot signals, we can estimate the impulse response, and then we can obtain
the frequency transfer function essential for subcarrier recovery, namely, the
amplitude and phase of each subcarrier from the Fourier Transform of the es-
timated impulse response.

Fig. 4.13 (a) shows the RMS estimation error of impulse response, where
the channel parameters for computer simulation are all the same as in the
previous subsection, namely, the case of joint frequency offset/symbol tim-
ing/symbol period estimation. Blind estimation of impulse response normally
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requires longer observation symbols, and in this case, observation  symbols
are required to obtain good estimate.

Finally, Fig. 4.13 (b) shows the BER performance when DEQPSK /coher-
ent detection with differential decoding is employed. For comparison purpose,
the BER for DEQPSK/differential detection is also shown in the figure. Here,
the BER is evaluated after 20 observation symbols for differential detection
whereas symbols for coherent detection. The coherent detection is supe-
rior to the differential detection, however, the difference is not so large. How-
ever, this figure clearly shows that, without any extra known pilot signal trans-
mission, frequency offset, symbol timing and symbol period and furthermore
impulse response for subcarrier recovery can be estimated, making effective
use of the unknown pilot signal.

5 CONCLUSIONS
This chapter has presented the principle of the OFDM, and discussed sev-

eral synchronization techniques essential for successful digital transmission in
multipath fading channels.
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Abstract The ideas and basic principles of multiuser receivers for code-division multiple-
access (CDMA) systems are summarized and reviewed. Linear multiuser re-
ceiver formulation and combination of MAI suppression with multipath and an-
tenna combining is the main contribution of the chapter. The multiuser equal-
ization can be performed either after maximal ration combining or there can be
a separate equalizer in each rake receiver branch. If the latter choice is made,
the correlation of noise in the equalizer outputs needs to be taken into considera-
tion when selecting the combining weights. Efficient bit error probability (BEP)
evaluation methods for such linear receivers with uncoded transmission are also
presented. Thirdly, chip equalizers for downlink are described. Their major ad-
vantage is that they are applicable also in CDMA systems where the period of
spreading sequences is significantly longer than the data symbol period.

Keywords: Multisensor receiver, multiuser receiver, bit error probability, equalizer, code-
division multiple-access, receiver design.
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1 INTRODUCTION
The application of  direct-sequence (DS) spread-spectrum (SS) code-division

multiple-access (CDMA) [1, 2, 3, 4] to commercial cellular communications
systems has been initialized in cdmaOne (former IS-95) standard. The third
generation cellular communication systems, so called International Mobile
Telecommunications 2000 (IMT-2000, or, Universal Mobile Telecommunica-
tion Systems (UMTS) in Europe, employ various forms of CDMA in their
air interface, which is called UMTS Terrestrial Radio Access (UTRA). The
radio access techniques include wideband CDMA (W-CDMA), multicarrier
based extension of cdmaOne (called cdma2000), and combined time-division
code-division multiple-access (TD-CDMA) to be used in time-division duplex
(TDD) operation mode. In addition to the cellular applications, CDMA is used
as multiaccess technique in local wireless broadband services, like wireless
local area networks in ISM band [5, 6].

In CDMA systems several users transmit their signals at the same frequency
at the same times. The user transmissions can be identified by their unique sig-
nature signals, which are formed by different spreading sequences or spreading
codes. The signature signals are usually designed to pose as low crosscorrela-
tion levels as possible. As one extreme the codes can be designed to be totally
orthogonal. However, the number of orthogonal spreading sequences is lim-
ited to the value of the spreading factor (SF). Therefore, if the number of users
or CDMA signals needs to be larger than the value of the SF, all the signa-
ture signals cannot be orthogonal. Even if the spreading signals were orthog-
onal, asynchronous transmissions of different users or different propagation
delays in radio channels of various users make the received spreading signals
nonorthogonal. For the reasons described above, in most practical cases, there
is multiple-access interference (MAI) present in DS-CDMA systems.

Since the conventional correlator receiver is interference limited [4] and suf-
fers a severe performance penalty in DS-CDMA systems, multiuser detection
(MUD) has been proposed to improve the receiver performance and CDMA
system capacity. Since the optimal multiuser detector [7] has high computa-
tional complexity, several suboptimal multiuser detectors have been proposed.
See, e.g., [8, 9, 10] for an overview and further references on multiuser de-
tection. A comprehensive textbook treatment is presented in [10]. A brief
textbook treatment can be found in [11, Chap. 15].

One important approach to improve the performance of a radio communi-
cation receiver is to use multiple antennas to implement spatial diversity or
beamforming [12, 13]. It has been a hot topic in recent research, and is cur-
rently under practical implementation in several commercial communication
systems. The diversity can be either transmit [14] or receive diversity. The
former is often applied in downlink (DL) (i.e., forward link) while the latter
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technique is well suited for uplink (UL) (i.e., reverse link). The idea therein is
to have the multiple antenna solution in the base transceiver station (BTS) in
both cases. The beamforming is also implemented by BTS antenna arrays both
for UL and DL. In CDMA systems, the use of multiple antennas is particularly
attractive, since it reduces the required transmit power levels, which directly
increases the system capacity [4].

The purpose of  this chapter is threefold. First, the ideas and basic principles
of multiuser receivers are briefly summarized and reviewed; the various tech-
niques are formulated in a unique framework. These issues, and the definition
of the system model, are the topics of Section 2. Secondly, the main part of
the paper, presented in Section 3, consists of describing the linear multiuser
receiver formulation and combination of MAI suppression with multipath and
antenna combining. Efficient bit error probability (BEP) evaluation methods
for such linear receivers with uncoded transmission are also described. Thirdly,
a recent development on the potential application of multiuser receiver princi-
ples in downlink is described in Section 5. In Section 6, the chapter is summa-
rized and conlusions are drawn.

2 PRELIMINARIES

2.1 SYSTEM MODEL

The system model is defined in this section to set up the further notations
used later in the treatment. The conventional CDMA signal description given
herein is at its best when uplink (a multiple-access channel) of a typical CDMA
system is considered.

The CDMA system is assumed to include K active users whose transmis-
sions are received by M different antennas1, or, more generally, sensors. The
received CDMA signal in antenna, where is the con-
volution of the transmitted signal and the channel impulse response plus the
additive channel noise. Thus, the complex envelope of the received signal in

antenna can be expressed as

where is the discrete time index referring to the symbol interval, K is the
number of users in the CDMA system, L is the number of propagation paths
in the channel (assumed equal for all users and antennas for notational sim-

1 The antennas may be closely spaced antenna elements used in adaptive antenna arrays to perform beam-
forming, or they may be widely spaced antenna elements used to provide receive diversity. The main
emphasis in this paper is given to the diversity case, but the considered receiver principles themselves can
be equally applied to antenna arrays as well.
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plicity), is the transmitted data symbol at symbol interval (i.e., as
is the modulation symbol alphabet,

is the received amplitude of user k in antenna is the energy per sym-
bol of the corresponding real bandpass signal in antenna

is the delay of kth user’s received signal in antenna is the complex
gain (includes both the impact of Rayleigh fading and direction of arrival) and

is the delay of the lth multipath component of user k on sym-
bol interval in antenna is the delay spread of the multipath channel,

is complex zero mean additive white Gaussian noise (AWGN) process
in antenna with two-sided power spectral density (assumed equal for all
antennas for notational simplicity without loss of generality), and is the
signature signal2 of user k. Since AWGN in the received signal is mostly due
to the radio frequency front-end of the antennas, the noise processes in
each antenna can usually be assumed to be independent of each other. For con-
venience is assumed to be normalized so that
and

It is easy to see that the matched filter (MF) outputs of all antennas for all
users and multipath components produce sufficient statistics for the detection
of the data symbols. The sampled output of the matched filter of the kth users
lth multipath component in antenna on symbol interval is

Let the vectors of MF output samples in antenna for symbol interval be
defined as

In the sequel the signal is considered over an observation window of finite
length so that the symbol interval of interest is set to n = 0.
The concatenation of MF outputs over the observation window is

The vector of the matched filter outputs has expression

2It has been assumed that the signature signals are periodic over the symbol interval. This assumption is due
to notational convenience only. It is easy to generalize to the case of longer signature signals [15,9]. Sim-
ilarly, the assumption of a single spreading factor or processing gain for all users can be straightforwardly
generalized [16].
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where

matrices have elements

is the data-amplitude product vector, and is the noise vector
at the MF outputs. Equation (5.2) can be expressed also in the form

where

is the vector of complex channel tap gains in the antenna m,



102 WIRELESS TECHNOLOGIES FOR THE 21ST CENTURY

is a matrix of products of the data symbols and average amplitudes, and is
an identity matrix of size

To combine the observations to a single vector equation, let

is the vector of concatenated MF outputs of all the antennas. By Eq. (5.3) it
can be expressed in the form

where

2.2 OPTIMAL MULTIANTENNA MULTIUSER
RECEIVERS

It is relatively straightforward to show that the optimal multiuser maximum-
likelihood sequence detector (MLSD) (without forward error control coding)
[7] with known channel parameters, obeys the decision rule [18]

where is the optimization variable vector,

is the log-likelihood function,

is a vector of maximal-ratio combined (MRC) antenna outputs,

is the correlation matrix between the signal components in and
is the combined noise vector with covariance matrix

The optimal MLSD is prohibitively complex for most applications, since
the number of required operations depends exponentially on the number of
users.
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2.3 LINEAR MULTIUSER EQUALIZERS
Due to the complexity of the optimal MLSD receiver, several suboptimal

receivers have been proposed and studied. Most of the suboptimal receivers
make their decisions as follows

where is the multiuser detector or MAI suppressor output. The out-
put is obtained as an approximation to the optimization problem in
Eq. (5.8). The simplest approximation totally neglects the presence of multiple
users, i.e., it assumed that is a diagonal matrix. The assumption results in
the conventional 2-dimensional rake receiver, i.e., The conven-
tional receiver can be seen as a special case of linear multiantenna multiuser
equalizers, which are discussed in more detail in Section 3.

The other linear multiantenna multiuser equalizers can be obtained with
similar reasonings. A simple approximation is to perform the optimization
Eq. (5.8) over the set of complex numbers instead of the symbol alphabet, i.e.,

where is the optimization variable vector. Since is a quadratic function
of  it is straightforward to show that the optimum solution is

The result in Eq. (5.14) is known as a zero-forcing (ZF) or decorrelating solu-
tion [19, 20]. Another well-known solution, the linear minimum mean squared
error (LMMSE) equalizer [21 ], is obtained, if  matrix in Eq. (5.9) is replaced
by in optimization Eq. (5.13). The choice may seem somewhat
abrupt, but it will become more clear in Section 3.

2.4 INTERFERENCE CANCELLATION RECEIVERS

In addition to the linear equalizers, another important class of multiuser
receivers are the interference cancellation (IC) receivers. When deriving an IC
receiver, the main underlying assumption is that the signals of the interfering
users are known, and the optimization in Eq. (5.13) is performed for single
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user only3 [24]. This leads to the following optimization

where is the set over which the optimization is performed. It follows from
Eq. (5.15) that the IC receivers subtract the interference term from the received
signal. Since the interference term is in practice unknown, it must be esti-
mated. Thus, in IC receivers MAI term is explicitly estimated and then it is
subtracted from the received signal or from the combined signal u. If the in-
terference estimation is successful, the receiver performance is improved due
to reduced interference level. A typical feature of the IC receivers is the fact
that the interference cleaned signal may be re-used to form new, hopefully
improved, interference estimate, which can be used to cancel MAI again (or
perform optimization in Eq. (5.15) again). This principle results in an iterative
IC receiver, which has often been called multistage interference cancellation
receiver.

Conceptually the simplest IC receiver is probably the multistage parallel
interference cancellation (PIC) receiver [25, 26, 27, 24, 28, 29, 30, 31, 32].
The output at the mth stage can be presented as [24]

where is the interference estimate. It has been formed based on the out-
put of stage m – 1, i.e., where f denotes for
the interference estimation function (there are more details below). In the first
stage the conventional two-dimensional rake receiver or any linear equalizer
may be used. In the former case

Equation (5.16) describes a Jacobi-type iteration [33]. Another popular IC
receiver, namely serial interference cancellation (SIC) receiver [34, 35] is ob-
tained, if the Jacobi iteration is replaced by a Gauss-Seidel iteration. It means
that the newest MAI estimates for the symbols estimated in stage m are based
on decisions made in stage m. More precisely, the SIC receiver output is

where is the
interference estimate for the ith term in and denotes the elements

3The idea is very similar to that of the expectation-maximization (EM) or the space alternating generalized
EM (SAGE) algorithms [22, 23).
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of vector u. In SIC receivers, the users are usually organized
according to their received power levels so that the users with the largest re-
ceived power are detected and canceled first.

The PIC and SIC receiver can also be combined into a hybrid receiver, where
users are grouped according to their power levels [16]. In the resulting group-
wise serial interference cancellation (GSIC) parallel cancellation can be used
within groups [36, 37, 38]. The grouping can also be used have a trade-off be-
tween implementation complexity of the optimal MLSD receiver and perfor-
mance of the suboptimal receiver. In other words, Eq. (5.15) can be modified
so that only part of the interfering signals is assumed known and thus canceled,
and the optimization is performed over signals of several users [39, 40], Since
vector  u  includes symbols from several symbol intervals, similar trade-off can
be made also in time-domain [41]. In other words, optimization can Eq. (5.15)
can be performed over several consequtive symbols of one user.

The cancellation order distinguishes the parallel and serial cancellation from
each other. Another major feature which divides the IC receivers to various
classes is the technique used in interference estimation. The main alternatives
are so called soft decision (SD) [42, 43] and hard decision (HD) based MAI
estimation tecniques. In the latter one, explicit data decisions are made, and
MAI estimate is obtained as a product of channel estimates and data decisions.
It means that the set 0, over which the optimization Eq. (5.15) is performed,
equals symbol alphabet, i.e., For example, in the case of a HD-PIC
receiver, the MAI estimate becomes

where and denote the tentative channel and data estimates
provided by the stage m – 1 of the multistage HD-PIC receiver. In the soft-
decision based parallel interference cancellation the amplitude-data product is
estimated linearly without making an explicit data decision. Thus,
In other words, for the SD-PIC receiver, the product is
estimated jointly and the MAI estimate becomes

Based on the discussion above, it is easy to see that all the IC receivers are
actually iteratively solving the matrix equation

The SD-PIC is using Jacobi iterations and the SD-SIC Gauss-Seidel iterations.
The same applies to their HD counterparts if it is noted that they add nonlin-
ear operations to the iterations. By comparing Eq. (5.20) to Eq. (5.14), it is
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easy to understand that the SD based IC algorithms, if  they converge, converge
actually to the ZF solution [44]. Similarly, if matrix in SD-IC algorithms
is replaced by (as in Section 2.3), they converge to the LMMSE
solution [45]. Other iterative implementations, like the steepest descent and
conjugate gradient algorithms, of linear equalizers in [46] are rather similar to
the SD-PIC receivers with different iterative algorithms. For HD-IC receivers
the relationship to the linear equalizers is not as clear and simple; it is an inter-
esting topic for future research.

3 LINEAR MULTIANTENNA MULTIUSER
EQUALIZATION

In this section, the linear multiantenna multiuser equalizers are described
from a more conventional perspective as in Section 2.3. The goal is to get
more insight into the detailed algorithms and bit error probability analysis.
There are several possible architectures for suboptimal multiantenna multiuser
receivers applying linear interference suppression filtering [10, 47, 48]. The
basic options are to have a separate multiuser equalizer for each antenna ele-
ment or a single equalizer for the maximal ratio combined signal. The latter is
considered in Section 3.1, and the former in Section 3.2.

3.1 COMBINING BEFORE EQUALIZATION
If the equalization is performed based on the maximal ratio combined sig-

nal u, linear equalization remains to be a conceptually simple extension of
the well-known linear multiuser equalization techniques to the model in Eqs.
(5.8)–(5.11). The technique is conceptually simple, since the multipath and an-
tenna combining are not affected by the introduction of the equalization. The
equalization principles are most straightforward to describe if so called block
equalization approach is used. It means that a whole block of  received signal is
processed once in the receiver. The block equalization is described in Section
3.1.1. Extension of the principles to filtering based processing is presented in
Section 3.1.2.

3.1.1 Block Equalization. The general idea of  linear multiuser equaliz-
ers is to process the equalizer input by some linear operation. The output a
linear block equalizer can be described as

where is the matrix describing the block equalizer, and
is the noise term at the equalizer output. The matrix describes the

convolution of  the overall multiuser channel (including multipath propagation
as well as antenna and multipath combining) and the equalizer.
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Different equalizer designs are obtained by different choices of the equalizer
matrix The well-known choice for include the zero-forcing equalizer [20,
47, 49, 50, 51] which completely suppresses MAI. The output
of the ZF equalizer is by Eq. (5.21) Although MAI is
removed completely by the ZF equalizer, it has the drawback that the noise
is enhanced, i.e., the variance of the AWGN term is increased. The noise
enhancement problem can be alleviated by the introduction of linear minimum
mean squared error equalizer [21, 52, 53] The
LMMSE equalizer is a compromise between the conventional receiver and the
zero-forcing equalizer. In addition to the ZF and LMMSE equalizers, adaptive
linear receivers to minimize the bit error probability [54, 55] have also been
proposed.

3.1.2 Filtering Based Equalization. The block equalization described
in the above section is useful for illustrating the basic principles of  the equalizer
design. It is, however, sometime more practical to implement the equalizers as
linear filters. That is possible by taking one column of the block equalizer ma-
trix [20], and using the elements of the column as FIR filter tap gains. In an
ideal implementation, the size of matrix and, thus the length of the corre-
sponding FIR filter equals the number of users times the data packet length. In
other words, the window size N would be infinite in an asynchronous CDMA
system. The problem can be overcome simply by truncating the equalizer fil-
ters, and using only the middle columns of matrix [15, 17]. Although such
an approach may sound abrupt, it can be shown that the loss in performance
becomes marginal with very moderate equalizer lengths [15, 17]. The FIR
implementation is convenient in the sense that it gives the opportunity to im-
plement the linear equalizers as simple adaptive filters, if  the spreading signals
of the users are periodic with short enough periods [56, 57, 58, 59, 60].

As noted in Section 2.4, the SD based IC receivers converge to the ZF so-
lution. It is well known that IC receivers can be implemented with finite win-
dow size, which increases with increasing number of cancellation stages [24].
Thus, the FIR type linear equalizers could be implemented by using a SD-IC
approach.

3.2 EQUALIZATION  BEFORE  COMBINING
The equalization after the multipath and antenna combining is conceptually

simple, and for that reason an attractive technique. Furthermore, it is the Right
Thing To Do in the sense that MRC output vector is the minimal sufficient
statistics for the detection of the data symbols. Unfortunately, the approach
has also two major drawbacks. Both of them are caused by the fact that the
equalizer impulse response matrix depends on the instantaneous channel
realizations of all users. The first drawback is the fact that once a channel im-
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pulse response of only one user is changed, the whole equalizer matrix needs
to be updated. The second drawback is the fact that the equalization provides
no gain in channel estimation, since the channels need to be estimated from
signals with MAI. The first drawback may make even the simple adaptive
implementations useless if the fading rate is even moderate [48, 61, 62, 63].
Therefore, it may sometimes be preferable to have a separate equalizer for
each rake branch of  each antenna in stead of a single equalizer for the maximal
ratio combined signal as in Section 3.1. In this section, the approach of having
separate equalizer for each rake branch of each antenna is considered.

A linear multiuser equalizer for kth user’s lth multipath component in an-
tenna m is characterized by a FIR filter. The coefficients of the equalizer are
included in vector The filter output is

The decision rule for any linear multiuser receiver can be expressed as

where

is a vector containing the kth user’s linear interference suppression filter out-
puts for all antennas and multipath components, and is the vector
with similar structure as containing the combining coefficients for the mul-
tipaths and antennas of user k.

The conventional two-dimensional rake receiver chooses the impulse re-
sponse as th column of  matrix The impulse response

of a ZE equalizer is the th column of matrix The
LMMSE equalizer is the th column of matrix
where is the covariance matrix of the data-amplitude product vector
[48, 64].

The equalizer output vector for user k can be expressed in the form

where is the matrix of
equalizer impulse responses for all antenna composed from equalizer impulse
response matrices for different antennas of the form

The kth user’s equalizer output vector can be decomposed into the form
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where is the component including both the desired signal and
the remaining MAI components of excluding the impact of  Rayleigh fading,
and is the AWGN response at the equalizer output; the latter term has a
zero mean and covariance matrix The signal+MAI component can be
expressed in the form

and the noise covariance is

The desired signal component of is obtained from by substi-

tuting excluding the element The MAI component  is

obtained from by substituting
The optimal choice for the combining weight vector is

where is the covariance of MAI plus noise.
Matrix is a diagonal matrix including the magnitudes of the
multipath components of the desired user k at the outputs of equalizers, i.e.,

where is a vector of all zeros except the element The multipli-
cation by the inverse noise covariance in Eq. (5.29) is required to
match the MRC to the noise statistics [47]. The multiplication by matrix in
Eq. (5.29) gives the outputs of each antenna the correct weight which depends
on the magnitude of the equalizer output. In other words, matrix takes into
consideration the possible bias in the equalizer output of a user and the average
power differences between antennas the latter are described by ampli-
tudes included in matrix The main lesson learned
herein is as follows: if a separate equalizer is applied for each multipath com-
ponent and antenna element, the gains of maximal ratio combining performed
on the equalizer outputs are affected by the equalization, except some special
cases.

4 BIT  ERROR  PROBABILITY  ANALYSIS

The bit error probability of linear multiuser receivers is analyzed in this
section. It is a conceptually simple task in AWGN channels. The analysis is
based on that presented originally in [65, 66, 67, 68]. The results are derived for
BPSK modulation. Since the BEP for QPSK modulation is approximately the
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same as for the BEP for BPSK modulation [11, Eq. (5-2-59), p. 272] (assuming
that denotes the energy per symbol not energy per bit), the analysis below
can be applied to get the approximate BEP for QPSK modulated signals as
well.

The kth user’s average bit error probability of a linear receiver is obtained
by averaging over all possible interfering symbol combinations. Thus, the BEP
of user k can be expressed in the form

where denotes the cardinality of the modulation alphabet  and
denotes the probability of error conditioned on the interfering symbols. Ex-
pressions for the conditional error probability in Eq. (5.31) are
derived in Sections 4.1 and 4.2 for the cases MRC before equalization and
equalization before MRC, respectively. Since the averaging over all possible
interfering data sequences in Eq. (5.31) is often an overwhelmingly complex
operation, approximations are considered in Section 4.3. A few examples are
considered in Section 4.4.

4.1 COMBINING BEFORE EQUALIZATION
In AWGN channels with BPSK modulation, a decision error occurs if the

decision variable for user k is less than zero given bit was
transmitted. Thus, the conditional error probability can be expressed in the
form

where is the th column of the equalizer matrix Since the equal-
izer impulse response depends on the channel realizations, it is impossible to
obtain a general closed form expression for the BEP in a fading channel. The
most efficient way to evaluate the BEP in a fading channel is to simulate vari-
ous fading realizations, compute the equalizer impulse response and matrix
They can then be substituted into Eq. (5.32) to compute the BEP value for that
particular channel realization. Then the BEP values need to be averaged out
over numerous channel realizations. In other words, the impact of Rayleigh
fading is modeled by computer simulation, whereas the impact of AWGN is
treated analytically.
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4.2 EQUALIZATION BEFORE COMBINING

The bit error probability of linear multiantenna multiuser receivers is ana-
lyzed in this section. In AWGN channels, the analysis can be performed with
similar principles as in Section 4.1. Since in this case the equalizer impulse
response does not depend on the channel realizations, it is now possible to ob-
tain a general closed form expression for the BEP also in a Rayleigh fading
channel. We will concentrate on finding the expression in this section. The
analysis is based on the use of the characteristic function of Rayleigh distribu-
tion [69, 70]. The method has been earlier applied to the performance analysis
of single-antenna multiuser receivers in [65, 66].

The decision variable in Eq. (5.23) can be expressed as

where

and The linear filter output vector  con-

ditioned on the data symbol vector is a complex Gaussian random
vector. The combining vector gk is also complex Gaussian due to the Rayleigh
fading assumption. Thus, the conditional probability of bit error for binary
phase sift keying (BPSK) modulation of user k can be expressed as [69]

where are the eigenvalues of the matrix  and

is the covariance matrix of  the vector v. The kth users’ average bit error prob-
ability for a linear equalizer at the symbol interval is
obtained by averaging over all possible interfering symbol combinations. For
BPSK modulation it can be expressed in the form
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The analysis method is very practical for numerical performance evaluation.
However, it has one disadvantage. If  two or more eigenvalues are equal to each
other, the method cannot be applied. This is the case in single-user systems, if
the propagation paths have equal magnitude. In a multiuser case, the relation-
ship between the eigenvalues and the multipath power profile is not as simple.
Due to the crosscorrelations between users’ spreading signals the eigenvalues
differ usually even if the propagation paths have equal magnitudes. There is
also a simple way to avoid the problem in single-user case. The magnitudes of
propagation paths can be set to, e.g., 0.51 and 0.49 instead of  0.5 and 0.5. This
causes only an unobservable change in the BEP results, but it is enough for the
eigenvalues to differ from each other.

The structure of the covariance matrices is further elaborated next. By Eq.
(5.29) the covariance of  the combiner vector is

where is the covariance matrix of the channel gain vector By Eqs. (5.25)
and (5.7)

By Eqs. (5.29), (5.25) and (5.7)

where is the covariance matrix between the vector of  the kth user’s mul-
tipath gains and the vector including the multipath gains of  all the users.

4.3 APPROXIMATIONS

Two ways to approximate the averaging over the interfering symbol combi-
nations in Eq. (5.31) are briefly addressed here. They a semianalytic or quasi-
analytic BEP evaluation , and the other is the Gaussian approximation of the
interference term at the linear filter output. The most straightforward approxi-
mation is to apply a semianalytic evaluation of  Eq. (5.31). In other words, only
a (small) subset of the possible interfering data symbol vectors
are generated in a random manner [71]. The values of the conditional error
probability are then computed and averaged out over this subset
of The technique can be viewed as a hybrid of theoretical anal-
ysis and Monte-Carlo computer simulations: the contribution of the additive
white Gaussian noise, fading, and channel estimation to the BEP is treated via
analysis, whereas the impact of the random data pattern is estimated via com-
puter simulation. There is no general rule to determine the number of required
averages [71]. It is studied in [65, 66] via numerical examples.
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The Gaussian approximation has been applied widely for the evaluation of
the BEP of CDMA systems [72, 73]. Usually the performance has been aver-
aged over random spreading sequences, and all possible delay combinations.
The Gaussian approximation for the LMMSE receiver without an attempt to
average over delays or sequences has been proposed in [74]. There the inter-
ference term at the linear equalizer output is approximated by a single Gaussian
random variable with zero mean and variance equal to that of the actual inter-
ference term. The Gaussian approximation is valid if the individual interfer-
ence terms have equal variance. This is the case under two possible conditions:

1. there is no near-far problem, i.e., the elements in A are (approximately)
equal, or

2. the receiver filter of user k (or receiver filters
in fading channel case) is near-far resistant.

4.4 EXAMPLES

Performance improvements due to multiple antennas is illustrated by nu-
merical examples. BPSK data and spreading modulation with coherent detec-
tion are considered. A length 16 random spreading sequences are used, i.e.,
the processing gain is 16. The channels are assumed to be Rayleigh fading
two-path (L = 2) channels with equal average energy for the two multipath
components4. In addition to the multiantenna multiuser results, the bit error
probability of the conventional rake receiver with a single-antenna in a single-
user system is presented as a reference. The result is referred to as matched
filter bound (MFB) in the sequel.

Diversity reception with several antenna elements is considered here. The
average signal-to-noise ratios of  users are assumed constant in each sensor, i.e.,

Results are presented in Figs. 5.1 and 5.2.
The fading processes of the two multipath components are assumed indepen-

dent on one another in each sensor, i.e.,
The theoretical Clarke’s correlation function [75, Sec. 5.4] for carrier fre-

quency of has been applied. The antenna elements are assumed
to be placed on a bar a length of which is fixed to either 10 cm or 50 cm.
The increasing number of antenna elements puts the new elements closer and
closer each other, and, thus, increases correlation between fading processes.
The gains in the SNR requirement at bit error probability of are sum-
marized in Tables 5.1 and 5.2, when the correlations of the fading processes
between sensors are assumed to be zero. The gains of adding a new diver-

4Actually, the energies were assumed to be 0.51 and 0.49 to avoid the numerical problems in single-user
system.
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sity antenna element for the rake and LMMSE receivers are included in Table
5.1. The gains of having the LMMSE receiver instead of the rake receiver for
different numbers of sensors are presented Table 5.2.

The Clarke’s autocorrelation model reveals that the sensor signals can be
considered to be essentially uncorrelated, if the antenna elements are placed
on a bar of 50 cm. With a bar of 10 cm, there is a significant reduction in
the diversity gain with five antennnas, and a noticeable reduction with four
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antennas. If  a fixed correlation of 0.7 is assumed, the reductions in the diversity
advantage are significant with However, adding more antennas gives
always a further advantage.

If diversity antennas and multiuser receivers are viewed as competing tech-
niques, it can be seen that three antenna elements are required with rake re-
ceiver to outperform a single-antenna LMMSE receiver at low SNR’s in a
two-path channel. In a single-path channel, two antenna elements in a rake
receiver are sufficient to outperform the single-antenna LMMSE receiver. This
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is understandable, since the single-path channel provides no multipath diver-
sity. If very low bit error probabilities are required, this is not the case; i.e.,
at high SNR’s the rake receiver cannot outperform the LMMSE receiver. It
can be seen from Table 5.2 that the gains provided by the LMMSE receiver
are larger with less spatial diversity. Gains are larger in a two-path channel
than in the one-path channel, since there is intersymbol interference (ISI) and
interpath interference (IPI) present in the two-path channel. Both ISI and IPI
are also suppressed by the LMMSE equalizer. From Table 5.1 it can be seen
that the gain due to the first diversity antenna is so large that it
is useful to choose even in a two-path channel, if possible. In a single-
path channel, it is probably desirable to have at least three antenna elements, if
possible. However, it may be more advantageous to implement a multiuser re-
ceiver rather than a four-branch antenna diversity. On the other hand, if  the use
of multiple antennas is out of question5, the use of a LMMSE receiver yields
a significant gain, as seen from Table 5.2. Obviously, the best performance is
reached with a combination of antenna diversity and a multiuser receiver.

5 CHIP EQUALIZATION
The basic concepts of linear multiuser equalization have been described in

Section 3, but the implementation of  the receivers has not been widely consid-
ered. While it is not the topic of this paper, it is still an issue which needs to be
kept in mind. If  the spreading signals of users are periodic with short enough
period, the impulse responses of the linear equalizers remains constant over a
relatively long times. In a such case it may be possible to implement the matrix
inversions needed. Another option is to use some iterative algorithms to imple-
ment the equalizers [15, 46]. Probably the simplest way to device an equalizer
is to use an adaptive algorithm [56, 57, 58, 59, 60]. However, if the periods of
spreading signals are long, as is the case in UMTS W-CDMA downlink, these
adaptive solutions become useless. In such a case, a different approach needs
to be taken. One promising approach is the topic of this section. First, the
system model is briefly redefined. Then based on the redefined system model,
the linear equalizers are formulated as chip level channel equalizers.

5.1 SYSTEM MODEL

The downlink DS-CDMA signal differs from the general DS-CDMA signal
model presented in Section 2.1 in two aspects. Firstly, the transmitted signals
from a sector of a basestation are typically synchronous, and also orthogonal,
if orthogonal signature waveforms are employed. Secondly, all signals from

5For example, in a mobile handsel the implementation of multiple antennas may sometimes be impractical.
However, the implementation of a linear equalizer might be feasible.
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sector p have propagated through the same channel. The complex envelope of
the received signal from sector p can be expressed as

where the notations follow the notations of Eq. (5.1), except here
is the propagation delay from sector

The system model is redefined to emphasize the special structure of down-
link signal and to allow a clear presentation of chip equalizers. The received
signal is a combination of signals from sectors, although the signal from the
sector of interest is usually the dominating one, and the signals from the other
sectors may be neglectably weak. The discrete-time model of received signal
is written as

where is the number of samples per chip, G is the spreading factor, N is
the length of observation window in symbols,

is the delay and chip waveform matrix, where column vector
contains samples from appropriately delayed chip waveform6,

is the block diagonal channel matrix, where column vector con-
tains channel coefficients for L paths, contains the average
received amplitudes (square roots of  powers),

is the spreading sequence matrix, where column vector is the
chip alphabet, contains the spreading sequence for the kth user’s nth symbol
from pth sector7,

6In the notation refers to the path, to the sector,   to the
chip, and to the symbol.
7The scrambling sequence is included to the spreading sequence. Scrambling sequences are assumed to be
sector specific, i.e., only one scrambling sequence is allocated for each sector.
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where is the modulation symbol alphabet, contains the transmitted symbols
of kth user from pth sector, and contains samples from white
complex Gaussian noise process with covariance

5.2 CHIP  EQUALIZERS

As mentioned earlier, the received signal at the user terminal is mainly from
the sector of  interest, and it has propagated through a multipath channel. Due to
the non-zero cross-correlations between the spreading sequences with arbitrary
time shifts, there is interference between the propagation paths (or rake fingers)
in the correlator outputs, which appears multiple access interference. Channel
equalization prior to the correlation with the spreading code or matched fil-
tering combines the propagation paths restoring the orthogonality of users to
some extent in the case of orthogonal spreading sequences8. This translates to
the suppression of multiple access interference. Such a receiver is discussed
e.g. in [76] and is here referred to as chip equalizer. The receiver consists of
a linear equalizer inverting the channel transfer function [77]-[78], followed
by a single correlator and a decision device, as depicted in Figure 5.3. Since
the received signal is equalized on the chip level, adaptive versions of chip
equalizers do not rely on the symbol level cyclostationary, as e.g. [56, 58] do,
and they can be applied in systems employing long scrambling codes. Several
adaptive versions of chip equalizers have been presented in the literature [79]-
[85]. Most of the proposed adaptation schemes are either blind or semiblind.
By using of blind or semiblind methods the whole received signal from the
sector of interest, i.e., the composite signal of all users assigned to the sec-
tor, can be utilized in the adaptation, and the signal-to-noise ratio faced in the
adaptation is rather high.

Herein we restrict ourselves to the treatment of optimum equalizers. With
the system model defined in Eq. (5.42), the chip equalization basically sup-
presses the term for arbitrary sector of interest 1. The zero-forcing, or
decorrelating, solution for the chip equalization is given by

8 If non-orthogonal codes are employed, the chip equalization can be used with a fixed MUD.
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The first term on the right hand side, DC, performs chip waveform matched
filtering and multipath combining, and is followed by the conventional zero-
forcing equalizer [77]. The decision variable after despreading for arbitrary
user 1 can be written as

Another well-known equalizer, LMMSE equalizer, can be obtained by solv-
ing

where minimization is carried out elementwise. It should be noted that the chip
equalizer does not try to suppress the other users’ signals at the chip level, but
merely equalizes the channel and restores the orthogonality of users. By esti-
mating the total transmitted signal of all users instead of the chips of a single
user, the signal-to-noise ratio faced in the estimation problem is significantly
better than by estimating only the signal of the desired user.

It can be shown that for Eq. (5.45) the filter L is given by [86]

where the covariance matrices for the desired signal and for noise are
defined by

The equaliser defined by Eq. (5.46) offers the same performance as the con-
ventional LMMSE receiver presented in [56]-[58] and discussed in Section
3.2, since LMMSE estimator commutes over linear transformations [86], like
descrambling and despreading. However, the optimal LMMSE solution de-
pends on the spreading sequences of all users due to the term in Eqs.
(5.47) and (5.48). The spreading sequences are not true random sequences,
and a priori information of them can be utilized in the equalization. Then the
optimal solution changes from chip to chip, i.e., it is non-stationary, and an
adaptive version of the receiver will not reach the exact optimal coefficients.
An approximation for the LMMSE solution can be obtained by taking time-
average of  the covariance matrices, or by assuming the consecutive chips to be
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independent. The approximations of  the covariance matrices are given by

where is the square value of chip. The approximation is reasonable for the
suboptimal equalizer coefficient set due to the inevitable time averaging in the
adaptation algorithm. The resulting equalizer can be written as

where the scaling factor is dropped. The decision variable after
the descrambling and correlation with spreading sequence is given by

5.3 EXAMPLES
To illustrate the performance improvements that the chip equalizer receivers

can offer, a numerical example is given for a single sector system. Bit error
probabilities for the presented chip equalizers were evaluated in a Rayleigh
fading frequency-selective channel by applying the semianalytical method dis-
cussed in Section 4.1. QPSK modulated data employing root raised cosine
pulses with roll-off factor of 0.22 was used with coherent detection. Ran-
dom cell specific scrambling code and Walsh channelization codes were used.
There were 12 users in the system with spreading factor 16. All users had equal
transmission powers, and no channel coding was assumed. The channel was a
Rayleigh fading two-path channel with equal average energy for the two multi-
path components. Equalizers were fractionally spaced, i.e., no chip waveform
matched filter was used, and four samples per chip were taken.

In the Fig. 5.4, BEP’s are presented for the conventional rake receiver with
known channel response, as well as for the zero-forcing (ZF) and LMMSE chip
equalizer receivers. BEP’s were evaluated for the both LMMSE chip equalizers
given by Eqs. (5.46) and (5.51), denoted as LMMSE (A) and LMMSE (B)
in the figure. Also the theoretical single-user bound [87] for the considered
channel is given in the figure.
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From the results it is easily seen that as the signal-to-noise ratio increases,
the BEP of  the rake receiver saturates due to MAI. On the other hand, the BEP’s
of  chip equalizer receivers do not exhibit saturation in the studied range. The
LMMSE equalizer receiver shows significant BEP improvement when com-
pared to the conventional rake receiver, whereas the ZF equalizer receiver of-
fers performance improvement only at relatively high SNR. The performance
difference between ZF and LMMSE chip equalizer receivers is caused by the
noise enhancement typical of ZF equalizers [11]. The performance differ-
ence between the exact and approximative LMMSE equalizers defined by Eqs.
(5.46) and (5.51) is relatively small, indicating that the non-stationarity of the
LMMSE solution does not have a significant effect on the performance of the
chip equalizer.

6 CONCLUSIONS
The basic ideas and principles of  multiuser receivers were summarized and

reviewed. Linear multiuser receiver formulation and combination of  MAI sup-
pression with multipath and antenna combining was the main contribution of
the chapter. The multiuser equalization can be performed either after maxi-
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mal ration combining or there can be a separate equalizer in each rake receiver
branch. If the latter choice is made, the correlation of noise in the equalizer
outputs needs to be taken into consideration when selecting the combining
weights. Efficient bit error probability (BEP) evaluation methods for such lin-
ear receivers with uncoded transmission were also presented. Thirdly, chip
equalizers to equalize the distortions caused by frequency selectivity of the ra-
dio channel were described. They are applicable in cases where the signals of
the users propagate through a same channel, as is the case of  downlink of cel-
lular systems. Their major advantage is that they are applicable also in CDMA
systems where the period of spreading sequences is significantly longer than
the data symbol period.

Several interesting research items still remain. The main fields in which
work is required are the implementation studies and system gain studies. The
gains in the presence of practical nonidealities due to implementation (fixed
point arithmetic etc.) as well as efficient multiuser receiver architectures need
to be found. The other, even more important and difficult, future research area
is to translate the achived link level gains to system level gains. That requires
introduction of various practical functionalities, like transmit power control
and softer handovers in cellular systems. The results of the system level studies
needs to provide capacity and coverage gains as well as throughput figures.
These are the final performance measures by which the usefulness of the fancy
receiver algorithms will be justified.
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SOFTWARE-DEFINED RADIO TECHNOLOGIES

Shinichiro Haruyama
Advanced Telecommunication Laboratory, SONY Computer Science Laboratories, Inc.
haruyama@csl .sony.co.jp

Abstract Thanks to recent advancement of  semiconductor technology, it is now possible to
process high-speed communication signals in wireless telecommunication sys-
tem using as much digital technology as possible. This makes the system very
flexible and adaptive. Such a technology is called software-defined radio, or sim-
ply software radio. This chapter describes software-defined radio technologies
and applications.

Keywords: analog-to-digital convener, ASIC, CDMA, digital signal processor, digital-to-
analog converter, direct conversion, downconversion, intermediate frequency,
LAN, Nyquist sampling theory, OFDM, open-architecture, reconfigurability,
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1 INTRODUCTION
Progress of semiconductor devices in the 1990s made it possible to imple-

ment radio equipment using as much digital technology as possible. Even
though the progress has been evolutionary, there seems to be a surge of in-
terest in software-defined radio. A special issue on software-defined radio
was published in IEEE Communications Magazine [1] in 1995. Since then,
there have been numerous activities whose reports were published in confer-
ences such as [2, 3, 4], and [5]. There have also been some special issues
on software-defined radio such as [6, 7, 8], and [9]. One early implementa-
tion of software-defined radio was SpeakEASY [10], a US military software-
defined radio accommodating different modulation methods, frequencies, etc.
SpeakEASY demonstrated digital frequency conversion and wideband signal
processing, and showed that modular radio elements (modules for the ana-
log elements, A/D converter, and DSP’s) could be integrated on an open-
architecture bus. This open-architecture approach increases production volume
and reduces costs.

Most radio receivers and transmitters today are similar to those used decades
ago. They consist of dedicated analog circuits for filtering, tuning and demod-
ulating/modulating a specific type of waveform. To make radio systems more
flexible, a software-defined radio is currently being developed for both commu-
nication and broadcast applications. A software-defined radio accommodates
a variety of receiver/transmitter programs all on a single hardware platform.
The programs on the receiver side perform band pass filtering, automatic gain
control, frequency translation, low-pass filtering, and demodulation of the de-
sired signal, and similarly on a transmitter side. Maximizing the number of
functions handled digitally allows the radio to take advantage of the flexibility
of the digital signal processing circuit.

2 APPLICATIONS  OF  SOFTWARE-DEFINED  RADIO
Software-defined radio technology can be applied to all areas of radio com-

munication and broadcasting. Two representative applications of software-
defined radio are examined here: cellular phone and wireless LAN.

2.1 CELLULAR  PHONE

Figure 6.1 shows the prediction of the number of cellular phones in the
world. While the number of first generation analog cellular phones is decreas-
ing, the number of second-generation cellular phones such as GSM is increas-
ing and it will reach 400 million units by the year 2002. The number of third
generation CDMA cellular phones will also increase and it will reach 100 mil-
lion by 2002. Even though older generation systems will eventually be taken
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over by newer generations, there is a fairly long period when multiple standards
co-exist. It will be convenient if  the same cellular phone handset or basestation
can be used for different services just by changing the software on the system.
How realistic this software-defined cellular phone system will become depends
on its performance, power consumption, cost, and other business factors, not
just convenience. Since software can change the operation of digital hardware,
the hardware can be set up in various configuration just by downloading differ-
ent software. If downloadable software is limited, software-defined radio will
not benefit so much from the reconfiguration capability. However, this will
become much more feasible economically when there are multitudes of down-
loadable software, able to accommodate different cellular phone systems.

One of the advantages of software-defined radio is that it can be changed
quickly to support multiple standards. For example, in the USA, various cel-
lular standards coexist, and software radio would enable users to overcome the
difficulties traveling through areas that use different standards. The software-
defined radio handset will reconfigure itself when a user moves from an area
employing one cellular standard to another.

Software-defined radio technology can also be applied to cellular network
basestations. A new approach to wireless basestation design has the poten-
tial of offering significant benefits: reducing the size, complexity, and power
consumption of a base station. More importantly, it can support a variety of
air interface standards, modulation schemes and protocols simultaneously, and



134 WIRELESS TECHNOLOGIES FOR THE 21ST CENTURY

switching between them whenever required. All the processing is done in soft-
ware, so it would be possible to load new protocols into the base station as
they were developed. In conventional cellular basestations, each channel has
a dedicated receiver tuned exclusively to one band. Each of these receivers
requires a fair degree of power, size, and expense; it is clear that there can be
a lot of expensive receivers in a basestation. Not only are these channels ex-
pensive, they are fixed; custom built for a given air interface and modulation
standard, and adjusted for a given channel setting. The new approach is to use
a single, very high performance wide-band radio receiver to capture and digi-
tize the entire cellular band. Digital mixing and filtering is then used to select
and receive individual channels. The high-performance front end of a single
radio stage is shared between all channels, instead of the radio per channel of
conventional architectures. Signal processing is now all digital, which can be
flexibly designed. In addition, the flexibility of the digital stage means that the
basestation can be reprogrammed to work with new standards.

Table 6.1 shows the parameters of several cellular phone standards of today
and the future. It shows a variety of frequencies used for transmission and
reception, different bandwidths, and modulation schemes. In order to make the
software-defined radio that will accommodate all of the systems in the table,
the following capabilities will be required: RF transmitter and receiver that is
able to handle frequencies between 800 MHz and 2000 MHz, a bandwidth of
up to 60 MHz, OMSK and QPSK as modulation scheme, and CDMA spread
spectrum capability.

2.2 WIRELESS LAN

A popular frequency that has been used for wireless LAN is the 2.4 GHz
band, which is called the ISM (Industrial, Scientific, and Medical) band. Reg-
ulations regarding the use of the ISM band have not been very strict. As a re-
sult, many non-compatible ISM band wireless LAN standards were proposed
and developed. On the other hand, new wireless LAN standards are being pro-



Software-Defined Radio Technologies   135

posed as shown in Table 6.2. If  people adopt these standards, the incompatibil-
ity problem will become less serious than today. However, there will still be a
need in the future to be able to handle all the proposed wireless LAN standards.
Software-defined radio technology can be applied here too to handle different
wireless LAN standards. These standards themselves may be upgraded and
improved frequently as new technologies become available. Software-defined
radio technology is very suitable for reconfiguring the system to fit the fast-
changing wireless LAN standards.

In order to make a software-defined radio for all the wireless LANs in
the table, the following capabilities will be required: RF transceiver that is
able to handle frequencies between 2.4 GHz and 5 GHz, a data rate up to 54
Mbps, modulation schemes of direct sequence (DS) and frequency hopping
(FH) spread spectrum and OFDM.

3 STRUCTURE OF SOFTWARE-DEFINED RADIO

3.1 HOW IS SOFTWARE-DEFINED RADIO
DIFFERENT FROM CONVENTIONAL RADIO?

The definition of software-defined radio can easily be understood by com-
paring it with a conventional radio system. A conventional narrow-band super-
heterodyne receiver is illustrated in Figure 6.2.

In traditional superheterodyne radio receivers, RF signals from an antenna
are received at an antenna and it goes through a band-pass filter. Frequency
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conversion from the transmitted RF to an Intermediate Frequency (IF) is ac-
complished by multiplying the RF signal by a sinusoidal Local Oscillator (LO)
signal in a mixer. To achieve channel selectivity, additional conversions from
higher frequency IFs to lower frequency IFs may also be performed by provid-
ing additional mixers and LO signals. An ADC (analog-to-digital converter)
then samples the output from the final IF stage, and the digital data is processed
by a digital signal processing circuit. Components from an antenna to an ADC
are all analog circuits. If more stages of downconversion exist, then more ana-
log components are needed. Analog components have inherent limitations on
signal processing capabilities. It is difficult to make a broadband superhetero-
dyne radio receiver, because the analog filters are usually fixed narrowband
filters. In addition, analog components are subject to thermal variations and
aging effects and also have problems of manufacturing consistency and may
require labor-intensive test and alignment. If the number of analog compo-
nents is reduced, it will result in simplification of the radio system, which in
turn will result in higher reliability and reduced cost.

3.2 SOME STRUCTURES OF SOFTWARE-DEFINED
RADIO

3.2.1 IF-sampIed Software-Defined Radio. It would be best if all the
intermediate analog stages could be replaced by digital components, so that
the antenna is directly connected to an ADC. If the received RF signal is in
the range of several hundred MHz or above, this is impossible using today’s
semiconductor ADC technology, which has sampling rates of up to 100 MHz.
As a result, realizable software-defined radio today consists of analog compo-
nents to convert RF signals to IF signals, and ADC and digital components to
process the IF signals as shown in Figure 6.3.

A technique called undersampling can be used to sample relatively high fre-
quency IF signals. Nyquist sampling theory requires that a signal to be sampled
must be sampled at twice its frequency, to avoid aliasing. If the intermediate
frequency was sampled under the Nyquist sampling rate, it would require a

sampling rate, which is usually too fast for today’s ADC technology. The
undersampling of a bandpass filtered signal with a bandwidth of  can be sam-
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pled at the sampling rate of only For example, a CDMA signal with a 6
MHz bandwidth, centered at an IF of 70 MHz, can be captured with a 12-Msps
A/D. After undersampling is performed, all the signal components with a fre-
quency above 6 MHz are filtered out. Using this undersampling technique, an
ADC with a much slower sampling rate than the IF frequency can be used.

There is an IF technique called near-zero intermediate frequency technol-
ogy. In the near-zero intermediate frequency technology, the intermediate fre-
quency is very close to DC. If the bandwidth of a signal is B, then the near-zero
IF frequency can be as low as B. This analog signal is then converted to a dig-
ital signal sampled at the Nyquist sampling rate. The advantage of near-zero
intermediate frequency is that DC offset problems do not occur as in the case
of direct conversion radio. This will be described in the next section.

3.2.2 Direct Conversion Software-Defined Radio. In direct conversion
software-defined radio, RF signals are directly converted to baseband by a
quadrature mixer as shown in Figure 6.4. The mixers output in-phase (I)
and quadrature-phase (Q) signals, which are then low-pass filtered and gain-
controlled before they are digitally sampled.

In the direct conversion software-defined radio, the analog filter passes a
broad frequency range, and a desired band within that range can be selected
by a digital filter [11] as shown in Figure 6.5. This technique is very useful,
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for example, when multiple standards using different carrier frequencies and
different bandwidths have to be received by one device.

There are some problems that have to be solved for direct conversion re-
ceivers. These are the DC offset problem and non-linearity distortion problem.
DC offset is a problem DC component from the RF circuit is mixed with direct-
converted demodulated signal. Non-linearity distortion is a problem that RF
components’ non-linearity causes distortion in the demodulated signals. Both
of  these problems can be adjusted by analog circuits and/or digital processing.

4 KEY COMPONENTS OF SOFTWARE-DEFINED
RADIO

Following components are described: MMIC RF component, analog-to-
digital converter, and digital signal processing circuit.

4.1 INTEGRATED RF COMPONENT

MMIC (monolithic microwave integrated circuit) technology is used for in-
tegrating RF components on one chip. RF components include active compo-
nents such as transistors and passive components such as resistors, capacitors,
and inductors. There are two major materials used for MMIC: GaAs and Si.
GaAs is used for frequency ranging from 1 GHz up to 100 GHz, and Si is
used for frequency below 10 GHz. The CMOS technology is advancing so that
CMOS integrated circuit will be able to handle frequencies of several GHz in
a few years. If  CMOS analog RF components become available, it will be pos-
sible to process not only RF analog signals but also baseband digital signals all
on the same chip.

4.2 ANALOG-TO-DIGITAL CONVERTER
Key parameters that define the performance of analog-to-digital convert-

ersare sampling rate and the number of bits per sample. A detailed survey of
analog-to-digital converters can be found in [12]. Figure 6.6 shows the rela-
tionship between the sampling frequency and the number of  bits per sample.

One of  the key parameters of an analog-to-digital converter is sampling rate;
Software-defined radios sometimes use undersampling as described earlier.
When undersampling is done, the sampling rate must be larger than twice the
band pass filtered signal bandwidth. Another key parameter is dynamic range.
In the conventional approach, each radio only deals with a narrow band; by fil-
tering out interfering signals, the receiver can concentrate on the desired one,
adjusting gain to optimize signal-to-noise performance and extracting a weak
signal from a noisy background. However, with a wideband receiver, none of
the signals should be filtered out, because they are all required. There will be
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a wide range of signals: very strong ones from powerful transmitters nearby,
and very weak ones almost buried in noise. As a result, the receiver must have
an extremely wide dynamic range for enough sensitivity to accurately recover
the weak signals, without their being swamped by the strong ones. It must also
be extremely linear; any distortion or harmonics will generate images of strong
signals, indistinguishable from true signals.

Performance measure of ADC’s can be expressed as where  is the
number of bits of a sample and is the sampling range. When the sampling
rate is between a few Msps and a few Gsps, which usually covers the software-
defined radio applications, this performance measure is usually limited by an
aperture jitter. The aperture jitter is the variation of the time difference be-
tween the sample command time and the actual time the analog input signal
is sampled. The jitter originates from thermal Gaussian distributed noise [13].
The improvement of ADC performance will be done mainly by reducing the
aperture jitter, but the progress of sampling bits for a given sampling rate has
been fairly slow: only 1.5 bits over the last eight years [12].

There is also an attempt to make a very high speed analog-to-digital con-
verter using superconductor technology [14]. It may be possible to sample
analog signals faster than semiconductor analog-to-digital converters. How-
ever, there is a problem of the size of a cooling equipment, which is much
larger than the ADC device.

4.3 DIGITAL  SIGNAL  PROCESSING  CIRCUIT

When an intermediate frequency signal is sampled by an ADC, signals be-
low IF frequency must be processed digitally as shown in Figure 6.7. The
digitized intermediate frequency signal from ADC is down-converted, filtered,
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and decimated, before the slower speed signal processing is performed by a
DSP. The slower speed signal processing include channel decoding including
error correction, and source decoding such as data decompression, description
etc. In the transmitter side, the slower signal processing is performed first:
source coding such as data compression and encryption, and channel decod-
ing including error correction. The data is then filtered for each application,
interpolated, and upconverted before its signal is sent to a DAC.

Signal processing of  high speed signals, such as intermediate frequency sig-
nals, requires a very high-speed signal processing circuit. The speed may be
as high as several thousand MIPS (million instructions per second). Suitable
integrated circuits are DSP’s (digital signal processors), FPGA (Field Pro-
grammable Gate Array), or software-radio-specific ASIC.

A DSP chip does signal processing by fetching instructions and data from
memory, does operations, and stores the results back to memory, just like a
regular CPU. The difference between a DSP chip and a CPU chip is that a DSP
chip usually has a block that does high-speed signal processing, especially
a block called MAC (Multiply and Accumulate). By calling different rou-
tines in memory, a DSP chip can be reconfigured to perform various functions.
Some of commercially available high-speed DSP chips are Texas Instruments’
TMS320C6202 and Analog Devices’ ADSP-21160M SHARC with the speed
of  2000 MIPS and 600 MFLOPS respectively.

ASIC (Application-specific Integrated Circuit) is an integrated circuit that
is designed to perform a fixed specific task. Examples of signal-processing-
specific ASIC’s are DDC (digital down converter) chip, and digital filter chips.
The disadvantage of ASIC is that a user cannot change the function of the chip.

FPGA (Field Programmable Gate Array) is able to perform any task by
mapping the task to the hardware. On the other hand, FPGA has a reconfigura-
bility capability that ASIC does not have. Reconfigurability is a feature, which
enables FPGA to realize any user hardware by changing the configuration data
on a chip as many times as needed. Even though the number of gates realizable
on one FPGA chip such as Xilinx’s Virtex is in the range of 100,000 gates to
1,000,000 gates which is smaller than several million gates of an ASIC, this
reconfigurability capability will be very useful in software-defined radio in the
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future [15, 16]. Typical FPGA’s consist of an array of reconfigurable look-up
table logic block to implement combinatorial and/or sequential logic, and a
reconfigurable routing resource that interconnect logic blocks. Some special
signal processing algorithms suitable for FPGA architectures have been de-
veloped such as distributed arithmetic algorithm [15, 17, 18]. The distributed
arithmetic method uses look-up tables for fast signal processing, which makes
LUT-based FPGA’s very suitable. The FIR filtering using distributed algo-
rithm, for example, has the same speed whether the number of filter taps is 1
or 100. This makes it suitable for implementing a high-speed filter with large
number of taps. Many other applications taking advantage of FPGA architec-
tures will appear in the future. A new FPGA feature that some companies are
developing is dynamic reconfiguration. For example, Jbits tool from Xilinx
enables users to change configuration of portion of FPGA’s while FPGA is op-
erating. This is still a new technology, but this will be a very useful tool when,
for example, a receiver needs to reconfigure reception algorithms in order to
receive signals that come through a dynamically changing channel.

Software-radio-specific ASIC is a new type of chip that has a fixed por-
tion for common signal processing and a reconfigurable portion that needs to
be changed depending on different wireless standards such as different cellu-
lar phone standards. Since this is targeted to more specific application than
a general-purpose FPGA chip, it is more cost-effective and has a higher per-
formance and consumes less power than FPGA. Some software-radio-specific
ASIC’s also have dynamic reconfiguration capability.

Among the chips mentioned above, chips that have general-purpose recon-
figurability features are DSP’s and FPGA’s. Table 6.3 shows a table detailing
the difference of features between DSP’s and FPGA’s.

5 STANDARDIZATION
Since the software-defined radio will be used for wireless communication

using public radio wave, there have to be a standard regarding radio interface.
Even if software-defined radio technology makes any modulation, any carrier
frequencies, etc. possible, it should not be allowed to use arbitrary frequencies
or modulations in the air. So, standardization or rules about frequency, band-
width, modulation, the method of download, etc. should be defined before it is
used.

In system definition side of software-defined radio, the majority of the func-
tionality of a radio system is achieved by digital hardware with software run-
ning on it. When digital hardware/software has a modularity and a hierarchy,
then there will be boundaries between modules and between different levels of
hierarchy. It will be beneficial if there is a standard interface to interconnect
these modules.
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A group called SDR Forum (Software Defined Radio Forum, http://www.
sdrforum.org) has been active since 1996 to propose such a standard interface
for software-defined radio. They have been holding several meetings per year,
providing input to the International Telecommunication Union (ITU) process
for the 3G planning, and publishing technical reports. The most up-to-date
report of version number 2.1 was published in November 1999 [19]. Figure
6.8 shows the interface model, which the SDR Forum is proposing.

In the SDR Forum, there is several active groups. Following are some inter-
esting activities of the groups in the Forum. Mobile working group is defining
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interfaces to the SDR services and management structures for SDR control.
They are using CORBA (Common Object Request Broker Architecture) and
IDL (Interface Definition Language) to define the standard software-defined
radio software architecture and planning to finalize one common software radio
application for the test of SDR Forum architecture implementations. Basesta-
tion working group is defining Use Case description for UML (Unified Model-
ing Language). Switcher download working group is studying WAP (Wireless
Application Protocol) and MExE (ETSI’s Mobile Station Application Execu-
tion Environment) and planning to contribute to WAP and MexE groups.

It may take a while before this kind of standard will be accepted by the
industry. The standardization issue will become extremely important, though,
when a high performance software-defined radio platform becomes available to
many users. A standard that is not owned by one company or one organization,
open architecture, will eventually be accepted in the future.
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Chapter 7

SPATIAL AND TEMPORAL COMMUNIATION THEORY
BASED ON ADAPTIVE ANTENNA ARRAY
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Abstract An adaptive antenna array or a smart antenna can form a desired antenna pattern
and adaptively control it if an appropriate set of antenna weights is provided and
updated in software. It can he a typical tool for realizing a software radio. An
adaptive antenna array can be considered as an adaptive filter in space and time
domains for radio communications, so that the communication theory can be
generalized from a conventional time domain into both space and time domains.
This paper introduces a spatial and temporal communication theory based on an
adaptive antenna array, such as spatial and temporal channel modeling, equal-
ization, optimum detection for single user and multiuser CDMA, precoding in
transmitter and joint optimization of both transmitter and receiver. Such spa-
tial and temporal processing promises significant improvement of performance
against multipath fading in mobile radio communications.

Keywords: Adaptive Array Antenna, Software Antenna, Space-Time Communication The-
ory, Space-Time Channel Model, Space-Time equalizer, Space-Time Optimum
Receiver, Digital Beam Former (DBF), Space-Time Joint Optimum Transmitter
and Receiver
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1 INTRODUCTION

Recent research interests in the field of wireless personal communications
have been moving to the third generation cellular systems for higher quality
and variable speed of transmission for multimedia information [1, 2]. For the
demand in the third generation wireless personal communications, however,
we have several problems which must be addressed. Signal distortion is one of
the main problems of wireless personal communications. It can be classified
as ISI (Inter-Symbol Interference) due to the signal delay by going through
the multipath channel and CCI (Co-Channel Interference) due to the multiple
access. There have already been many measures for combatting signal dis-
tortion. A traditional equalizer in time domain is useful for short time delay
signals [3, 4]. However, when the delay time is large, the complexity of the
equalization system increases.

An antenna array, on the other hand, is defined as a group of spatially dis-
tributed antennas. The output of the antenna array is obtained by combining
properly each antenna output. By this operation, it is possible to extract the
desired signal from all received signals, even if the same frequency band is oc-
cupied by all signals. An antenna array can reduce the interference according
to the arrival angles or directions of arrival (DOA) [5, 6]. Even if the delay time
is large, the system complexity does not increase because the antenna array can
reduce the interference by using the antenna directivity. Thus, the combination
of an antenna array and a traditional equalizer will be able to yield good perfor-
mance by compensating for drawback each other [7, 8, 9, 10, 11, 12, 13, 14].
It is possible to increase the user capacity, i. e., the number of available users
at one base station, by using an antenna array not only in the time domain but
also in the space or angular space domain. Therefore, spatial and temporal, i.
e. two dimensional signal processing based on an antenna array will become
a break-through technique for the third generation of wireless personal com-
munications. This concept has been also successfully used for a long time in
many engineering applications such as radar and aerospace technology [15].

Much research for spatial and temporal signal processing using an adaptive
antenna array has been pursued in recent years [16, 17, 18, 19, 20, 21]. Re-
search of adaptive algorithms for deriving optimal antenna weights in the time
domain such as LMS (Least Mean Squares), RLS (Recursive Least Squares),
CMA (Constant Modulus Algorithm) [ 17] etc, has been proposed from a view-
point of extending techniques of an adaptive digital filter. On the other hand,
there is also research based on DOA estimation from the viewpoint of spectral
analysis in the space domain, such as DFT (Discrete Fourier Transfrom) [22],
MEM (Maximum Entropy Method) [23], MUSIC [24] and ESPRIT [25, 26].
Adaptive schemes of obtaining the optimal weights are classified into these
two groups.
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SDMA, i. e. space division multiple access, a new concept of access scheme,
is comparable with FDMA, TDMA and CDMA, and can be combined with
them for more user capacity. Its research interest is to investigate how much
capacity is improved by using an antenna array. Moreover, since communica-
tions technology continues its rapid transition from analog to digital and from
narrowband to broadband, the fundamental processes, i.e., modulation, equal-
ization, demodulation, etc., have been integrated and implemented in software.
This is referred to as software radio architecture [27, 28]. Since an adaptive
antenna array can form various antenna patterns and adaptively control the
pattern with software, it is also named a smart antenna or software antenna.
Thus, the analysis of radio communication systems can be well simulated on a
computer. The design of a radio communication system, which includes an air
interface, has to consider the combination of each fundamental process. Fur-
thermore, hardware implementation of an adaptive antenna array has been re-
cently reported to ensure performance improvement and to evaluate complexity
of implementation [29, 30]. A typical software antenna is a digital beamformer
which is implemented by combination of a phased array, down-converter, A/D
converter and field programable arrays or digital signal processers [20, 31, 32].

As the above-mentioned trend, the research area for an adaptive antenna ar-
ray is expanding to many subjects of spatial and temporal signal processing in
wireless personal communications. However, there is no communication the-
ory covering the entire subjects based on adaptive antenna arrays. Therefore,
the author’s group has been researching a spatial and temporal communication
theory based on adaptive antenna arrays [33, 34, 35, 36]. This paper briefly
introduces an overview of spatial and temporal communication theory for the
design and analysis of wireless communication systems using adaptive antenna
arrays from a viewpoint of extending a traditional communication theory. I
hope this paper will spur further interest in adaptive antenna array and its role
in realizing a software radio for wireless personal communications.

2 ADAPTIVE ANTENNA ARRAY

An adaptive antenna array is an antenna array that continuously adjusts its
own pattern by means of feedback control. Its comprehensive explanation can
be found in many excellent literatures [16, 17, 19, 20]. An adaptive tapped de-
lay line (TDL) antenna array in Fig.7.1, which has digital filter in each antenna
element, can also control their own frequency response [10]. The pattern of
an array is easily controlled by adjusting the amplitude and phase of the signal
from each element before combining the signals.
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When the input signal to the TDL antenna array is x ( t ) , the array output is
represented by

where is the delay between adjacent taps, is the mth complex tap
coefficient of the nth antenna, and IV and M are the number of elements and
taps at each element antenna respectively. The total number of taps are N ×
M. is the phase difference between the received signal at adjacent antenna

elements in a uniform linear array and is given by

where and are the wave-length of an incoming signal, the distance be-
tween adjacent elements or interelement spacing, and the DOA of the received
signal respectively. The antenna transfer function in both spatial frequency or
angular space domain, i.e and temporal frequency domain, i.e. is
given by

This equation (7.3) represents the antenna pattern when is a constant, while
it represents the frequency response when is a constant.

Therefore, the adaptive TDL antenna array can be employed as a tool for
signaling, equalization and detection in space and time domains.
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3 SPATIAL    TEMPORAL  CHANNEL  MODELAND 
In order to design and analyse an antenna array, a radio transmission model

should be modeled in both space and time domains while a traditional commu-
nication theory has represented it by a delay profile in time domain. The spatial
characteristics, e.g. the angular profile, are important as well as the temporal
ones, e.g. the delay profile [37]. The spatial and temporal characteristics of
a radio transmission channel are dependent on propagation environments such
as indoor, outdoor, various urban and rural areas. A comprehensive discussion
on spatial and temporal channel modeling can be found in [20, 38].

For the sake of simplicity, the simple and deterministic model of a multipath
channel is employed in this paper to introduce a basis concept of the spatial and
temporal communication theory. If time-variation and stochastic properties of
delay and angular spread are taken into account, the channel model can be
extended to a more practical one. The directional considerations are restircted
to the horizontal plane, i.e. azimuth without loss of generality.

A multipath fading channel, such as a mobile radio channel, is modeled in
which a transmitted signal from one signal source arrives at the receiver with
different angles and delays. The received signal is represented by using two
variables, i. e. time t and arrival angle

Each propagation path in a channel is defined by its delay profile or impulse
response for a particular DOA of the received signal. Thus, the channel
can be represented by a spatial and temporal, two dimensional (2D) model
like Fig.7.2. Fig.7.3 illustrates such a spatial and temporal or 2D profile of a
multipath channel measured by a practical measurement system [38]. From
this figure, it is noted that individual propagation paths defined by DOA’s have
different impulse responses.

Therefore, the impulse response of the kth path with
is represented by

where and denote path amplitude, path delay, and path phase of
the ith delayed signal through the kth path, respectively. Ik is the number of
delayed signals or the delay spread in the kth path, and is the Dirac delta
function.

An equivalent complex baseband representation of the received signal
in the rath antenna element is
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where is the complex baseband transmitted signal and is the net
phase offset.

4 SPATIAL AND TEMPORAL EQUALIZATION
By using the above-mentioned spatial and temporal channel model, we can

derive an extended Nyquist theorem for a known channel [39]. Moreover, for
unknown or time-varying channels, various algorithms for updating antenna
weights are discussed.

4.1 SPATIAL AND TEMPORAL NYQUIST
CRITERION

The Nyquist criterion in space and time domains can be derived from Eqs.(7.1)
and (7.5). The array output can be replaced by because the array
output depends on time t and arrival angle set The array
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output is rewritten as

where is defined as

Suppose that represents the desired arrival angle. If equals to the
symbol at and and equals to zero elsewhere, ISI must be
zero. This condition is named the generalized Nyquist criterion in both space
and time domains. Then, the criterion is represented by

where is the two dimensional Dirac delta function and represents the
transmitted symbol at This includes the usual Nyquist criterion when

) is a function of time only.

4.2 ADAPTIVE S & T EQUALIZATION FOR
REDUCING ISI

Several criteria for spatial and temporal equalization such as ZF (Zero Forc-
ing) and MMSE (Minimum Mean Square Error) are available to update the
weights and tap coefficients. The ZF criterion satisfies the generalized Nyquist
criterion in the noise-free case if there are infinite number of taps and elements.
Since the finite number of taps and elements is available in practical noisy mul-
tipath channels, there may be some equalization errors in adaptive equalization
based on temporal updating algorithms. If the permissible equalization error is
given, there may be several combinations of taps and elements which achieve
the same equalization error. Therefore, the number of antenna elements can
be reduced by increasing the number of taps in some cases, e. g. when the
difference in arrival angles is large [39].

Adaptive antenna arrays, such as LMS, RLS, CMA and Applebaum arrays,
beamform to track the desired signal and to suppress interfering signals by
nulls so as to maximize array output signal-to-noise ratio (SNR) [17, 19, 20].
The Applebaum array is also useful when the DOA of the desired signal is
known in advance. The LMS and RLS array doesn’t require any knowledge for
the DOA of the desired signal, as long as the reference signal correlated with
the desired signal can be obtained. However, it is difficult to obtain a reliable
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reference signal in time-varying channels such as a mobile radio channel. The
CMA array can update weights referring a constant envelope of modulated
signals but is available only for a constant amplitude modulation in principle.
In general, for these temporal updating algorithms, the weights take time to
converge to optimum values.

These temporal updating algorithms originate from adaptive digital filters.
On the other hand, several algorithms for controlling weights of antenna ele-
ments have been derived from the spatial spectrum of spatially sampled sig-
nals [22, 23, 24, 25, 26]. The DOA’s can be estimated from spatial frequency
spectrum, which can be obtained by DFT or MEM for spatially sampled sig-
nals. The weight coefficients are updated by the Wiener solution derived from
the estimated spatial spectrum. Moreover, the MUSIC algorithm [24] estimates
DOA’s in noise subspace which is defined by eigen-vectors of covariance ma-
trix of spatially sampled signals, while DFT and MEM do it in signal subspace.
MUSIC has better estimation performance than MEM if the noise subspace is
larger for uncorrelated signals than signal subspace. These spatial spectral es-
timation algorithms can be used to obtain optimum or suboptimum weights
by using spatial samples at one time instant, i.e. one snap shot. Therefore, if
the processing speed is fast enough to track time-variation of channals, these
algorithms can be more attractive for a fast fading channel than the temporal
updating algorithms.

To combat multipath fading, an adaptive equalizer based on a digital filter in
the time domain and a diversity antenna in the space domain have been propsed
and investigated in [4, 6, 7, 8, 9, 40]. These are related to spatial and temporal
equalization but a diversity antenna is considered as a diversity combiner in the
space domain rather than a beamformer.

5 SPATIAL  AND  TEMPORAL  OPTIMUM  RECEIVER

In the previous section, spatial and temporal equalization whose purpose is
to reduce ISI due to multipath in a channel has been discussed. Viterbi equal-
ization whose purpose is to achieve maximum likelihood sequence estimation
utilizing ISI can be also generalized in spatial and temporal domains if an an-
tenna array is employed [11, 12, 14, 41, 42].

In the presence of ISI and AWGN, the tandem structure of a matched fil-
ter (MF) and a maximum likelihood sequence estimator (MLSE) or Viterbi
Detector (VD) is traditionally considered to be an optimum receiver [43, 44].
The optimum receiver is generalized into space and time domains in this sec-
tion [34, 45].
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5.1 SPATIAL AND TEMPORAL WHITENED
MATCHED FILTER

First, the spatially and temporally whitened matched filter (ST-WMF) is
derived using a TDL antenna array. The SNR at the TDL antenna array output
is represented using the delay operator D as

where and denote the impulse response of the
kth path, the N -dimensional impulse response or weight vector of the array at
the arrival angle set the steering vector for of the kth path, the
variance of the input sequence x(D), and the noise power, respectively. From
Schwarz’s inequality, the optimal weight vector (N-dimensional)
for maximizing the SNR at the TDL antenna array output is given by the time
inversion of the impulse response and the
directivity information as

where means complex conjugate of q.

where satisfies for the delay spread of kth path

If a multipath channel is represented by a single time impulse response be-
cause an antenna does not distinguish DOA like an omuni-directional antenna,
then the time inversion of the channel’s impulse response denotes a tempo-
ral WMF (T-WMF). If an uniform linear array is used instead of TDL array
(M = 1), then a spatial WMF (S-WMF) for the kth path is realized by the
complex conjugated operation of received phase difference exp
due to DOA An S-WMF’s weight is represented by

where in the nth antenna element is

where interelement spacing in array is assumed Therefore, the above
is the generalization of the WMF in both spatial and temporal do-

mains.
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5.2 SPATIAL AND TEMPORAL OPTIMUM
RECEIVER

Fig.7.4 shows a VD connected to a ST-WMF which is constructed by a
TDL antenna array. We call this a spatial and temporal optimum receiver. As
special case, a receiver with a S-WMF & VD and that with a T-WMF & VD
are included. The detection algorithm in the proposed receiver is described
as follows, (i) each antenna element receives signals, (ii) the received signals
in each antenna element are filtered by a ST-WMF, which is matched to the
transmission channel impulse response, (iii) the maximum likelihood sequence
is estimated from the ST-WMF output. The symbol error probability P(e) of
the proposed optimal receiver in the spatial and temporal domains is bounded
from above by

where dmin is the minimum Euclidean distance, is a small constant, and
is the error function.

Since ISI is taken into account, the transmission rate is derived as

where W and is the signal bandwidth and the delay part of the descrete
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channel impulse response of for the kth path, respectively. Figs. 7.5 and 7.6
show the BER and the transmission rate of the proposed ST-WMF and VD
receiver in comparison with other receivers. These numerical results are drived
in the following case. The number of element antennas and that of taps in each
element are and respectively. Two incoming signals are
assumed, e.g. and for DOA’s
(deg) and (deg), respectively.

5.3 SPATIAL AND TEMPORAL OPTIMUM
MULTIUSER RECEIVER FOR CDMA

A direct-sequence CDMA (DS/CDMA) mobile radio communication chan-
nel is modeled as a channel with both ISI due to multipath and co-channel
interference (CCI) due to the correlation between spreading sequences of mul-
tiple access users. The optimum multiuser receiver for DS/CDMA detects ev-
ery user’s data in a sense of MLSE by utilizing CCI as redundant information
which multiple access users share. By using an adaptive TDL antenna array,
we derive a spatial and temporal optimum multiuser receiver such that MLSE
for every user’s data can be achieved with both CCI and ISI in present [46].
From a different viewpoint, it is considered that conventional multiuser re-
ceivers are designed only in a time domain [47, 48] but it can be generalized
into a spatially and temporally optimized multiuser receiver.

The receiver has an extended structure in Fig. 7.4 so that correlators for
every user are located in front of the ST-WMF, the ST-WMF is modified to be
multiple input/output structure with cross coupling and is followed by multiple
VD. The detection algorithm in the proposed receiver is described as follows,
(i) Each antenna element receives signals, (ii) Received signals in each element
are filtered by each user’s correlator, (iii) Each user’s correlator output vector
is filtered by each user’s ST-WMF, which is matched to each user’s channel
impulse response, (iv) Each user’s maximum likelihood sequence is estimated
for each user’s ST-WMF output, where the path metric is calculated taking into
consideration the influence of CCI. Fig. 7.7 shows the BER of the ST optimum
multiuser receiver accordiing to different processing gains or spreading ratios
of 31, 63 and 127(typed in the figues) in the case of three users; the first user,

for (deg), for
the second user, for (deg),
for (deg), the third user, for (deg),

for
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6 SPATIAL AND TEMPORAL JOINT EQUALIZER IN
TRANSMITTER AND RECEIVER

6.1 SPATIAL AND TEMPORAL PARTIAL RESPONSE
SIGNALING

In the previous sections, we have discussed equalization and detection in
a receiver that is useful for unknown or time-varying channels because chan-
nel characteristics can be adaptively estimated in a receiver. Equalization in a
transmitter that is partial response signaling (PRS) or preceding is also possible
in a two-way interactive communication such as time or frequency division du-
plex (TDD or FDD), because the channel characteristics estimated by received
signals can be employed for PRS. If transmitting TDL antenna arrays are pre-
pared in a tranmitter, the spatial and temporal PRS can be carried out [33].

Figure 7.8 shows the transmitting TDL antenna array which consists of J
element antennas and M taps in each element. The number of antenna weight
sets is L and these antenna weight sets are used for signal transmission in
L directions. The transmitting TDL antenna array in a time domain is char-
acterized by the matrix of finite impulse response

-dimensional ), where TDL with M taps are used as a precoder or
pre-equalizer in a time domain. Although L sets of transmitting TDL antenna
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arrays are required in order to precode data signals for L directions of transmis-
sion (DOT’s), for the sake of reducing hardware complexity a set of J element
antennas can be used by periodically switching L sets of antenna weights like
Fig. 7.8. The procedure in the proposed precoder is described as follows, (i)
Signals are precoded by temporal PRS for each DOT. (ii) The precoder out-
puts are appropriately weighted for each DOT. (iii) The weighted signals are
transmitted from every element.

Transmitted signals with the direction of transmission (DOT)
is propagated through a multipath channel and are received with
(k=1,2...,K). The channel can be represented as an L inputs and K outputs
multidimensional channel with cross-coupling. The channel model is repre-
sented by Fig. 7.9.

If the channel characteristics are known in a transmitter, the precoder can
equalize the channel distortion. However, since the channel has unknown,
nonlinear, time-varying factors, a receiving antenna array is required to com-
pensate for the residual distortion.
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6.2 SPATIAL AND TEMPORAL JOINT
TRANSMITTER-RECEIVER SYSTEM

If transmitting and receiving TDL antenna arrays are used, then they should
be jointly optimized with a certain criterion, e.g. MLSE [49].

Figure 7.10 shows a spatial and temporal joint transmitter- receiver system
which consists of ST-transmission filter (ST-TF) based on transmitting TDL
array, ST-WMF based on receiving TDL array and Viterbi detector (VD) for
MLSE. The detection algorithm for received sequence is described as follows.

1. Each antenna element receives signals.

2. Received signals in each antenna element are filtered by a ST-WMF.

3. The maximum likelihood sequence is estimated for the ST-WMF output
by VD.

ST-TF is optimized such that minimum Euclidian distance in a trellis diagram
of VD can be maximized. ST-WMF is matched to the impulse response of both
ST-TF and the multipath channel.

The symbol error probability and the achievable transmission rate
of the proposed joint transmitter-receiver system in the spatial and

temporal domains are derived in a similar manner to ST optimum receiver,
and are illustrated in Figs.7.11 and 7.12, respectively. These numerical results
are drived in the following case. The number of element antennas and that of
taps in each element are and respectively. Two DOT’s
and two DOA’s are assumed, e.g. for the first (deg),

and _ for (deg) and (deg),
respectively, for the second (deg), and

for (deg) and (deg), respectively.
Optimum solution of combination between transmitting and receiving TDL

antenna arrays, and is not unique in a sense of minimum BER at the
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whole output, but there are several combinations in a spatial and temporal joint
transmitter-receiver system of Figure 7.10. If balance of hardware complexity
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between transmitter and receiver is considered, then the complexity of receiv-
ing and transmitting antennas in a mobile station (MS) can be minimized by
installing a complex transmitting and receiving antenna arrays in a base station
(BS) for downlink (from MS to BS) and uplink (from BS to MS), respectively,
in a cellular mobile communication system.

6.3 S & T JOINT MULTIUSER
TRANSMITTER-RECEIVER SYSTEM FOR
CDMA

The spatial and temporal joint transmitter-receiver system can be extended
to the multiuser environment in CDMA by the same manner as the spatial and
temporal optimum receiver [50]. Fig. 7.13 illustrates that the bit error rate
(BER) depends on the number of users. For the limit of pages, specification in
this calculation is ommited. The number of element antennas and that of taps in
each element are and respectively, for all users. Fig. 7.14
illustrates that the achievable transmission rate of the proposed system can be
close to the channel capacity when the number of users is small.

Although hardware complexy inceases according to the number of access-
ing users, these figures theoretically prove that the spatial and temporal joint
optimization of transmitting and receiving antenna arrays can improve user ca-
pacity of CDMA drastic. At BS in a cellular CDMA system, the single adaptive
TDL antenna array can be shared for all users’ detection if correlators for the
users are installed at each element antenna in parallel. Schemes of reducing
complexity maintaining capacity improvement should be further studied.

7 CONCLUDING REMARKS
Feasibility of implementing an adaptive antenna array is increasing in higher

frequency bands such as millimeter wave band [31, 32]. When an adaptive ar-
ray antenna is available in practice, the spatial and temporal communication
theory will become more important for achieving high-speed and highly re-
liable radio communications. Moreover, since an adaptive antenna array can
be such an almighty antenna that any antenna pattern can be designed with
software, it will be a vital tool to carry out a software radio transceiver.

Some idea conditions have been assumed in channel modeling and a physi-
cal structure of adaptive antenna array such that readers can easily understand a
concept of the spatial and temporal communication theory based on an adaptive
antenna array. Analysis and optimization of the systems should be achieved for
more practical mobile radio channels.

An adaptive antenna array brings us a new researching paradigm. Not
only the inroduced theory but also further researching subjects, such as spa-
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tial and temporal coding [51], modulation, and an adaptive algorithm for a
time-varying channel should be also taken into account.
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Abstract The Communications Research Laboratory (CRL), Ministry of Posts and Telecom-
munications, Japan has been conducting research and development on Inter-
Vehicle Communications (IVC), Radio on Fiber (ROF), Road-Vehicle Commu-
nications (RVC), and software radio technologies for Intelligent Transport Sys-
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1 INTRODUCTION

The development of the transportation in recent years has also held negative
sides such as the traffic accident and environmental pollution. ITS (Intelligent
Transport Systems) is expected with that many problems of present transit
system will be overcome. ETC (Electronic toll collection) and VICS (Vehi-
cle Information and Communication Systems) are already used practically in
Japan, and the research is advanced in order to carry out the more advanced
communication. ITS is a fusion technology between the vehicles and com-
munication, and provides drivers and passengers with comfortable and safety
travelling environment. In ITS, Inter-Vehicle Communications (IVC, commu-
nications among vehicles, not depending on infrastructure of road side) and
Road-Vehicle Communications (RVC) are expected to play an important role
for assisting safe driving, and supporting automatic driving such as Automated
Highway Systems (AHS). The quality of such system is a matter of life or
death for many users of transportation systems. Therefore, real-time and ro-
bust communication must be secured for ITS.

CRL Yokosuka (Yokosuka Radio Communications Research Center, Com-
munications Research Laboratory, MPT Japan) has intensively set up milli-
meter-wave test facilities in order to accelerate research activities on the ITS
wireless communications.

In this chapter, we first introduce the millimeter-wave test facilities for the
ITS Inter-Vehicle Communication. For the IVC experiments, we have prepared
two vehicles on which experimental apparatus for the evaluations of propaga-
tion characteristics and transmission characteristics in the millimeter-wave fre-
quency band of 60 GHz have been mounted. Using these apparatus, we have
executed experiments and have obtained useful experimental results on a pub-
lic road in the YRP (Yokosuka Research Park). Some results are shown in this
chapter.

Then, we introduce the road-vehicle communications test facilities based on
the Radio on Fiber (ROF) transmission system and micro-cell network system
along a road in the YRP. In these facilities, millimeter-wave frequency bands
of 36 – 37 GHz as the experimental band are used. A control station is located
on the 3rd floor of a research building and 12 antenna poles for the roadside
base stations are put up in the equal interval of 20 meters along an about 200
meters straight line road. Optical fiber cables are installed in the state of a star
connection between the Control Station (CS) and each roadside Local Base
Station (LBS). Propagation characteristics between the roadside antenna and
a vehicle are presented and overall transmission system including optical fiber
cable section and air section are also mentioned in this chapter.

By using Radio on Fiber transmission system like this, it is possible to trans-
mit multiple services in one fiber. At present, a service offered to usual mobile
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radio communication such as TV, broadcasting of radios, etc., VICS, portable
telephone is raised, and in addition, new systems such as the electronic toll-
collection system will be also introduced in future. However, many mobile
terminal must be purchased, since the user receives these services at present.
Software radio will be able to solve these problems. It is possible that the user
receives mobile communication and broadcast service of the multiple by using
this system, by pass one terminal.

In this chapter, new configuration method of multimode software radio sys-
tem by parameter controlled and telecommunication component block embed-
ded digital signal processing hardware (DSPH) is proposed for the future flexi-
ble multimedia communications. In this method, in advance, basic telecommu-
nication component blocks are implemented in the DSPH like DSP and FPGA.
And, external parameters, which are simple but important information, change
the specification of each block. This proposed method has the following fea-
tures: i) People need to have only one mobile handset and select communi-
cation services as they like, ii) The volume of download software is reduced
drastically in comparison with conventional full-download-type software radio
system, iii) Since important component blocks have already been implemented
into the DSPH except for some external parameters in advance, the know-how
related to the implementation of DSPH never leak out. In this chapter, we
evaluate the effectiveness of the proposed configuration method by using com-
puter simulation and developed experimental prototype, and comparing with
full-download-type software radio system from the viewpoint of the volume of
download software. Finally, we introduce several new software radio systems
by using the proposed configuration method.

2 INTER-VEHICLE COMMUNICATION [1]

2.1 EXPERIMENTAL FACILITY FOR
INTER-VEHICLE COMMUNICATION

In millimeter-wave propagation between vehicles, propagation condition is
affected by various factors due to environmental change as traveling of vehi-
cles. To investigate the behavior of propagation characteristics comprehen-
sively, we prepared an experimental facility for IVC systems using millimeter
wave.

Figure 8.1 shows the block diagram of our experimental system. There are
two vehicles for the IVC measurement. The precedent car has one RF sec-
tion (A), and the following car equipped two RF sections (B and C) for space
diversity. Each RF section has the transmitter and receiver. The propagation
experiments are executed by use of the RF section (A) as the transmitter and
these B and C as the receivers. The two-way data transmission is also available
for the demonstration of general data transmissions such as 10 Mbps Ethernet.
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Frequency division duplex is used for two data links. The center frequencies
of RF are 59.1 GHz (for A) and 59.6 GHz (for B, C).

In the transmitting side, signal generator makes the carrier frequency of
140 MHz. This signal generator also makes various modulation signals as
ASK, xFSK, xPSK, and xQAM for modulation analysis. In data transmission
experiment, PN code at 1, 5 or 10 Mbps is made by the data generator, and
IF carrier at 140 MHz is modulated by Manchester-DFSK in the modulator.
The IF signal is upconverted to RF signal at 59.1 GHz by the RF section using
MMIC devices. The RF section is in a waterproofing radome with the constant
temperature control. This radome is installed at a constant height in the rear of
the vehicle.

In the receiving side, two RF sections are located at the constant heights
in front of the vehicle. RF signals are downconverted to IF frequency at 140
MHz in RF section. The gain of these two IF signals are controlled by the AGC
section. The two AGC voltage signals that correspond to the received power,
are stored at the DAT storage at a sampling rate of 150 kHz or less. One of
these two IF signals are selected according to the diversity section control.
The selected IF signal is demodulated, and bit error rate is measured. This IF
signal is also input to real-time spectrum analyzer for the modulation analysis.

Diversity switching is triggered by comparison between each instantaneous
AGC voltage with adjustable threshold value of each AGC voltage, thresh-
old value of difference of AGC voltages, and delay timing. If the received
power is less than threshold level and difference of received power is more than
threshold level, the switching is executed after the constant delay. Switching
method is “switch-and-stay”. This diversity switching is not considered the
synchronization for the bit timing. The diversity-control signal is also stored
by the DAT. In the IVC using the millimeter wave, conditions of the propa-
gation channel should be affected by the change of environmental conditions
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such as buildings or fences and a vibration of vehicles. Thus CCD camera
is equipped at the front of the vehicle and digital video system which is syn-
chronized with the other measurement systems, records visual information for
various environment conditions around the vehicles. An optical gyroscope is
also equipped for the measurement of instantaneous motion of each vehicle
separated into three axes of gyration. The laser radar with the resolution of
2.5 cm is equipped at the front of following vehicle. This radar measures the
instantaneous distance between the vehicles. In the measurement, the data
of environmental conditions in both sides of the vehicles and the propagation
data are synchronized by the D-GPS signal with each other. The offline data-
playback system is equipped in a room. This system can play obtained data
visually and synchronously, and it analyzes the propagation parameter such as
distribution of cumulative probability of the received power.

2.2 EXPERIMENTS
1 Mbps wireless digital data transmission with a carrier frequency of 59.1

GHz was examined between a transmitter (Tx.A) on a fixed precedent car and
two receivers (Rx.B, C) on a following car. Figure 8.2 also shows the experi-
mental scenery. The test course is straight two-lane pavement and almost 200
m long. There are one building and several prefabricated houses, and several
banks around the course. There were few objects that cause reflection, and
there was no obstacle between the Tx and Rx. The precedent car was parked
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at the edge of the road, and the following car moved at the constant speed of
2.5 m/s from the another edge of the road to the precedent car.

Table 8.1 shows the experimental setup for the measurement. The transmit-
ted power is -4 dBm. Each antenna at Tx and Rxs is a standard horn antenna
with the gain of 24 dBi, and these were placed at the height of 46 cm (Tx.A),
85 cm (Rx.B), and 38 cm (Rx.C) respectively. The bit error rates (BERs) were
measured each one-second and the received powers were also measured si-
multaneously at the rate of 18750 points per second. Diversity threshold of the
absolute level is set at -70 dBm, that of difference level is set at 10 dB, and
timing delay is set at 10 micro seconds.

2.3 TWO-RAY MODEL FOR MILLIMETER WAVE
PROPAGATION

The two-ray propagation model with a direct wave and a reflected wave
from the pavement was applied for estimation of propagation characteristics
of millimeter wave. Figure 8.3 is a schematic view of the two-ray propagation
model. In this model, the received power is expressed approximately as

where is the transmitted power, and are the antenna gains at the
transmitter and the receiver, L(d) is the absorption factor by oxygen, is the
wave length, d is the distance between the antennas, and are heights
of the transmitter and the receiver, respectively. In this model, the reflection
coefficient of the pavement is assumed as -1 and the directivity of antenna is
ignored. Absorption of oxygen is assumed as 16 dB/km.
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2.4 RESULTS

Fig. 8.4 shows the measurement results of relationship between the received
power and BER, and horizontal distance between the vehicles at each Rx po-
sition for (a) Rxh = 85 cm, and (b) Rxh = 38 cm. The estimated received
power using two-ray propagation model is also indicated by dashed line in
Fig. 8.4. Bit error rates are also shown in Fig. 8.4 as circular markers, where
the shows error free. The results of measured receiving power give fairly
good agreement with those obtained by the two-ray propagation model. In this
graph, it is found that the bit error rates are degraded when the received power
is not sufficient.

Figure 8.5 shows the measurement result when the vertical space-diversity
is applied. The received power and BER are not so much degraded as those
when the vertical space-diversity is not applied. This result shows that the ver-
tical space-diversity is effective in improving data transmission performance
for IVC system using millimeter-wave experimentally.

Figure 8.6 shows the measurement result of cumulative distribution of BER
travelling on the expressway. Although the shadowing by other vehicles was
occurred many times, the error-free transmission was realized for the period of
81% of the travel time on the expressway.

Figure 8.7 shows the measurement results of the relationship between the re-
ceived power and horizontal distance between the vehicles on the expressway.
The characteristics of received power are different from those from two-ray
model. This will be caused by the fluctuation of the vehicles.

3 RADIO ON FIBER ROAD-VEHICLE
COMMUNICATION [2;3]

3.1 CONFIGURATION OF THE PROPOSED SYSTEM
Nowadays the number of communications equipment of the car, especially

antenna, has been increased, because many services such as Vehicle Informa-
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tion & Communication System (VICS), TV and mobile communications are
available on different frequency bands. As a result, the car looks like a “hedge-
hog”. However, by using the common frequency band, the number of air inter-
face between the car and the wireless service network is drastically decreased.
This is an important factor from the view points of not only the car design but
also the efficient frequency use.

Figure 8.8 illustrates the concept of the ITS multiple service network based
on the Common Frequency Band Radio On Fiber (CFB-ROF) transmission. In
this technique, first of all, we convert the radio frequencies of various wireless
services into the common frequency band. The users of the ITS can use this
common specified frequency band for the ITS multiple service communica-
tions.

For the down-link of this system, the combined electrical radio signal, which
is converted to the common frequency band, drives EAM and the modulated
optical signal is delivered to the Local Base Station (LBS). Then, by using
Photo Detector (PD), the optical signal is converted to the radio signal and is
transmitted to the vehicle from the roadside antenna.

The vehicle has only to have the antenna which matches with the common
frequency band and receives the radio signal from the LBS. In the vehicle, the
radio signal is converted and divided into the original band of each service.
Finally, the signal is carried to each terminal on the original band by the dis-
tributor.

The distributor may be equipped with several connectors for distribution to
each terminal. We can connect the distributor and each off-the-shelf terminal
with a cable. If we use a multi-mode terminal, it is not necessary to distribute
the received signals to each terminal. Multi-mode terminal is expected to be
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realized by adopting the software radio technology. Furthermore, multi-mode
terminal will make a contribution for the efficient space use in a vehicle. For
the up-link, the procedure is the reverse of the down-link.

3.2 EXPERIMENTS
Figure 8.9 shows the experimental setup for the optical transmission of three

kinds of mobile communication services, IS-95, PHS and PDC in Japan. In
this experiment, 5.8 GHz band is used as the common frequency band and
the interval of each carrier frequency is set at 10 MHz. The wavelength of
laser diode is 1552 nm and its output power is 0 dBm. The insertion loss
of electroabsorption external modulator is about 9 dB. We use four kinds of
optical fiber length as almost 0 m, 5 km, 10 km and 20 km. At the receiving
side, each channel of three services is filtered out after detection by the PD
which has a frequency response up to about 60 GHz. After demodulation of
each channel signal, the transmission quality were measured by modulation
analyzer.

Figure 8.10 shows the frequency response of the ROF link of the experi-
mental setup. Due to the chromatic dispersion of the single mode fiber, the
received power decreases at every constant frequency interval depending on
the fiber length. In the case of fiber length of 10 km, the first power decreasing
frequency is about 15 GHz.

Figure 8.11 shows a measured spectrum of three different kinds of mobile
communication channels, IS-95, PHS and PDC. As shown in Figure 8.11, high
dynamic ranges were obtained. Table 8.2 shows the results of the measure-
ments of transmission qualities of these channels. The error vector magnitude
(EVM) for PHS and PDC, and the for IS-95, which are standard evalua-
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tion parameters, normally must be less than 12.5% and 0.99 respectively. The
measured values were sufficiently good relative to these normal values.

3.3       DEVELOPMENT OF PROTOTYPE SYSTEM

We have successfully developed a prototype system for dual wireless ser-
vice, e.g. ETC and PHS, utilizing CFB-ROF technique in the frequency band
of 5.8 GHz region. Figure 8.12 illustrates the configuration of the developed
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system. This system consists of a roadside network and a mobile terminal in
the vehicle. This prototype can support the two-way communications.

The original frequency band of PHS is in 1.9 GHz region and it is converted
into 5.8 GHz region. Figure 8.13 illustrates the frequency allocation for PHS
and ETC in this system. By using this prototype with PHS handsets and a set of
ETC terminal and server, we can get an announcement of the toll gate charge
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and can make a phone simultaneously. Figure 8.14 shows an overview of the
prototype system for PHS and ETC and Table 8.3 shows its specifications.

3.4 EXPERIMENTAL FACILITIES FOR RVC IN
37GHZ BAND

Figure 8.15 shows the configuration of the experimental facilities for the
ROF transmission system of three kinds of mobile services such as Electric
Toll Collection (ETC), Personal Handy Phone (PHS) and TV broadcasting in
Japan. In these experimental facilities, 37 GHz band is used as the common
frequency band and the frequency for each service is allocated as shown in
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Figure 8.16. The wavelength and the output power of the laser diode for this
scheme is in 1.5 region and about 0 dBm, respectively. The length of
optical fiber cable section between Control Station in the research building and
the roadside LBS is about 700 meters. The frequency bands for the down link
and up link are 36.00 – 36.50 GHz and 36.75 – 37.25 GHz, respectively. The
frequency bands of the RF amplifiers and antennas for the LBS and the vehicle
match with these frequency bands.

We have prepared two kinds of roadside antenna. One is the horn antenna
and the other is the patch antenna with 20 element antennas and both of them
have the cosec-squared beam pattern on the vertical plane. The interval be-
tween roadside antennas is 20 meters. The antenna, the frequency converter
and the mobile terminals are mounted in the vehicle. The original frequency
bands of PHS and ETC are in 1.9 GHz and 5.8 GHz region, respectively.
Therefore, the received RF signals are divided and delivered into the each mo-
bile terminal after frequency down conversion in the vehicle. Figure 8.17 is a
photo of the Control Station and the roadside antennas are shown in Fig.8.2.
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3.5 ESTIMATION OF RECEIVED POWER FOR ROF
ROAD-VEHICLE COMMUNICATION

Next, we estimate the received power at the Mobile Station (MS). In this
system, three LBSs connected to one CS transmit the same frequency radio
wave to the vehicle. It is predicted that the strong interference can be observed
at the boundary area between two cells covered by different LBSs.

In this simulation, each LBS is on the 5 m-height of the pole installed along
the road and the poles at the roadside are lined 20 meters interval. The height
of vehicle antennas is 2.1 meters. So the height deference between LBS and
MS antennas is 2.9 meters. In this estimation, the transmitted power is 10
dBm and the frequency is 36.06155 GHz. The transmitting antenna has cosec-
squared beam pattern on the vertical plane. This antenna enables us to get
almost the same received power in the coverage area. The receiving antenna
on the vehicle has pencil beam pattern with 3 dBi gain. We did not consider
the reflection from road or other objects.

Figure 8.18 (a) shows the contour map of calculated received power of 5.0
m x 40.0 m area on the road. Antenna poles stand in the 20 meters interval
along the roadside. Figure 8.18 (b) shows the received power at 2.1 m height
from road surface and on the center of lane, i.e., 2.5 m from edge of road. The
variation of the received power as a function of position is caused by the inter-
ference of the radio waves from several LBSs. The interference between LBSs
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causes very complicated fluctuations of received power. This result shows that
we need to develop some new technologies, for example, some kind of diver-
sity with very high-speed signal-selection.

3.6 SUMMARY
In this section, we have newly proposed an integration method of wireless

multi services in ITS, which is based on Common Frequency Band Radio On
Fiber (CFB-ROF) technique. Moreover, we have confirmed feasibility of our
proposed system. The CFB-ROF will become a key technique for the mobile
multimedia communications in ITS. As a further study, we here open a new
concept for ITS services, which we have named MLS (multimedia lane and
station). Figure 8.19 shows the concept of MLS. MLS consists of multime-



Intelligent Transport Systems 189

dia lanes and stations which provide multimedia communication services to
cars moving on a road and to cars stopping at a place such as a parking lot,
respectively.

4 SOFTWARE RADIO

4.1        CONCEPT OF THE PROPOSED SOFTWARE
RADIO SYSTEM

4.1.1 Configuration of the conventional software radio. In most case
of software radio system,s several software programs, which describe all telecom-
munication components in DSPS (digital signal processing software) language,
are downloaded to the DSPH (digital signal processing hardware) and it con-
figures the components on the DSPH. And by changing the software, we can
realize our required system. The software radio system can be called as full-
download-type software radio system.

Figure 8.20 indicates the configuration of full-download-type software ra-
dio system. Mostly, the configuration of the full-download-type software radio
system is categorized into three units: RF (Radio Frequency) unit, IF (Inter-
mediate Frequency) unit and baseband unit. These are called as RFU, IFU and
BBU, respectively in this paper. RFU handles antenna block, up- and down-
converter blocks. IFU consists of quadrature modulator and quadrature de-
modulator blocks, A/D (Analogue to Digital) and D/A (Digital to Analogue)
converter blocks. On the other hand, BBU consists of several baseband DSPH
like DSP or FPGA. These DSPH can change the specification by changing
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software, which can configure all telecommunication components related to
transmitter and receiver. These three units also have two parts: TX module and
RX module. TX module has relation to the transmitter. On the other hands,
RX module is related to the receiver.

When we would like to realize a telecommunication system by full-down-
load-type software radio system, first of all, all DSPS, in order to configure a
required telecommunications system, are downloaded to BBU before starting
communication. As for the software, frame block, encoder block, mapping
and modulation block, filter block and so on are described in DSPS language
and downloaded to the BBU of TX module. Moreover, filter block, equalizer
block, detector and decoder block are also described in DSPS language and
downloaded to the BBU of RX module. After finishing the download of soft-
ware, the configuration check program is executed. Finally, BBU configures
the required baseband modulation and demodulation circuit. Then, transmis-
sion data are fed into BBU of TX module.

In the BBU of TX module, the input transmission data are framed mod-
ulated and converted to two signals: In-phase channel (Ich) and Quadrature-
phase channel (Qch) signals by several DSP blocks mentioned above. Then,
the digitally modulated data are fed into IFU of TX module.

In the IFU of TX module, the digitally modulated Ich and Qch signals are
converted from digital data to analogue data by a D/A converter block. Then,
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the converted analogue Ich and Qch signals are quadrature modulated on the
IF band and send to RFU of TX module.

In the RFU of TX module, the quadrature modulated signal on the IF band
is up-converted to RF band through power control part and finally transmits to
the air.

On the other hand, when we receive the RF signal, first of all, the received
signal is fed to the RFU of the RX module. In the RFU of RX module, the
received RF signal is bandpass-filtered to eliminate spurious signal and down-
converted to the IF band. Then, Automatic Gain Control (AGC) block controls
the power of the down-converted signal in order to keep constant level to A/D
converter in IFU of RX module. Afterwards, the power-controlled signal is fed
to the IFU of RX module.

In the IFU of the RX module, the received signal from RFU is split into two
signals: Ich and Qch signals through a quadrature demodulator block. Then, by
using A/D converter block, these split signals are over-sampled and transferred
to BBU of the RX module.

In the BBU of RX module, all telecommunication component blocks have
been implemented by the DSPH before starting communication by changing
the download software for DSPH, and the configuration has been checked by
test program. Therefore, the Ich and Qch over-sampled signals are filtered,
equalized by customize method, detected and decoded by using filter, equal-
izer, and decoder blocks in the BBU of RX module. Finally we can recover the
transmission data.

In the conventional full-download-type software radio, we can change the
system configuration in accordance with our request easily. However, the fol-
lowing problems are involved.

1. The volume of software downloaded into the DSPH increases, as the
contents of the required telecommunication component blocks become
more complicated. As a result, the download time is lengthened. In
addition, redundancy code for coding must be added for the download
software, when the concealment of the download program or the robust-
ness for all jamming signals or fading is considered. In this case, the
download time is lengthened more and more.

2. The period for configuration check of the DSPH also increases, as the
contents of the required telecommunication component blocks become
more complicated. The problem also comes out in the stability of the op-
erating characteristic of the DSPH, when we can’t have sufficient period
for the configuration check.

3. In the download software, there are often several component blocks
which are related to the know-how of the manufacturer, e.g. the opti-
mization method or calculation algorithm for some special blocks, etc..



192 WIRELESS TECHNOLOGIES FOR THE 21ST CENTURY

The know-how may leak out by the download of software. And, there is
the possibility altered from the other people.

In this section, we propose a new configuration method of software radio
system to overcome these problems. In next subsection, we explain the config-
uration in detail.

4.1.2 Configuration of the proposed software radio system [4]. The
proposed system is only related to the BBU of both TX and RX modules. For
the other units, RFU and IFU, we may prepare these units for each system indi-
vidually or we may integrate RFU and IFU for all systems. The BBU configu-
ration of the proposed system is shown in Fig. 8.21. In the BBU, basic telecom-
munication component blocks like encoder, frame, modulator, filter blocks of
transmitter and equalizer, detector and decoder blocks of receiver have already
been programmed and implemented in the DSPH in advance. And the func-
tions of the telecommunication blocks are not fixed but programmable and
changeable easily by downloading external parameters. Namely, if we would
like to change the configuration of digital filter of the transmitter, we send only
coefficient information of the required digital filter to the filter block of BBU.
By using these coefficient data, a new filter block is configured. Then, the pro-
posed BBU unit becomes one of general-purpose transmitter and receiver by
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external parameter. The software radio system by a new configuration method
of BBU is called as parameter-controlled-type software radio system.

In BBU of TX module, the frame format, the shape of transmitter filter, and
the modulation scheme of the required system are determined on the basis of
external parameters downloaded from the outside of the DSPH. By using the
configured telecommunication blocks with parameters, the transmission data
is modulated.

In the BBU of the RX module, the time synchronization method, the shape
of receiver filter, the equalization scheme, and demodulation scheme are de-
termined on the basis of external parameters downloaded from the outside of
DSPH. By using the configured telecommunication blocks, the received signal
is demodulated.

The proposed system is realized by downloading external parameters, which
is small and important information for the realization of a required telecommu-
nication system. Therefore the important blocks have been configured in the
DSPH in advance. As a result, it is expected that we can obtain stable per-
formance and reduce the period for configuration check in comparison with
the full-download-type software radio system. Moreover, the information re-
lated to the know-how of manufacturer such as the optimization methods for
the specified telecommunication components never leak out, because we only
download a general and small volume software. Moreover, since the volume
of download software to the DSPH is not quite small, we can utilize several
strong coding methods to the download software. Consequently, the proposed
software radio communication system can keep high concealment.

4.2    PERFORMANCE EVALUATION OF THE
PROPOSED SOFTWARE RADIO BY DEVELOPED
PROTOTYPE

4.2.1 Configuration of the developed prototype. In order to show the
effectiveness of the proposed software radio system, an experimental prototype
was developed and its transmission performance was evaluated. The following
are shown in Figs 8.22 and 8.23: Appearance and system configuration of the
experimental prototype. Moreover, the system parameters are summarized in
Table 8.4. The experimental prototype can make use of three real telecommu-
nication systems: PHS and GPS and ETC systems as Service mode. Moreover,
as the User mode, it is possible that the user freely conducts several modula-
tion schemes, GMSK, QPSK, BPSK and QPSK. As for PHS and GPS,
we integrate the antennas of two systems into one antenna because the fre-
quency utilized in GPS (1.5 GHz band) is close to PHS band (1.9 GHz band).
And, the external parameters, which need to change the system, are supplied
from a notebook type computer connected with experimental prototype by the



194 WIRELESS TECHNOLOGIES FOR THE 21ST CENTURY

10Base-T Ethernet cable. In the notebook computer, management software of
the experimental prototype has been installed. And we can select several ser-
vices and modulation schemes of the User mode by using menu window shown
in Fig. 8.24 (Service mode) and 8.25, (User mode) respectively.
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When user would like to realize PHS system by using the configuration
shown in Fig. 8.23, the external parameters which is necessary for construct-
ing the PHS system, is stored at the CPU unit through 10Base-T Ethernet ca-
ble from a notebook type computer. The CPU unit gives the parameters to
the BBU, IFU, and RFU. Then, this experimental prototype becomes the PHS
mode. Afterwards, the transmission data are encoded in the handset and a
speech coding (ADPCM) units. Then, the encoded data is fed to a modulation
block of the DSP unit through a TDMA control unit and a PHS interface unit
with DSP unit. The modulation block has the similar composition to Fig. 8.26,
where all key functions are programmed in advance, and it realizes the PHS
modulation scheme by changing parameters from CPU unit. Then, modulated
data are filtered at the conversion unit and fed to IF unit. Then, the digitally
modulated signal is converted from digital modulation signal to analogue mod-
ulation signal at IF unit, and finally it is transmitted to the air from the antenna
through RF unit.

On the other hand, in the receiver, the received PHS signals firstly passed
through RF unit, IF unit, and conversion unit of BBU, and are converted to
quadrature demodulated digital over-sampled signals of Ich and Qch. These
signal are fed to the demodulation block of DSP unit on BBU. Then, the de-
modulation block also has the similar composition to Fig. 8.26, where all key
functions are programmed in advance, and it realizes the PHS demodulation
scheme by changing parameters from CPU unit. Then, demodulated data are
transferred to a TDMA control unit and a speech decoding (ADPCM) unit via
a PHS interface unit with DSP unit, converted to the voice signal, and finally
we can communicate the other person by using the handset unit.
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* means the software is shared for the realization of some system.

The similar technique can be utilized for the GPS and ETC systems. How-
ever, in the case of ETC and GPS, digital signal processing speed of some DSP
blocks is in excess of several 10Mbps, e.g. correlation part of GPS system and
decoding unit of ETC. Therefore, these high speed digital signal processing
part are programmed in not DSP but FPGA. And by communicating between
FPGA unit and DSP unit, the BBU is configured.

Moreover, in the User mode, we can change several modulation schemes as
shown in Table 8.4. However there is no RF unit. Therefore, in this paper,
by connecting input port and output port of User mode IFU block on IFU, we
check loop-back performance from input port to output port of EXT I/F block
on BBU and obtain the transmission performance: e.g. BER.

4.2.2 Comparison between full-download-type and proposed software
radio. In order to evaluate the proposed software radio system, the following
comparisons are carried out between full-download-type software radio system
and the parameter-controlled-type software radio system: Volume of download
program and length of download time. In the prototype, as for the DSPH,
FPGA by Altera Corp. is utilized in the conversion and FPGA units and DSP
is used in the DSP unit. As the first results, the volume of software which
can be utilized in the conversion, FPGA and DSP units are shown in Table 8.5
and 8.6. For FPGA based units, we show the software volume as the required
number of gate (gate). On the other hands, for DSP based unit, we show the
software volume as the volume of programmed code for DSP (byte).

Table 8.5 shows the required number of gate for FPGA which utilized in
each function block and each hardware devices. In Table 8.5, * means that



198 WIRELESS TECHNOLOGIES FOR THE 21ST CENTURY

* means the software is shared for the realization of some systems.

the data are shared by several systems. For example, TX filter block is shared
with User mode and PHS mode, and the size of FPGA is 1013 gates and pro-
grammed in EPM7064(1). From Table 8.5, we can easily understand that we
need 8036, 14548, 548146, 1088 gates for the individual realization of User
mode, PHS, GPS and ETC systems, respectively by full-download-type soft-
ware radio system. And in the prototype, 564583 gates is pre-programmed in
FPGA based units for the realization of the proposed software radio system.
By the same procedure, we can investigate the volume of software for DSP
unit in both case: one is needed for the proposed software radio system, and
the other is required for the individual realization of User mode, PHS, GPS and
ETC systems. These data are arranged in Table 8.6. In Table 8.6, we show the
volume of parameters in the case of the proposed software radio system.

If we assume that we only download the software for DSP unit, the down-
load software in the proposed software radio system becomes about l/15(for
PHS)-l/30(for User mode) in comparison with the case that we download all
DSP software to DSP unit for the realization of each system. Moreover, the
followings are clarified from Table 8.6. If we realize PHS terminal by full-
download-type software radio system, we need 14548 gates for FPGA. How-
ever, in the proposed software radio system, we must pre-program 564583
gates in FPGA. On the other hand, for the volume of DSP software, we need
22926 byte in order to realize only PHS system by full-download-type soft-
ware radio system. However, in the proposed software radio system, we must
pre-program 53866 byte. Namely, we need some redundant programs for some
systems. However, by the redundancy, the proposed system reduce the period
of software download and obtain stable performance in the case of reconfigu-
ration of systems.

In addition, we compare two software radio systems from the other view-
point. That is the required scale of DSPH for the realization of both software
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radio systems. From Table 8.6, for the proposed software radio system, we
need 564583 gates for FPGA. On the other hand, for full-download-type soft-
ware radio, the maximum volume of gate in order to realize each system, is at
least needed. That is the case of GPS and the volume is 548146 gate. There-
fore, in the case of the configuration of the prototype, we need FPGA unit for
the proposed system which total number of gates becomes 1.02 times in com-
parison with full-download-type software radio. On the other hand, as for DSP
unit, in this prototype, we need only the programs for User mode, because the
other systems utilize some parts in the programs. Therefore, in both software
radio systems, we need to prepare DSP components which can include the
volume of programs for User mode.

Moreover, the average download time, when we change the modulation
scheme from one system to another system, is shown in Table 8.7 by using User
mode and parameter-controlled-type software radio system. In User mode, we
can realize GMSK, QPSK, BPSK or QPSK by changing parameters. In ad-
dition to the above information, the download time is also mentioned in Table
8.7 in the case of full-download-type software radio for User mode. As shown
in Table 8.7, the average download time of the proposed software radio sys-
tem becomes around 1/100 in comparison with full-download-type software.
In addition, the average download time for all modulation schemes for the re-
alization of User mode is independent on the modulation schemes and almost
same by parameter-controlled-type software radio system. This is because the
download software consists of the parameters described before, and the param-
eters are needed to all modulation schemes and the volume is almost same for
all modulation scheme for the realization of User mode.

Finally, the BER performance of this experimental prototype in the case of
user mode is shown in Fig. 8.27. In Fig. 8.27, we also include a theoretical
BER value in terms of for BPSK, QPSK and Since we adopt
the coherent detection, the theoretical BER value becomes 0.5erfc( )
[5]. As shown in Fig. 8.27, it is clear that the BER performance of the experi-
mental prototype agrees well with the theoretical value within 1 dB.
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Abstract The wireless data communication industry has experienced fast development in
the past few years. With the finalization of new series of  IEEE 802.11 and ETSI
BRAN HIPERLAN standards, new features have been integrated into the con-
ventional wireless LAN, which was introduced as an alternative of fixed LAN.
New emerging technologies, such as HomeRF and Bluetooth, are becoming
new impetus for the fast expansion of the market. In this paper, we present an
overview of the current status and future trends of wireless data communication
systems.
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1 INTRODUCTION

The allocation of worldwide available unlicensed radio spectrums at 2.4
GHz ISM (Industrial, Scientific and Medical) band and 5 GHz U-NII (Unli-
censed National Information Infrastructure) band has prompted dramatic in-
terests in the wireless industry to develop broadband wireless data communi-
cation systems. Starting from the wireless LAN technology, more and more
technologies and applications are developed for expanding the market [1,2].

The wireless LAN (WLAN) industry has been expanding continuously into
the health care, manufacturing, finance, small business and educational mar-
kets [3]. With the finalization of new series of IEEE 802.11 and HIPER-
LAN standards, wireless LAN is evolving into very high-speed data transmis-
sion supporting both packet- and connection-oriented voice, Quality of Service
(QoS), etc [4]. These new trends of wireless LAN technology will certainly be-
come the impetus for the fast development of markets. However the slow de-
ployment of wireless LANs in the past years has created opportunities for other
technologies such as Bluetooth and HomeRF. A wide consensus to date is that
there is no specific wireless “killer” application beyond mobile telephone ser-
vices and mobile Internet access. However, with the successful emergence
of new short-range radio technologie (e.g. HomeRF, Bluetooth), the wireless
industry is believed to have found a right way for a healthy evolution.

In this paper we provide an overview of the current status and trends of
wireless data communication systems. The paper is organized as follows. In
the second section, we describe wireless data application scenarios and current
status of the market. In Section 3, we present an overview of four wireless data
communication standards – IEEE 802.11, HIPERLAN/2, HomeRF SWAP and
Bluetooth. In Section 4, challenges and problems behind wireless data com-
munication systems as well as future trends are presented. Finally, conclusions
are given in the last section.

2 APPLICATIONS AND MARKETS OF WIRELESS
DATA COMMUNICATION SYSTEMS

WirelessLAN
Exactly as the name implies, the wireless LAN is a local area network imple-

mented without wires. This means that all the functionalities of a conventional
fixed LAN are available in a WLAN including file sharing, peripheral sharing,
Internet access, etc, as shown in Figure 9.1 [2]. The WLAN can be such imple-
mented to replace or to extend the capability of the LAN by providing mobility.
Compared to the fixed LAN, the main advantages and benefits of wireless net-
works are the mobility and cost-saving installation [3]. Most of the application
scenarios of WLAN are related to these two features. Mobility enables users to
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roam about while being connected to backbone networks. Many jobs require
workers to be mobile, such as inventory clerks, healthcare workers, police offi-
cers, and emergency-care specialists. Wireless networking provides significant
cost savings in the areas where cables cannot be easily installed, such as his-
torical buildings and residential houses. In remote sites, branch offices and
other situations where on-site networking expertise might not be available or
fast networking is needed, computers equipped with wireless LANs can be
pre-configured and shipped ready to use. Conclusively, wireless networking is
applicable to all situations where mobile computer usage is needed and/or the
cable installation is not feasible.

Since the beginning of the nineties, proprietary WLAN products for ISM
bands have appeared in the market. In 1997, IEEE 802.11 was standardized
for 2.4 GHz band, supporting 1 Mbps and optionally 2 Mbps. In 1998, a
higher speed extension to 802.11 was approved providing 11 Mbps through-
put. Nowadays the 11 Mbps 802.11-based products are dominating the WLAN
market. The emergence of broad market and wide deployment of WLAN (i.e.
’the year of WLAN’) has been expected for so many years to date. But the
development of WLAN market has been held back due to issues such as poor
marketing, relatively high price and relatively low throughput (especially when
compared to the wired counterparts). Most recently with the standardization
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of HIPERLAN/2 and IEEE 802.11a and 802.11b, a new fast development of
market is being expected again.

Wireless Home Networking [6]
The wireless local area network business has been focused on offices since

the industry began. But recently, home networking is seen to be a fast growing
market. The personal computer has become a powerful platform for educa-
tion, entertainment, information access and personal finance applications. At
home, with the wide deployment of  PCs at home and the Internet becoming the
main way to access information, the role of the PCs will expand especially in
the area of communication. More and more families have multiple PCs which
gives rise to the need for home networking to share files and printers and to
access Internet through only one access point (modem or cable modem). The
home electronic devices are all becoming more and more intelligent with built-
in computing and communication capabilities. The power of these built-in ca-
pabilities cannot be utilized while remaining isolated. All above indicates a
growing need for more effective management and integration of communica-
tions between PCs and intelligent devices in homes. Continuous expanding
capabilities of PC makes it a potential powerful control platform in the home
and the difficulty of wiring in residential places leads to the concept of wireless
home networking as shown in Figure 9.2.

The HomeRF consortium is an industry working group including major
players in the PC industry (Compaq, Hewlett-Packard, IBM, Intel and Mi-
crosoft), and in the wireless telecommunication and consumer electronic in-
dustry (Ericsson, Motorola, Philips, Proxim and Symbionics). The mission of
the HomeRF working group is described as “To bring about the existence of
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a broad range of interoperable consumer devices by establishing open indus-
try specifications for unlicensed RF digital communications between PCs and
consumer electronic devices anywhere in and around the home”. The HomeRF
standard supports a broad range of new home networking applications: shared
access of Internet connections from anywhere in the home, automatic routing
of incoming telephone calls to one or more cordless handsets, fax machines
or voice mailbox, home wireless LAN to share files, programs and printers
among multiple PCs and control of home security systems, heating and air
conditioning systems from anywhere around the home.

Bluetooth [8]
Bluetooth is an emerging short-range networking technology developed for

2.4 GHz ISM band. The objective of Bluetooth technology is to replace cables
and infrared links used to connect disparate electronic devices with one univer-
sal short-range radio link. It also provides a mechanism to form small-scale ad
hoc wireless networks of electronic devices, supporting 1 Mbps communica-
tion capability over a short-range (about 10m), as they come within the range
of each other. Figure 9.3 shows some applications and the ad hoc piconet archi-
tecture of Bluetooth. Most of Bluetooth applications reflect the mobile phone
industry background of the inventors (Ericsson, Nokia and etc.) of Bluetooth
technology. However, as time goes by, more and more applications in various
industry segments will be created for Bluetooth.
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Some examples of the applications created based on Bluetooth technology
are as follows [8]. Three-in-one phone: when the user is in the office, the
phone functions as an intercom (no telephony charge); at home, it functions as
a portable phone (fixed line charge); and when on the move, the phone func-
tions as a mobile phone. A user can use a laptop to surf the Internet wherever
the person is, and regardless if he (or she) is cordlessly connected through a
mobile phone or through a wire-bound connection. In meetings and confer-
ences, users can share information instantly with all participants without any
wired connections. A user can also cordlessly run and control, for instance, a
projector, or can connect his headset to his laptop or any wired connection to
keep hands free for more important tasks while in the office or in the car. When
laptop receives an email, the user will get an alert on mobile phone. Users can
also browse all incoming emails and read those selected on the mobile phone’s
display. A user can cordlessly connect his camera to his mobile phone or any
wire-bound connection, and also connect all peripherals to a PC or to a LAN.

These kinds of application scenarios extend the usage of any equipment or
device equipped with Bluetooth radio link. According to a report from global
research firm Frost & Sullivan, the market of Bluetooth is predicted to be $36.7
million in 2000 and $699.2 million by 2006 [13]. The widespread industry sup-
port for the technology (including more than 1000 companies in the Bluetooth
Special Interest Group) is believed to be the main force to ensure the successful
future of this new technology.

3 WIRELESS  DATA  COMMUNICATION
STANDARDS

Currently, four standards for wireless data communications systems are avail-
able, IEEE 802.11, ETSI HIPERLAN standards, HomeRF SWAP and Blue-
tooth specifications. In this section, brief technical overviews of these stan-
dards are presented.

3.1 THE IEEE 802.11 STANDARDS [3]

The IEEE Standard for Wireless LAN Medium Access (MAC) and Physi-
cal Layer (PHY) Specifications, which is also known as IEEE 802.11, defines
over-the-air protocols necessary to support networking in a local area. The
802.11 standard provides MAC and PHY functionality for wireless connectiv-
ity of fixed, portable, and moving stations at pedestrian and vehicular speeds
with a local area. There are two possible architectures for a WLAN under the
IEEE 802.11 specification as shown in Figure 9.4. The stations can communi-
cate directly with each other in ad hoc networks. Such a configuration is also
referred to as an independent configuration. There is usually no connection
to the wired network. In access point (AP) based networks (or infrastructure
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networks) the mobile terminals(MT) communicate directly with an AP that is
connected to the wired network. Each AP serves a coverage area called a basic
service set (BSS). Multiple BSSs form an extended service set (ESS). The in-
ter access-point protocol (IAPP) is used for communicating between different
APs in an ESS for handoff related purposes.

The IEEE 802.11 standard provides two physical layer specifications for
RF, operating in 2.4 GHz ISM band, and one for infrared. For both Frequency
Hopping and Direct Sequence Spread Spectrum physical layers, two different
data rates are specified, 1 Mbps and optional 2 Mbps. The basic access method
of 802.11 MAC is a scheme called Carrier Sense Multiple Access with Colli-
sion Avoidance (CSMA/CA). Before transmitting, a station senses the channel.
When the channel is idle, the packet is transmitted right away. If the channel
is busy, the stations keep sensing the channel until it is idle, then waits a uni-
formly distributed random backoff period before sensing the channel again. If
the channel is still idle it transmits its packet, otherwise it backs off again. The
backoff mechanism results in the avoidance of the collision of packets from
multiple transmitters who all sense a clear channel at about the same time. All
directed traffic receives a positive acknowledgement and packets are retrans-
mitted if an acknowledgement is not received.

Shortly after the 1 Mbps and 2 Mbps standards were approved, 802.11 b
and 802.11a working groups started working on higher-rate extensions of the
physical layer at the 2.4 GHz ISM band and 5.2 GHz U-NII band respectively.
In July 1998, new rate extension, 5.5 and 11 Mbps, for 2.4 GHz ISM band
is adopted for providing multi-rate operations at 1, 2, 5.5 and 11 Mbps. The
draft standard of 802.11a is based on OFDM (Orthogonal Frequency Division
Multiplexing) modulation scheme that was selected for its robustness against
frequency selective fading and narrowband interference. The specifications of
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the Physical Layer encompass data rates from 6 Mbps up to 54 Mbps with
20 MHz spacing between adjacent channels. The MAC layer still utilizes the
CSMA/CA scheme.

3.2 BRAN  HIPERLAN  STANDARDS  [4]
ETSI Project Broadband Radio Access Networks (BRAN) specifies a fam-

ily of wireless network standards, which are collectively referred to as High
Performance Radio Local Area Networks (HIPERLAN), to jointly support a
wide variety of usage scenarios and applications. The BRAN family of stan-
dards includes HIPERLAN Type 1 (high speed wireless LANs), HIPERLAN
Type 2 (short range wireless access to IP, ATM and UMTS core networks)
both operating in the 5 GHz bands, HIPERACCESS (fixed wireless broadband
point-to-multipoint radio access typically supporting 25 Mbps data rate) op-
erating in various bands and HIPERLINK (wireless broadband point-to-point
interconnection at very high data rates up to 155 Mbps over 150m distance)
operating in the 17 GHz band. The HIPERLAN/1 standard was approved in
1996, but no products appeared in the market. The HIPERLAN/2, which is
currently under development, is believed to be able to replace the old Type 1
standard. In the rest of this section, brief overview of HIPERLAN/2 is pre-
sented.

HIPERLAN type 2 is confined to the two lowest layers of the open systems
interconnection (OSI) model, the physical and the data link control layer. The
basic approach taken by the ETSI project BRAN is to standardize only the ra-
dio access network and some of the convergence layer functions to different
core networks. The core network specific functions will be left to the corre-
sponding forums (e.g., ATM Forum and IETF) as illustrated in Figure 9.5 [12].
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HIPERLAN/2 has three basic layers, Physical layer (PHY), Data Link Con-
trol layer (DLC), and the Convergence layer (CL). In the PHY layer, the special
form of multicarrier modulation scheme OFDM was selected but with different
parameters compared to IEEE 802.11a. The DLC layer constitute logical link
between an access point (AP) and mobile stations (MT). It consists of a set
of sublayers, MAC protocol, Error Control (EC) protocol, Radio Link Control
(RLC) protocol with the associated signaling entities DLC Connection Con-
trol (DCC), the Radio Resource Control (RRC) and Association Control Func-
tion(ACF). The MAC protocol is Time-Division Duplex (TDD) based dynamic
Time-Division Multiple access (TDMA), i.e., the time slotted structure of the
medium allows for simultaneous communication in both downlink and uplink
within the same time frame that is called MAC frame in HIPERLAN/2. All
data from both AP and the MTs is transmitted in dedicated time slots, except
for the random access channel where contention for the time slot is allowed.
The CL layer has two main functions, adapting service request from higher
layers to the service provided by DLC and to convert the higher layer packets
with variable (or fixed) size into fixed size that is used within DLC. There are
currently two different types of CLs defined, cell-based and packet-based. The
former is intended for interconnection to ATM networks while the layer can be
used in a variety of configurations depending on fixed network type and how
the internetworking is specified.

3.3 SHARED  WIRELESS  ACCESS  PROTOCOL
(SWAP) OF HOMERF [6,7]

The SWAP specification defines a common air interface that supports both
wireless voice and LAN data services in the home environment. SWAP oper-
ates in worldwide available 2.4 GHz ISM band using digital Frequency Hop-
ping Spread Spectrum technique. It combines elements of the existing Digital
Enhanced Cordless Telecommunications (DECT) and the IEEE 802.11 stan-
dards. On the other hand, the elements from both DECT and 802.11 speci-
fications are adapted to lower the cost of system deployment. The protocol
architecture resembles the IEEE 802.11 wireless LAN standards in Physical
layer and extends the MAC layer with the addition of a subset of DECT stan-
dards to provide isochronous services such as voice. The SWAP supports both
a TDMA service to provide delivery of interactive voice and other time-critical
services, and a CSMA/CA service for delivery of  high-speed packet data, such
as TCP/IP (Transmission Control Protocol and Internet Protocol).

The SWAP system can operate either as an ad hoc network or as a managed
network under the control of a Connection Point. In an ad hoc network, where
only data communication is supported, all stations are equal and control of the
network is distributed between the stations. For time critical communication
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such as interactive voice, a Connection Point is required to coordinate the sys-
tem. The Connection Point, which provides the gateway to the PSTN (Public
Switched Telephone Network), can be connected to a PC via a standard inter-
face such as USB (Universal Serial Bus) that will enable enhanced voice and
data services. The SWAP system can also use the Connection Point to support
power management for prolonged battery life by scheduling device wakeup
and polling. The network can accommodate a maximum of 127 nodes of four
basic types, Connection Point that supports voice and data services, voice ter-
minal that only uses TDMA services to communicate with a base station, data
node that uses the CSMA/CA service to communicate with a base station and
other data nodes, and voice and data node which can use both types of services.

3.4 BLUETOOTH SPECIFICATION [8,9]
The Bluetooth Special Interest Group (SIG) has developed the Bluetooth

specification that allows developing interactive services and applications over
interoperable radio modules and data communication protocols. Bluetooth ra-
dios also operate in the 2.4 GHz unlicensed ISM band. A Frequency Hopping
Spread Spectrum transceiver, supporting a gross data rate of 1 Mbps, is ap-
plied to combat interference and fading together with forward error correction
(FEC). A shaped, binary FM modulation is applied to minimize transceiver
complexity. TDD radio access scheme is used for full-duplex transmission.
The Bluetooth is a combination of circuit and packet switching. Slots can be
reserved for successive packets that need to be synchronized. Each packet is
transmitted in a different hop frequency. A packet nominally covers a single
time-slot, but can be extended to cover up to five slots. Bluetooth can support
an asynchronous data channel, up to three simultaneous synchronous voice
channels, or a channel that simultaneously supports asynchronous data and
synchronous voice.

The Bluetooth system supports both point-to-point and point-to-multipoint
connections. Several piconets can be established and linked together in an ad
hoc manner, where each piconet is identified by a different frequency hopping
sequence. All users participating the same piconet are synchronized to this
hopping sequence. The topology can best be described as a multiple piconet
structure.

4 CHALLENGES  AND  FUTURE  TRENDS
At present, one of the main challenges encountered by the wireless data

communication industry is the interoperability between various standards, i.e.
IEEE 802.11, HIPERLAN/2, HomeRF SWAP and Bluetooth. The IEEE 802.11
and the HIPERLAN/2 are incompatible and competing standards applying to
almost the same wireless LAN applications. But with the increasing role of
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the laptops carried by business people and students in retrieving information
through Internet, interoperability between these two standards is greatly de-
sired. If they are compatible, people can access Internet with laptops when one
comes within a wireless LAN service (free or charged service) area in campus,
office building, conference, meeting room, exhibition hall, airport, hotel, etc.
The market of HomeRF partly overlaps with wireless LAN and partly with
Bluetooth. As a result, the same issue of interoperability exists for HomeRF.
Users would not like three different technologies, which only means they have
to buy three different things to do almost the same job. In the future, the ‘plain’
interoperability is most probably not a limiting issue due to multimode termi-
nals (e.g. by software radio technology) and intersystem-roaming possibility.

Another main concern arises from Bluetooth. The intended Bluetooth de-
vices (such as cellular phone, camera, notebook and headset) are mostly car-
ried along by users. So, there are great chances that Bluetooth devices come
into the service areas of wireless LAN or HomeRF. On the other hand, Blue-
tooth is always on and is designed to automatically configure itself into an ad
hoc network as devices come within the range of each other. HomeRF and
IEEE 802.11 frequency hopping system as well as Bluetooth system all op-
erate in the unlicensed 2.4 GHz ISM band using Frequency Hopping Spread
Spectrum (FH/SS) technology. By using FH/SS, the available frequency spec-
trum is divided into a number of channels and the radio transmitter hops from
channel to channel in a predefined sequence. If the transmission on any chan-
nel is corrupted by interference, the transmitter retransmits until possible. As
long as there are enough channels and few enough transmitters, there will be
no interference between coexisting FH/SS radio systems. Fast hopping Blue-
tooth signal is very possible to kill wireless LAN packets, which has much
slower hopping rate. In the long run, Bluetooth will have to become interoper-
able with wireless LAN and HomeRF. As the finalization of IEEE 802.11a and
HIPERLAN/2 approaches, one possible solution is that wireless LAN moves
to the 5 GHz band and thus avoiding interference. Major wireless LAN suppli-
ers such as Proxim are already considering integrating Bluetooth and wireless
LAN technology in the same radio transceiver to eliminate the possibility of
interference.

Integrating geolocation and context awareness is seen to be one of the major
trends of wireless data communication systems [10]. Such context adaptabil-
ity and awareness are relatively new tools for the designers of wireless systems
and services. Geolocation information is perhaps the most useful context in-
formation for wireless terminals. By exploiting geolocation information, ap-
plications can adapt their behavior to the changes in locations and operating
environments in order to improve performance or to provide new geolocation-
based services.
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Another area of new applications is the scenario of using WLANs as a hot
spot service for cellular networks such as UMTS (Universal Mobile Telecom-
munication Service). Mobile access to the Internet will be made available
in the future over heterogeneous wireless networks. Data services of cellu-
lar networks will be augmented by spottish high-data rate WLAN services in
dynamic and seamless manner. This requires inter-technology mobility man-
agement [11], which can take place in several layers of communication. These
features are also believed to be part of the so-called 4th generation wireless
mobile system.

Introducing inter-technology mobility brings additional value for both cel-
lular and WLAN networks by increasing usability and scalability. As Fig-
ure 9.6 illustrates, different application scenarios can be defined around inter-
technology mobility. One is that WLAN is the primary (underlay) network
(Figure 9.6a) while UMTS, EDGE (Enhanced Data for GSM Evolution, an
upcoming extension to the GSM standard for higher data rates), Bluetooth,
GPRS (General Packet Radio Service) networks are overlayed. For instance, a
user has a laptop in his office connected to the company WLAN. When the user
leaves office, he may want to maintain the network connection alive (having
some application, such as ftp or newsgroup, running). Then the user can main-
tain the WLAN connection as long as possible and switch to the overlaying
cellular data services dynamically.

Another application scenario (Figure 9.6b) is value-added cellular data ser-
vicesfor mobile users. Here the primary (underlay) network is the cellular net-
work, which can be overlaid with spottish high data-rate WLANs in the areas
such as business centers, hotels, airports and so on. It can be either provided as
high-speed mobile data service with extra charge, or as a promotion to attract
mobile users to visit certain commercial locations, such as shopping centers
or specific airlines. Providing inter-technology mobility or roaming capabil-
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ity is seen to be one of the central issues in the emerging fourth generation of
telecommunication networks and systems.

5 CONCLUSIONS
In this paper, we presented an overview of the emerging applications and

standards of wireless data communication systems. The purpose of this paper
is to provide the reader an overall view of the current status and future trends
of wireless data communication technologies. The great potentials of wireless
data communication systems have not been fully exploited yet. With the emer-
gence of new applications such as HomeRF and Bluetooth, the market has
been growing fast and considerable interests of both researchers and service
providers have been attracted to wireless data communication areas. However,
developing new applications within and beyond the scope of wireless LAN,
HomeRF and Bluetooth to further expand the market still remains as a chal-
lenging task for the industry. One of the important trends of wireless networks
is that WLANs, piconet and cellular networks will be all integrated with the
aid of emerging multimode terminals. Thus another challenging task would be
cost-efficient manufacturing of multimode terminals to make interoperability
possible and to make the 4th generation possible.
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Chapter 10

WIRELESS INTERNET - NETWORKING ASPECT
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Abstract It is envisioned that wireless and the Internet will merge in the foreseeable future.
The challenge, and the race, is on to offer an Internet Protocol (IP) based, wide
area, high speed, mobile, wireless packet data connectivity. Currently, cellular
industry is preparing for the third generation wireless technologies and archi-
tectures to support wireless access to the Internet. In terms of networking and
mobility management, two approaches have been considered. EGPRS and W-
CDMA network uses cellular-like protocols for mobility management whereas
cdma2000 employs Mobile Internetworking Protocol (Mobile IP) originally de-
signed for mobility management within wireless local area network for wide area
mobility management. This chapter provides overview of these two approaches,
presents a generic design for wireless IP network and identifies challenges and
future directions for wireless IP services.

Keywords: Mobility Management, Mobile IP, EGPRS Networks
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1 INTRODUCTION

For the past few years, we have witnessed a tremendous growth rate of cel-
lular services for the traditional voice application and explosive subscription
rate of the Internet services. The popularity of www, e-commerce, has lead the
cellular service providers to consider offering value-added wireless Internet
and data services to boost revenue and to attract/retain subscribers. However,
to offer high-speed wireless packet data services or wireless access to the In-
ternet, the systems shall include the following capabilities that the current 2nd

generation wireless networks do not have:

High bit rate transmission over wireless channels with maximum spectral
efficiency. A fundamental capability is to offer enough wireless bandwidth
to support Internet applications so that the perceived performance is acceptable
to the users. The three key air interface technologies for IMT-2000, namely,
Enhanced Data rates for GSM Evolution (EDGE), cdma2000 and Wideband
CDMA(W-CDMA) with bit rate ranging from several kbps to Mbps make the
future wireless Internet system one step closer to the reality.

Packet transmission control and medium access control (MAC). Since
the offered services are for applications carried over the packet-based IP net-
work, it is essential to extend packet transmission to the wireless access net-
work to achieve maximum efficiency. EDGE, cdma2000 and W-CDMA all
support packet transmission. However, the MAC design needs further enhance-
ment to support applications that require different qualities, e.g. real time vs.
delay insensitive applicaitons.

Wireless QoS support for integrated services. One key feature offered by
the next generation wireless Internet services is the ability to offer services
with different QoS profiles. For wire-line networks, many research works have
been done on the QoS management in terms of data transfer (packet schedul-
ing, buffering, classification) and signaling control (resource reservation, rout-
ing, etc.) mechanisms. Simple parameters such as peak rate, delay bound,
throughput are used to classify the QoS classes. However, for wireless net-
works the Qos mechanisms and classification are more complicated than that
of the wire-line networks. This is mainly due to the fact that the available band-
width and the error rate of the wireless links are dynamically changed because
of the co-channel interference, user location, traffic dynamics, etc.. Therefore,
QoS mechanism that include wireless characteristics and radio resource man-
agement, wireless call admission control will need to be developed to support
wireless Internet services with different QoS requirement.
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Voice over IP (VoIP). As the core network evolved to packet-oriented trans-
port, it will be desirable, from operation maintenance and infrastructure de-
ployment expenditure point of view, for the service provider to offer integrated
voice and data service over a single IP-based transport. That is, to offer voice
over IP (VoIP) and data services over the same wireless IP network. Call con-
trol protocol together with resource reservation protocol for wireless VoIP will
need to be developed.

In addition to the capabilities mentioned above, the most important factor
influencing the success of integrated wireless IP services is to offer the services
at affordable price. Therefore, from service provider’s point of view, it is essen-
tial to adopt an architecture that leverages the functions of the existing public
IP network as much as possible so that the wireless IP network can be deployed
in a cost-effective way. Currently, cellular core network architectures are mi-
grating to packet/cell-based architecture and are all taken a similar approach
by considering IP-based network as the core network as shown in Figure 10.1.
In Figure 10.1, the wireless IP network consists of base transceiver stations
(BTS), Radio Access Controllers (RAC or Base Station Controller BSC) and
IP-based core network that support wireless specific functions such as mobil-
ity management, authentication, location management, etc. The wireless IP
network is then connected to a public IP network via an access router. For in-
stance, in GSM/EDGE/IS-136, UMTS, an IP-based Enhanced General Packet
Radio Service (EGPRS) network has been considered as the wireless core net-
work. The data packets are routed to the EGPRS backbone and then to the
public Internet. While in cdma2000, the packet traffic is routed off the base
station (BS) or the base station controller (BSC) via either an external or inte-
grated packet control function (PCF) to a wireless core network. EGPRS net-
work uses cellular-like protocols for mobility management whereas cdma2000
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employs Mobile Internetworking Protocol (Mobile IP) originally designed for
mobility management within wireless local area network for wireless IP ser-
vices.

This chapter provides overview of the networking and mobility aspects of
the wireless core networks, e.g. mobile IP-based and EGPRS-based. Specifi-
cally, we focus on the mobility protocol of the two approaches. The rest of this
chapter is organized as follows. In section 2, we present a brief overview of var-
ious versions of Mobile IP protocols. In section 3, we propose a generic interim
architecture for mobile access to the Internet. In this interim architecture, the
2nd generation digital voice system continues to provide voice service whereas
IP-based system is employed to support packet data services. In section 4,
we discuss briefly the architectures for packet data services in cdma2000. In
section 5, we provide an overview of the GPRS, EGPRS and UMTS core net-
work and associated capabilities. Finally, we conclude this chapter with future
directions for the wireless IP network.

2 MOBILE IP

Existing IP routing protocols were designed for a stationary network topol-
ogy. IP addresses, as shown in Figure 10.2, identify the location of an IP
station (host or router) and its home network in the Internet from the network
ID prefix. A protocol, Mobile IP [1], has been standardized [2] in the Internet
Engineering Task Force (IETF) to allow IP stations to change their point of
attachment to the network while still maintaining continuous network connec-
tivity. That is, Mobile IP permits a mobile host to use a permanent IP address
regardless of which sub-network it attaches to. It achieves this through a packet
re-addressing approach, registration to the mobile agent, and encapsulation to
forward data-grams to the mobile host at its current location in the network.
There are several versions of Mobile IP. The RFC2002 mobile IP is normally
called basic mobile IP. Other modifications such as Mobile IPv4 with route
optimization and Mobile IPv6 have also been proposed to IETF to support IP
host mobility. In this section, we provide a brief protocol overview of the basic
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mobile IPv4, mobile IPv4 with route optimization, and mobile IPv6. We also
discuss commonality and differences among these protocols.

2.1 BASIC  MOBILE  IP

Mobile IPmobile IP architecture consists of several entities. They are mo-
bile host (MH), correspondent host (CH), home agent (HA), home network
(HN), foreign agent (FA) and foreign network (FN). A mobile host is a host
that is capable of changing its point of attachment to the Internet. An MH has
a permanent IP address, called the home address, which identifies the mobile’s
home network and does not change with the location of the station in the net-
work. A host communicating with a MH is called a Correspondent Host (CH).
An HA has a router functionality and is located in MH’s home network. An
HA maintains current location information for the mobile host, intercepts data-
grams destined to the MH, encapsulates these data-grams and forwards the en-
capsulated IP packets to the MH while MH is away from its home network, and
performs authentication for MH. An FA is located in MH’s visited network (i.e.
foreign network) and has router functionality. An FA provides routing services
to the MH while registered and may serves as the default router for outgoing
data-gram from MH. Home agents and foreign agents are also collectively re-
ferred to as Mobility Agents. In general, Mobile IP protocol encompasses the
following basic operations: agent discovery via advertisement or solicitation,
MH registration, assignment of Care of Address (COA), proxy ARP (Address
Resolution Protocol) by HA, packet tunneling and triangle routing. The fol-
lowing lists key processes for Mobile IP:

Agent Discovery. When a mobile is away from its home network, it become
aware of the Foreign Agent (FA) that serves it by exchanging messages for
agent discovery with the FA. Agent discovery messages, such as agent adver-
tisement and agent solicitation, are extensions of the Internet Control Mes-
sage Protocol (ICMP) [3] router discovery messages defined for fixed hosts
in the Internet. An FA transmits periodic advertisements that are broadcast or
multicast to mobile stations. If a mobile station has not received agent adver-
tisements, it can explicitly request information about the agents present in the
network through agent solicitation. The mobility agents in the network that
receive the solicitation reply with a uni-cast advertisement.

MH registration and COA. A home agent is made aware of the current
location of the mobile stations it serves through mobile registration. Registra-
tion is required when a MH detects a change in network connectivity, the FA
serving it has re-booted, or the lifetime for the current registration is nearing
expiry. On receiving an agent advertisement, if the MH discovers that it is at
foreign network, then it first obtains a foreign IP address called Care-of Ad-
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dress (COA). The COA could be associated with the IP address of the FA or
a temporary address assigned to the MH via some other means, such as by a
Dynamic Host Configuration Protocol (DHCP) server. The MH then updates
its HA of its current mobility binding by sending a registration request packet
to the HA. Note that the mobility binding kept at the HA associates the home
address of the mobile to its current care of address. When the MH detects
via agent advertisement message that it has roamed back to its home network,
it then explicitly de-registers with its HA. Upon receiving the de-registration
message, the HA deletes all bindings for the MH from its mobility binding
table. While at home network, the MH behaves like a stationary IP node and
uses Address Resolution Protocol (ARP), Reverse ARP (RARP) or other well-
known mechanisms to make itself known to its home network.

Packet Delivery. When a correspondent host (CH) originates a packet to a
mobile host, it includes the MH’s IP address as the destination address in the
IP packet header. Note that the CH knows the home IP address of the MH
and it need not be aware that the destination is a mobile. Since the MH’s IP
address is associated with the MH’s home network, the packet is routed to the
home network using normal IP routing protocols. When the packet reaches
the home network, a router connected to the network launches an ARP request
to determine the hardware address of the mobile host. When the mobile host
is located in its home network, it sends and receives IP data-grams like an
ordinary stationary IP node. It receives the ARP request and it responds with its
link layer address in an ARP reply. The packet is then delivered to the mobile.
When the MH is away from home, the HA responds to the ARP query launched
by the home network router with a proxy ARP reply informing the router that
HA will serve as a proxy for the mobile. The home network router will then
delivered any packet destined to the MH to the HA. The HA encapsulates the
IP packet into another IP packet with the destination address set to the MH’s
current care of address. At the foreign agent, packets are de-capsulated and
delivered to the mobile node. This process of routing IP datagrams through
the HA is called triangular routing. Figure 10.3 illustrates triangular routing
process.

Note that packets originated by the MH are routed directly to the destination,
using standard IP routing. If the FA is the mobile station’s default router, IP
data-grams are sent to the FA, which routes them to the destination host. The
HA is not involved in data-gram delivery from the MH, unless the MH desires
location privacy or firewall is implemented in the foreign network. In such a
case, the MH can choose to send encapsulated IP data-grams originated by it
to its HA. The HA decapsulates and delivers the packet. This process is called
reverse tunneling which has also been standardized by IETF as a means to
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route MH originated packets while MH is in the foreign network that employs
source address dependent routing mechanism.

2.2 MOBILE  IPV4  WITH  ROUTE  OPTIMIZATION

In the basic mobile IP routing procedure, triangle routing and tunneling can
result in possible sub-optimal routing of IP data-grams. It not only creates
additional load to the home network but also introduces additional delay in
data-grams delivery. The route optimization protocol [4], proposed in the IETF
for IPv4, enhances the basic Mobile IP protocol by avoiding sub-optimal rout-
ing of IP data-grams through the HA. The basic concept is as follows. When
the MH is away from home, the HA tunnels the packet to the MH at it’s for-
eign location. Simultaneously, the HA sends an appropriate “Binding Update”
message to the CH, this message includes MH’s current COA. If the CH im-
plements route optimization, it caches the association between the MH’s home
address and it’s COA in its binding table together with the registration lifetime
for validity of the binding duration. All future data-grams from the CH are first
encapsulated by the CH and are then sent directly to the MH in its foreign net-
work. Figure 10.4 illustrates the path for the packet delivery before and after
the binding update at the CH.

The route optimization protocol also includes a process for the MH to in-
form the previous FA its new COA when the MH moves to a new foreign net-
work. This is done as part of the registration process, the MH requests its new
FA to notify its previous FA on its behalf by including a previous foreign agent
notification extension in its registration request message. With this procedure,
when a CH sends packets to the MH using obsolete COA, the previous FA will
be able to tunnel these packets to the MH’s new FA and thus minimized packet
loss rate during MH movement. At the same time, the previous FA will send
a “Binding Warning” message to the HA notifying HA to update the CH with
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MH’s new COA. Consequently, an optimized route between MH and CH can
be restored.

2.3 MOBILE  IPV6
IPv6 [5], a new version of the Internet Protocol, has been specified by IETF

as the successor to IPv4. The most notable features of the IPv6 is the increase
of the IP address size from 32 bits to 128 bits and the inclusion of the routing
information in the header. Mobile IPv6 [6] is the protocol specified to support
mobility in the system using IPv6. The overall operation is as follows. When
MH moves to a different network, MH acquires a new COA and registers this
new COA with its home agent by sending a binding update message to its HA.
The HA acknowledges the receiving of the binding update message by return-
ing a “Binding Acknowledgement” message to the MH. CHs, without binding
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cache entry for the MH, will send the packets to the MH using its home IP
address. The packet will be routed to the HA via normal IPv6 routing proto-
col. The HA then encapsulated the packet with MH’s COA and tunnels it to
the MH. The MH receives the tunneled packet from its home agent and per-
forms de-capsulation. The MH assumes that the correspondent host does not
have any binding cache entry for the MH, since otherwise the CH will send
the packet directly to the MH using a Routing header in the IPv6 header exten-
sion. The MH then decides to send a binding update together with its lifetime
directly to the CH for future packet delivery from CH with route optimization.
A CH with MH’s binding entry in the cache may send a “Binding Request”
message to the MH whenever the binding is near expiration. Upon receiving
the binding request message from the CH, the MH will then return a “Binding
Update” message to the CH.

After creating a binding cache entry for the MH, the CH will use a Routing
Header (feature for IPv6) to route the packet to the MH. That is, in the packet’s
IPv6 header the destination address is set to the MH’s COA copied from the
binding cache and the routing header is initialized to the home address of the
MH. When the MH receives the packet from the CH using a routing header, the
MH replaces the destination address of the receiving packet with the address
(the home address of the MH) in the routing header and then passes the packet
to the higher layer protocol. Figure 10.5 depicts the packet delivery for Mobile
IPv6.

In summary, although basic Mobile IPv6 and Mobile IPv4 share many com-
mon features, one can observe major differences from the above description as
follows:

Route optimization is an integral part of the Mobile IPv6 and is per-
formed together with the registration process by a single protocol rather
than two separate processes as in Mobile IPv4. Moreover, binding up-
date message does not need be sent separately from the data traffic. In
the IPv6 header extension, binding update message is coded and carried
by a special option in the destination header so that same packets from
MH to CH, or from MH to HA can carry data traffic and binding update
in the header extension.

No FA is required to provide any special supports for the MH. The MH
uses IPv6’s neighbor discovery protocol or other means to acquire COA
and the MH performs packet de-capsulation function.

Packets from CH to the MH are directly routed to the MH by using
feature of the IPv6 routing header instead of IPv6 encapsulation.

Binding update is initiated by mobile node to HA or CH instead of HA.
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2.4 SUMMARY

The Mobile IP protocols have been designed to be independent of the ac-
cess/air interface. Therefore, any future wireless Internet service providers
can offer Mobile IP service by incorporating Mobile IP functions at appropri-
ate network nodes and by designing protocols to enable inter-working between
Mobile IP protocol and wireless mobility management protocols. For instance,
Mobile IP Ad-Hoc group in the 3GPP (3rd Generation Partnership Project) has
outlined requirements, necessary changes and interworking protocols for pro-
viding Mobile IP service in the GPRS (General Packet Radio Services) [7].
Another approach of using Mobile IP for the future wireless Internet services
is to use enhanced/modified Mobile IP protocol for wide area mobility man-
agement instead of the traditional cellular mobility management approach us-
ing HLR (Home Location Register) and VLR (Visitor Location Register). In
IETF, the Mobile IP Working Group is developing techniques for this purpose.
Specifically, the group has identified several tasks including QoS, security, lo-
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cation privacy, etc. Some of the key concerns for using Mobile IP for wide
area mobility management are:

1. Agent discovery: Mobile IP relies on agent advertisement or solicitation
messages to detect the MH’s movement into a foreign network. These
messages are network layer messages. For wireless networks that pro-
vide routing area information or location area information in the system
control channel, the agent discovery or solicitation messages are redun-
dant and shall not be sent over the air. Consequently, when the MH
performs cellular routing area update or location area update, the net-
work needs to be able to perform mobile IP registration on behalf of the
MH if necessary.

2. Registration delay: Mobile IP registration request and reply messages
are carried over UDP and routed to the HA which may be many hops
away from the visited network. The delay involved in this process may
not be acceptable for some real time data services.

3. Authentication: the authentication of the MH is performed at the HA
in the Mobile IP protocol design. This may result in significant registra-
tion delay when MH moves from one subnet to another within the same
domain of the foreign network. Therefore, security association between
FA and HA is required.

4. Authorization & accounting: Mobile IP protocol does not provide
any mechanism for authorization, or accounting, thus it is crucial to
include procedure either via lookup of the user profile in HLR or us-
ing AAA (Authentication, Authorization and Accounting) protocols to
support inter-domain and intra-domain mobility. A comprehensive dis-
cussion on the functional and performance requirements that Mobile IP
places on AAA protocols can be found in [8].

3 CELLULAR TO WIRELESS IP: AN INTERIM
ARCHITECTURE

In the previous session, we have provided a comprehensive overview of
Mobile IP and identified some key enhancements required for Mobile IP to
provide wide area mobility management for future wireless IP services. In this
session, we demonstrate the use of  Mobile IP for wide-area mobility manage-
ment for mobile access to the Internet assuming the required enhancements are
available. We present a generic interim architecture for a wireless network that
supports voice service as well as best effort data services. In this particular
architecture, cellular registration and mobility management for voice services
uses much of the existing cellular infrastructure that consists of the VLR, HLR,
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and the AC (Authentication Center). Mobility management of users accessing
the Internet is based on Mobile IP architecture and some additional capabili-
ties of the radio system. The overall architecture is illustrated in Figure 10.6
where much of the existing cellular infrastructure used for providing voice ser-
vice is utilized. The Mobile Subscriber (MS) uses the same physical channel
over the air interface with the BTS for both voice and data. However, to pro-
vide more reliable and efficient transport for data traffic, a Radio Link Protocol
(RLP) suitable for bursty data traffic is employed over the air interface. At the
BSC, the voice traffic is routed to the MSC, while the data traffic is routed to
a Gateway Router (GR), an interface node between the wireless data network
and the external public Internet. The data network consists of one or more
sub-networks. Each BSC is an IP node on the sub-network and has an IP ad-
dress. The BSCs are capable of IP layer functions and performs routing based
on MS’s IP address. An MSC serves one or more BSCs. The MSC interfaces
to the PSTN for routing the voice calls and to the SS7 for cellular mobility
management.

Note that GR acts as a gateway between the wireless data network and the
Internet. If multiple sub-nets are connected to the GR, it routes the data-grams
to the appropriate sub-net. The GRs within a wireless network are intercon-
nected to route packets between sub-networks in the wireless network. The
FA and HA functions may be combined with the GR. In this scenario, when
an MS is in the home sub-net, the GR routes the data-grams to the appropriate
home sub-net. When the MS is visiting another sub-net, the MS registers with
the FA and the HA routes the data-grams to the corresponding COA of the FA.
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Another option is to have only the HA functions combined with the GR, and
leave the FA functions in individual sub-nets.

Each wireless network is divided into a number of voice registration (loca-
tion) areas. We assume separate mobility management for voice and data users.
Therefore, the domain of a sub-net for data service and a cellular registration
area are independent of each other. A data sub-network may be a subset of cel-
lular registration area, cover multiple cellular registration areas, or may overlap
between two cellular registration areas. However, the cellular registration area
is the same as voice service registration area.

The mobility needs of the data users that impact the mobility management
design are as follows:

Data registration areas follow Mobile IP registration procedures and each
data registration area is the domain of a data sub-net.

A data MS may be in the Idle or Ready states. In the Idle state, the MS
cannot be reached and the data calls cannot be delivered. In the Ready
state, the data network is aware of the MS’s location is known and the
data-grams are routed to the BS serving the MS.

When the MS is in the Ready state, that MS can be located within a cell.
Therefore, as the MS moves around, the BTS that the MS is listening to
will be updated using a data location update procedure.

When in the Ready state, the MS may continuously monitor the channel
for incoming packets or may follow a sleep mode. If the MS monitors
the channel continuously, packets can be delivered without any prior
alerts. If the MS follows a sleep mode, the MS is alerted only on the
BTS serving that MS and the packets are delivered within a short period
following the alert. There is no need for the MS to respond to the alert.

3.1 REGISTRATION SCENARIOS
We illustrate various registration scenarios using Figure 10.7. The figure

shows two wireless networks and four data sub-nets. Wireless network 1 con-
sists of three sub-networks, two GRs and two wireless/cellular registration ar-
eas, and wireless network 2 consists of one sub-network, one GR and one
wireless/cellular registration area. Each data sub-net has an HA for data users
assigned to that sub-net and an FA for data users roaming from other sub-
networks. Cellular mobility functions and base transceiver stations are not
shown in the figure to reduce clutter. The MS’s home sub-net is sub-net 1.

The system information broadcast by the cellular network includes cellular
registration area identification and BTS identification. Therefore, when an MS
moves from one BTS to another, the MS can determine if it has crossed a cel-
lular registration area or not. However, system information does not include
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Mobile IP registration parameters (sub-net mask, Agent Advertisement, etc.)
as frequent transmission of these parameters consumes too much system in-
formation bandwidth. Mobile IP registration parameters are conveyed to MS
when a BSC determines that an MS has moved from a different sub-net.

3.1.1 MS Moves within the Sub-net. When the MS detects that it has
moved from one BTS to another, it sends a Data_Location _Update to the BSC.
The message includes the MS’s IP address, the HA address and the COA of
the serving FA. The BSC verifies if the MS has moved from a BTS in the same
BSC or from a different BSC. If the MS has moved from the same BSC, the
BSC updates its internal MS-BTS association. The BSC sends a Data_Location
response to the MS. The BSC will continue to receive the data-grams destined
for the MS and forward them to the new BS.

If the MS moves from one BTS to another served by a different BSC, but
within the same sub-net. The new BTS may belong to the same or to a different
cellular registration area (e.g. sub-net 2 in Figure 10.7 where two BSCs belong
to two different cellular registration areas). If the new BTS is in the same cel-
lular registration area, then cellular registration procedure is not required; oth-
erwise, cellular registration is performed. The MS initiates a data location up-
date procedure with the data network. The MS sends a Data_Location Update
request to the BSC. Based on the information received in the Data_Location
Update request, the BSC verifies that the MS is currently registered in the
same subnet. The BSC updates its internal MS-BS association and sends a
Data_Location response to the MS. In order to receive the packets destined for
this MS at this BSC, the BSC sends an unsolicited ARP reply to the FA to
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update the ARP cache binding in the FA for this MS with the physical address
of the BSC. A detailed signaling procedure can be found in [9].

3.1.2 MS Moves between Sub-nets. In this scenario, the MS has moved
from one sub-net to another sub-net. The two sub-nets may belong to the same
wireless registration area (e.g. sub-net 1 to sub-net 2) or to different wireless
registration areas (sub-net 2 to sub-net 3). If MS detects that the new BTS is in
a new cellular registration area, it performs the cellular registration. After per-
forming the cellular registration (if required), the MS updates the data location.
The MS sends a Data_Location Update request to the BSC. Based on the infor-
mation received in the Data_Location Update request, the BSC determines that
the MS is currently registered on a different sub-net. The BSC sends an Agent
Advertisement to the MS providing new FA’s source address, COA and the
lifetime. Upon receiving the Agent Advertisement, the MS performs Mobile
IP registration process. During the mobile IP registration process, BSC simply
serves as relay point. After completing the Mobile IP registration procedure,
the MS sends a Location_Update confirm message to the BSC confirming the
success of the data registration procedure. The BSC sends an ARP Reply to
the FA providing an association between the MS’s IP address and the BSC’s
hardware address. The FA updates its ARP cache for the MS with the hardware
address of the BSC. In order to route the IP data-grams destined for this MS
to the appropriate BTS, the BSC records in its internal table the association
between the MS and the serving BTS.

3.2 IP  DATA-GRAM  EXCHANGE

After completing cellular registration and Mobile IP registration, the MS
can exchange packets with other hosts on the Internet. Exchange of packets
uses Internet protocols in association with packet protocols over the air inter-
face. The host on the Internet sends data-grams using the MS’s permanent IP
address. These data-grams are routed through the Internet on to the GR serving
as a gateway to the wireless network. The ARP cache in the GR provides the
association between the MS’s IP address and the hardware address of the BSC
serving the MS. The GR delivers the data-grams to the hardware address on
the BSC serving the MS. The same hardware address may be serving multiple
MSs and the BSC reads the IP header to determine the appropriate MS. Us-
ing the MS-BTS association table stored in the BSC, the BSC determines the
BTS currently serving the MS. The BSC instructs the BTS to send the data-
gram as a series of lower layer link fragments. In the other direction, the MS
sends data-grams to the BSC and the BSC forwards them to the GR. The GR
forwards the data-grams to the Internet and the data-grams are routed to the
host.
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3.3 SUMMARY
The cellular voice and data network architecture proposed in this session

use much of the existing cellular infrastructure. The wireless data network is
modeled after IP networks and consists of several IP sub-nets. Mobility man-
agement and protocols for data network are independent of the cellular voice
network. Data registration and data-gram exchanges follow Mobile IP pro-
tocol. This architecture is general and maintains a strict separation between
radio subsystem and network subsystem so that the protocols can be applica-
ble to any wireless air interface technology. The protocols for inter-working
require no changes of Mobile IP and only minimal enhancements of cellular
signaling. However, it should be noted that this approach simply supports best
effort data services since Mobile IP protocol does not support any QoS.

4 PACKET  CDMA2000  NETWORK
In cdma2000, coexistence of the circuit-switched voice network and packet

data network similar to the one presented in the previous session is consid-
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ered. The only difference is that the packet data network can be a CDPD
based or IP based. That is, cdma2000 specifies two types of packet data ser-
vices [10, 11]. Type 1 provides packet data connections based on Internet
protocol stacks whereas type 2 provides packet data connections based on the
CDPD protocol stacks. The reference architectures for the type 1 and 2 ser-
vices are illustrated in Figure 10.8 in which the overlay circuit-switched voice
network is not shown.

In the reference architecture for the type 1 service, the PCF is responsible for
radio resource allocation for packet data session, link layer handoff execution,
radio link setup, etc. It is connected to the packet data serving node (PDSN)
which functions as an access router for the MS. Point-to-Point (PPP) link ac-
cess control protocol is used to control link status and establishes link between
MS and the PDSN. The system adopts Mobile IP to provide IP layer mobility
management when the MS moves from one PDSN to another PDSN [12]. For
authentication, authorization and accounting (AAA), the IEFT Remote Au-
thentication Dial In User Service (RADIUS) [13] protocol is recommended.

For type 2 services, the packet data is routed off from MSC to an Interwork-
ing function and the link layer connection using PPP is established between
MS and IWF for data transfer. The IWF maintains and control a packet data
transmission state for each individual MS and performs packet fragmentation.
This service relies on the CDPD network control protocols, authentication pro-
cess and mobility management protocol such as Mobile Network Registration
Protocol (MNRP) to provide mobile packet data services.

The data transmission planes for type 1 and type 2 services are shown in
Figure 10.9. In either type of services, PPP is used as the link connection
protocol for packet data session. Radio Link Protocol (RLP) manages point-
to-point communications over the radio interface and provides reliable trans-
mission of signaling control information, packet data information over the air
link. Medium Access Control (MAC) layer consists of functions such as MAC
control states, QoS control, resource allocation between competing services
and competing mobile stations, and multiplexing of information from multiple
services onto available physical channels.

5 GPRS (GENERAL PACKET RADIO
SERVICE)/EGPRS AND UMTS NETWORKS

5.1 GPRS
In contrast to the cdma2000’s approach of using CDPD or IP-based proto-

col as network layer protocol, GSM community has developed a new set of
network layer protocols to support packet data services to the Internet or X.25
network packet data networks that is widely used in the Europe. The service
is called General packet radio service (GPRS) [14, 15, 16] which has been
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introduced in the GSM phase 2 standard. The system consists of the packet
wireless access network and the IP-based backbone with a special design pro-
tocol called GPRS Tunneling Protocol (GTP) to provide access to packet data
networks such as X. 25, the public Internet or any future networking protocols.
The GPRS packet data network includes a TDMA-based, packet switched, ra-
dio technology with 200 kHz channels, a time frame structure similar to GSM,
but with four modes (GPRS) of transmission with payload bit rate ranging from
8.8 kbps to 21.4 kbps per time slot.

The logical architecture of GPRS is depicted in Figure 10.10. Two network
entities are introduced in the original GSM architecture, they are the serving
GPRS support Node (SGSN) and the Gateway GPRS support Node (GGSN).
SGSN is at the same hierarchical level as the MSC, it keeps track of the in-
dividual MSs’ location and performs security functions and access control.
GGSN provides inter-working with external packet-switched networks and is
connected with SGSNs via an IP-based GPRS backbone network. GGSN con-
tains the routing information for the attached GPRS users and controls dynamic
packet data protocol (PDP) address assignment if the address is not provided
by the GPRS attached users during the PDP context activation process. The in-
terface between the SGSN and the MSC/VLR is to enable MSC/VLR to send
voice paging messages to the SGSN and have SGSN paged the users if users
subscribe to both GPRS and GSM services. The interface between GGSN and
the HLR is for the GGSN to request subscriber’s location information from
the HLR if needed. Thus, basically in terms of location management it still
adopts the cellular VLR, HLR concept to provide wide area location manage-
ment with new protocols for routing area update, cell re-selection. The Stage
I of the GPRS specification is designed for best effort data services only. Cur-
rently, the standard committees are developing requirements and specifications
to support multiple class QoS.

The data transmission plane used in GPRS is shown in Figure 10.11. It
consists of a layered protocol structure providing user information transfer.
Because GPRS is designed to support both X.25 and IP data, therefore GPRS
backbone network is not fully optimized for IP. In the GPRS backbone, the
GPRS Tunneling Protocol (GTP) is designed to support multi-protocol pack-
ets to be tunneled among GPRS support nodes, which are all IP-capable nodes.
It is also used to carry GPRS signaling messages among GSNs. As shown in
Figure 10.11, IP packets arrived at the GGSN have to be encapsulated into
GTP packets, then into UDP packets and encapsulated again into IP packets
for routing among GSNs. The destination GSN has to perform the reverse
process to recover IP packet. Because of its flexibility for providing services
to different packet data network protocols, the GTP also creates certain ineffi-
ciency in supporting pure IP services. Note that among the GSNs within the
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GPRS backbone network, IP protocol (IPv4 or IPv6) is used for routing user
data and control signaling.

For transferring the IP or X.25 packet between the serving SGSN and the
mobile station, GPRS uses a different set of protocols. Subnetwork Dependent
Convergence Protocol (SNDCP) maps the network layer characteristics onto
specific characteristics of the underlying network. The Logical Link Control
(LLC) provides a secure logical pipe between the SGSN and each mobile sta-
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tion. The LLC PDUs are transferred over the radio link using the services of the
Radio Link Control/Media Access Control (RLC/MAC) layer. The RLC/MAC
layer provides a reliable pipe responsible for transferring the LLC PDU be-
tween the Base Station System (BSS) and the mobile station. In particular, this
layer is responsible for (1) mapping the LLC frames to the physical channels;
(2) the access signaling and resolution procedures; and (3) providing a reliable
pipe to the LLC layer for transfer of data and signaling between the SGSN and
MS. The RLC/MAC layer performance determines, to a large extent, the over
the air multiplexing efficiency and access delay of EGPRS applications.

The GPRS MAC/RLC layer is designed to efficiently support multiple data
streams on the same Packet Data Traffic Channel (PDTCH), and to support a
given data stream on multiple channels. In this sense, it facilitates the multi-
plexing of several bursty data transfers on the same set of physical channels.
Some of the features that enable this multiplexing are discussed next.

Any data transfer in GPRS is accomplished through a Temporary Block
Flow (TBF), which is established between an MS and the BSS and is main-
tained for the duration of the data transfer. A TBF is identified by a Temporary
Flow Identifier (TFI) that is 7 bits for an uplink TBF and 5 bits for a downlink
TBF. Each RLC block on the uplink or downlink has an attached TFI. The TFI
is assigned by the BSS and is unique in each direction. A TBF can be open-
ended or close-ended. A close-ended TBF limits the mobile station to send
certain amount of data that has been negotiated between itself and its serving
base during initial access. An open-ended TBF is used to transfer an arbitrary
amount of data. After completion of the data transfer, the TBF is terminated
and the TFI is released.

1. Downlink multiplexing of several data streams on the same PDTCH
(Packet data Traffic Channel) and of a single stream on multiple PDTCHs
is accomplished by assigning each data transfer a set of channels and a
unique TFI. Each MS listens to its set of assigned channels and only
accepts radio blocks with its TFI. Therefore, the BSS can communicate
with a given MS on any of the channels assigned to the MS, and can also
multiplex several TBFs destined to different MS on the same channel.

2. Uplink multiplexing is accomplished by assigning each data transfer a
set of channels and a unique Uplink State Flag (USF) for each of these
channels. Several mobiles may be assigned to the same uplink traffic
channel but with different USFs. The USF is a 3 bit flag, which implies
that upto eight’ different data transfers can be multiplexed on each chan-
nel. The base uses a centralized, in-band polling scheme with the USF

1 As USF=(000) is reserved, actually only 7 data transfers can be multiplexed on each channel.
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flag of the corresponding downlink channel identifying the MS that is
polled. Thus, an MS listens to all the downlink traffic channels that are
paired with the set of uplink channels assigned to it: If its USF appears
in the downlink channel, the MS has the right to use the corresponding
uplink channel in the next frame. This mechanism is illustrated in Fig-
ure 10.12. As shown in Figure 10.13, the downlink RLC block structure
enables this in-band polling. Note that even though the downlink data
may be destined to one MS, the USF carried in its header can be targeted
for a different MS.

To enable a packet data transfer between MS and the external packet data
network, a procedure called PDP (Packet Data Protocol) context creation is
used. This procedure establishes packet routing and transfer information for
a particular PDP address (IP or X.25 address) in MS, SGSN and the affected
GGSN. The PDP context activation process can be initiated by the MS or by
the GGSN. During the MS initiated activation process, the MS informs the
network (SGSN, GGSN) the type of the data services (X.25, or IP) and the
associated QoS that it is requesting, and acquires the PDP address from the
affected GGSN if it does not have one. The MS may also select a reference
point, Access Point Name (APN), to a certain external packet data network
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and/or to a service that the subscriber wishes to connect to and includes this
preference in the activation process. Based on the APN provided by the MS, if
the SGSN can derive a GGSN address, then the SGSN creates a tunnel ID for
the requested PDP context and sends the PDP creation request to the affected
GGSN. The GGSN then creates a new entry in its PDP context tables and
generates a charging ID. The new entry allows the GGSN (1) to route packet
data units associated with this PDP context between the SGSN and the external
packet data network, and (2) to start charging. The PDP context activation
procedure is illustrated in Figure 10.14.

In the stage 1 GPRS specification [15], PDP context is created per PDP
address and per QoS class. This is impractical and inefficient for many existing
applications that have different QoS requirements. Therefore, a secondary PDP
context activation procedure [17] is defined in GPRS stage 2 specifications
to activate a PDP context while using the same PDP address and other PDP
context information from an existing active PDP context, but with a different
QoS profile. All contexts under the same PDP address use the same tunnel
ID but with different network service access point identifiers to differentiate
these contexts. The secondary PDP context activation procedure is similar to
the one shown in Figure 10.14 except that a Traffic Flow Template (TFT) is
associated with the newly activated PDP context. TFT is sent from the MS and
transparently through the SGSN to the GGSN to enable packet classification
for downlink data transfer.

Note that although during the PDP context creation process, the MS includes
an indication of the desired QoS profile as one of the information elements
in the “Activate PDP context request” signaling message. The stage I GPRS
network has no mechanism to support different class of QoS and hence does
not act upon the requested QoS. The system simply provides best effort data
services. Therefore, EGPRS (Enhanced GPRS) is now under development to
support multiple classes of QoS. The next sub-section describes EGPRS, its
goals, features and architecture.
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5.2 EGPRS
EGPRS is a derivative of GPRS. The key differences between EGPRS and

GPRS include air interface design as well as core network capability. GPRS air
interface supports transmission rate from 8.8 kbps to 22 kbps whereas EGPRS
uses EDGE (Enhanced Data rate for GSM Evolution) [18] as the air interface
and supports transmission rate ranging from 8.8 kbps to 59.2 kbps. Similar
to GPRS air interface, EDGE is an evolution of GSM air interface. That is,
it is TDMA-based, packet switched, radio technology with 200 K Hz chan-
nels, a time frame structure similar to GSM, but nine modes of transmission.
The system is designed to operate in most of the current 2G spectrum alloca-
tions. Currently, the standards bodies are working on specifications for EGPRS
to support integrated voice and data services. In this sub-session, we simply
present its key features and capabilities.

EGPRS is designed to support integrated real-time applications and packet
data over a common IP platform. In particular, real time voice traffic will be
transferred into IP packets and carried over the IP-based backbone. This elimi-
nates the need for a separate circuit switched network. The overall architecture
is shown in Figure 10.15 where a new network entity, Radio Network Con-
troller (RNC), is introduced to perform radio related functions such as handoff,
radio resource management, radio admission control, etc. It is hoped that the
EGPRS core network entities, ESGSN, EGGSN, will share as many common-
ality as the core network entities, 3G-SGSN and 3G-GGSN, of the UMTS.

As mentioned earlier, EGPRS will provide multiple classes of QoS services.
In particular, four classes of services that are the same as those defined in
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UMTS[19] will be supported. The characteristics of the four QoS classes are
summarized in Table 10.1. They range from the conversational class, e.g voice,
which imposes a very stringent delay requirement, to the background class, e.g.
best-effort data, which imposes a relatively loose delay requirement. The re-
quirement to support a voice service also implies strict error rate requirements,
which result from the inability to rely on re-transmissions to improve perfor-
mance.

In contrast, the current GPRS specifications are designed primarily for best-
effort data services with some Quality of Service (QoS) classes, all of which
have loose delay constraints. For real time applications in EGPRS, the MAC/
RLC designed for the GPRS is no longer applicable due to the relative long
MAC delay. Thus in EGPRS, four multiplexing options are considered for
voice applications. They are: static time slot allocation to a voice call without
any multiplexing, static time slot allocation to a voice call and multiplexing of
best effort data from the same user, static time allocation to a voice call and
multiplexing of best effort data from different users, and full multiplexing with
other voice calls and data. In order to support the third and fourth options, i.e.
multiplexing a range of services defined for the EGPRS in a time-multiplexed
manner on the same channel(s), several new capabilities or enhancements are
needed. Some of these are:

1. Fast uplink access capability: This and the next capability are driven by
the need to quickly assign resources when an interactive service transi-
tions from an inactive to an active period during an ongoing session (e.g.
the start of a talk-spurt in a voice conversation).

2. Fast resource assignment capability for both uplink and downlink.

3. Service differentiation at the base.
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4. End-to-End QoS guarantees

5. Fast cell re-selection and fast handoff: This identifies a weakness in the
current GPRS specifications, where an active data transfer is suspended
while a terminal moves to a new base.

6. Optimal coding and interleaving for some applications: While designing
mechanisms targeted for each possible application defeats the purpose
of an integrated solution, it is nevertheless useful to design specific so-
lutions targeted for a selected set of applications, e.g. voice or streaming
data.

7. Header compression/elimination: 40 byte (or larger) IP headers can be
an unnecessary overhead for applications with periodic, small data units.

Currently, in ETSI SMG2 EDGE workshop, efforts to support the above-
mentioned enhancements and capabilities are under going. Furthermore, in
3G.IP, a consortium to develop protocols, enhancements required for EGPRS
core network for providing integrated real time voice and data services, are
working on service definitions, QoS requirements, call control signaling pro-
tocol for wireless voice over IP services, and wireless QoS management mech-
anism for the EGPRS network.
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5.3 UMTS  NETWORK  ARCHITECTURE
UMTS (Universal Mobile Telecommunications Systems) is the 3rd gener-

ation system under standardization by ETSI which provide services for voice
as well as for packet data. The air interface for the UMTS Terrestrial Radio
Access Network (UTRAN) is W-CDMA. The overall architecture is illustrated
in Figure 10.16. The voice service is supported by the circuit network consists
of MSC and GMSC which is similar to the 2nd generation cellular network.
Packet data services, on the other hand, are provided by the network architec-
ture similar to the core network of  EGPRS except the interface between RNC
and 3G-SGSN is quite different from that of the GPRS which will be discussed
latter. The radio network controller (RNC) element provides overall manage-
ment of UTRAN resources and interacts with the core network via signaling
messages to provide service (circuit oriented & packet oriented) to subscribers.
RNC performs radio connection control and soft hand-over control. Radio con-
nection control includes service multiplexing, link layer QoS control, mapping
logical service channels onto W-CDMA code channels, etc.

Figure 10.17 illustrates the protocol stack of the data transmission plane of
UMTS[17]. The GTP has been extended to the RNC in the UTRAN, that is,
the packet data are tunneled from the 3G-GGSN to the RNC instead of the
SGSN done in GPRS. For transferring the data packet between the RNC and
the mobile station, UMTS uses a different set of protocols. Packet Data Con-
vergence Protocol (PDCP) maps the network layer characteristics onto specific
characteristics of the underlying radio-interface protocol. Furthermore, it pro-
vides protocol transparency for higher layer protocols. Note that in the current
phase of the UMTS standard, ATM transport is selected for the Iub (interface
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between BTS), Iur (interface between RNCs), and Iu-Ps interfaces. Further-
more, the AAL2 has been selected as the preferred ATM adaptation layer for
voice transmission (partially filled ATM cells are allowed for the low radio
frame rate) and AAL5 has been selected for data transmission.

UMTS uses much of the existing GPRS packet data protocols with some
modifications and enhancements for supporting multiple QoS profiles. For ex-
ample, during the PDP context creation procedure as shown in Figure 10.14,
after completing the second step (security functions), the 3G-SGSN performs
the radio access bearer setup procedure. That is, the 3G-SGSN sends a “Ra-
dio Access Bearer Request” message together with the requested QoS profile
to the RNC. Upon receiving the request, RNC will execute radio admission
and resource allocation processes based on the requested QoS. Once the radio
access bearer is setup, the 3G-SGSN proceeds to complete the PDP context
creation process as illustrated in Figure 10.14. Another example is for location
management. In UMTS since soft handoff is performed at the RNC, therefore,
it is important to have an efficient routing for packet transfer. Thus for loca-
tion management, a routing area update procedure similar to the one used for
GPRS and a serving RNC relocation procedure are used. The routing area up-
date procedure moves the data path connection from the old SGSN to the new
SGSN whereas the serving RNC relocation procedure completes the connec-
tions between the new SGSN and the target serving RNC connected to it.

In summary, the UMTS core network architecture, associated functions and
protocols are quite similar to those of the EGPRS core network. In fact, it
is the goal of EGPRS to design the interface between EDGE RNC and the
ESGSN appropriately so that UTRAN and EDGE RAN can share a common
core network.

6 CONCLUSIONS
In this chapter, we presented several core network approaches for the wire-

less IP network. In general, two classes of the network can be identified. One
uses IP-based protocol (i.e. Mobile IP) for wide area mobility management
such as cdma2000. Another creates its own packet data network protocols and
uses much of the cellular mobility management concept for wide area mobility
management. EGPRS, UMTS are in this category. Although the approaches
are quite different, the common goal is to provide efficient wireless IP services
with quality. The use of mobile IP for mobility management is appealing in
turns of consistency and leveraging of IP-networking protocol. However, as
discussed in section 2, mobile IP protocol itself has many deficiencies and re-
quires many enhancements and modifications before it can be truly used for
mobility management in wireless IP networks. In contrast, the approach taken
by EGPRS and UMTS create its own tunneling protocol and session man-
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agement protocol to allow flexibility for interworking with IP, X.25 and other
packet data protocols, yet to be invented. If IP applications are the key and
enabling applications for the wireless packet data services, that is, Internet
is the only public data network that the wireless access will connect to, then
one should consider a solution that simplifies GTP. In summary, for either ap-
proach the mechanisms to carry out QoS services remain to be a major task to
be completed. The dynamic of the available radio resource, link impairments,
the impact of the bursty traffic characteristics on the radio resource allocation
algorithms, etc, present enough challenges on the wireless admission control
and QoS support and open a rich area for future research.
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Chapter 11

DIGITAL TERRESTRIAL TV BROADCASTING
SYSTEMS
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Abstract  Recently, investigations and implementations of digital terrestrial television broad
casting systems are widely performed in the world towards the full digital tele-
vision broadcasting services. Realization of digital terrestrial television systems
will not only provide higher quality video and audio broadcasting than conven-
tional analogue broadcasting, but also it is expected to provide new services such
as multi-channel broadcasting, data broadcasting, interactive broadcasting, etc.
At present, three principal digital terrestrial broadcasting systems are proposed
in Europe, USA and Japan, respectively. In this chapter, the outlines of the spec-
ifications and functions of these three digital terrestrial broadcasting systems are
given and compared.

Keywords: DVB-T, MOTIVATE, ATSC, ISDB-T, OFDM, 8VSB
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1 INTRODUCTION
Investigations of digital terrestrial television broadcasting systems to pro-

vide higher quality programs and advanced broadcasting services were started
in USA and EU and a little later Japan also stated investigations. As the re-
sults of investigations, three different digital terrestrial television broadcasting
systems are standardized. The adopted modulation scheme of each standard is
classified into two modulation schemes. One is OFDM (Orthogonal Frequency
Division Multiplexing) adopted by EU and Japan and the other is 8VSB (Vesti-
gial Side Band). The System parameters and the manners of operation are very
different between EU standard and Japanese standard though EU and Japan
adopt the same modulation scheme, OFDM.

At present, services of digital terrestrial television broadcasting has already
started and are gradually penetrating in EU an USA. In Japan, pilot tests of
digital terrestrial television broadcasting and developments of receivers are be-
ing performed in the many areas towards the beginning of the full service in
2003. Other countries except EU, USA and Japan are investigating the adop-
tion of one of these three standards and several countries have already decided
to adopt one of these standards.

In this chapter, these three standards (DVB-T, ATSC standard, ISDB-T) are
described and their features are compared.

2 DVB-T
The standard of digital terrestrial television broadcasting in EU is called

DVB-T (Digital Video Broadcasting – Terrestrial). DVB-T is standardized by
DVB (Digital Video Broadcasting) [1, 2], an institution of standardization in
EU. In the DVB-T standard, OFDM is used for a modulation scheme. OFDM
is a digital modulation that uses many orthogonal digital modulated carriers
for digital data transmission and it makes possible to utilize frequency band
very efficiently. Since the OFDM symbol length is very long, it is less af-
fected under multipath channel and it is possible to protect data symbols from
inter-symbol interference by adding a guard interval without much loss of data
transfer speed.

The concept of OFDM had already been proposed in 1950s, however, it
was difficult to realize practical systems for its complexity. However, the prac-
tical implementation became possible after the OFDM modulation technique
using DFT (Discrete Fourie Transform) had been proposed. The first prac-
tical OFDM system is DAB (Digital Audio Broadcasting) [1] developed in
EU and many interests were paid to this system. Following to DAB system,
EU adopted OFDM for digital terrestrial television broadcasting standard. In
Figure 11.1, the simplified block diagram of OFDM transmission system is
shown [1].
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By positively utilizing OFDM characteristic that is robust against multipath
channels, it is possible to construct a different broadcasting network from the
conventional broadcasting network, MFN (Multi Frequency Network). This
new broadcasting network is called SFN (Single Frequency Network). In SFN,
all broadcasting stations in the network broadcast same program at the same
time as shown in Figure 11.2. Under this situation, ghost will be generated
in the overlapped part of several stations’ service areas and reception quality
much degrades in MFN. However, OFDM is robust against multipath channel
by adding a guard interval. Consequently, high quality reception in the over-
lapped service areas is made possible. Therefore, efficient use of frequency
channel is expected in SFN. This makes easier to start new broadcasting ser-
vices such as multi channel broadcasting, data broadcasting, etc. In DVB-T ,
SFN is expected to be positively used under many situations.

The parameters of DVB-T are shown in Table 11.1 In DVB-T standard,
bandwidth of OFDM signal is about 7.6 MHz and the DVB-T standard has
two transmission modes. One is the mode where the number of carriers is
1705 and the other is the mode where the number of carriers is 6817. These
modes are called 2k mode and 8k mode, respectively. Each mode is named
after the window size of DFT used in an OFDM modulator. As shown in Ta-
ble 11.1, FEC is combined with the OFDM modulator in DVB-T to improve
the reliability of the system. This is called coded OFDM (COFDM). Standard
Reed-Solomon code is used as an outer code and convolutional code is used
as an inner code. Interleaves are also used to improve error correction ca-
pability. In the DVB-T standard, symbol modulation scheme, guard interval
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length, code rate of an inner code can be arbitrary selected. By various combi-
nations of these parameters, various data transmission speeds from 4.98 Mbps
to 31.67 Mbps are avaiable. The performance of system is affected by multi-
path and additive noise and in general these affections becomes larger as the
bit rate becomes larger.

Scattered pilot symbols shown in Figure 11.3 are inserted among data sym-
bols in order to compensate the affection of symbol distortion under multipath
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channel. Scattered pilot symbols are criteria used in the euqalizer for the re-
cevied data symbols. In Figure 11.3, each solid circle corresponds to each
pilot symbol and the other circles are data symbols. Channel transfer func-
tion against each pilot symbol can be easily derived and channel transfer func-
tions against data symbols are estimated by interpolation using channel transfer
functions against pilot symbols.

In DVB-T, various broadcasting services are possible by changing parame-
ters. DVB-T permits multiplexing of several different programs into an OFDM
signal within 7.6 MHz bandwidth. The kinds of programs that can be multi-
plexed are SDTV (Standard Definition Television), HDTV (High Definition
Television), LDTV (Low Definition Television), Data Channel, etc.

For example, one HDTV program whose bit rate is 27.14 Mbps can be trans-
mitted in 7.6 MHz bandwidth. SDTV signal whose bit rate is 5.75 MHz can
be multiplexed up to 4 programs within the same bandwidth. SDTV program
whose bit rate 5.75 Mbps and LDTV program whose bit rate is 3.38 MHz can
be multiplexed up to 6 programs within the same bandwidth. Moreover, audio
and data broadcasting program can be also multiplexed. By using multiplexing,
multi channel broadcasting is easily realized. Consequently, various services
are expected. To realize multiplexing, program provider that offers programs,
multiplex provider that administrate multiplexing and network provider that
manages network are necessary.

In the DVB-T standard, various broadcasting services are available and each
country in EU starts some of these broadcasting services according to their
requirements. The form of services will be different in each country. For
example, MFN service is adopted in UK and 2k mode is used to perform this
service. The reason why MFN system is used in UK is that the requirement
for local broadcasting is extensive. In Germany, both SFN and MFN services
are used and 2k mode and 8k mode are used. In many other EU countries, they
attach great importance to SFN ans 8k mode is adopted.
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DVB-T is adopted as the standard in Australia, India, Singapore, etc.

2.1 MOTIVATE

At present, the next step of DVB-T called MOTIVATE (Mobile Television
and Innovative Receivers) project is under investigation [4, 5, 6]. The MO-
TIVATE project investigates mobile reception techniques for DVB-T under
SFN and MFN environments. It is expected that a new multimedia broad-
casting network that includes mobile reception will be built under DVB-T by
the MOTIVATE project. The overview of the MOTIVATE project is shown
in Figure 11.4. MOTIVATE integrates mobile reception by automobiles under
SFN environment, portable reception and indoor portable reception with usual
stationary reception and it provides interfaces between users and information
society. Here, DVB-T provides independent standard for data and multimedia
broadcasting.

The followings are the main objectives of the MOTIVATE project.

Analyze the theoretical performance limits of DVB-T for mobile recep-
tion and implement optimal receivers.

Study, implement and test efficient algorithms for mobile SFN reception.

Test state-of-the-art DVB-T receivers for mobile reception.

Set-up a pilot network to measure mobile channel characteristics and
mobile coverage in urban and sub urban networks.
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Set-up and carry out major demonstrations to present DVB-T in major
national and international events.

Support integration, promotion and dissemination of results of other
ACTS projects working on DVB-T.

Verify the open API for DVB-T receivers.

Give implementation guidelines for the realization of a mobile DVB-T
service.

The behavior and limits of the DVB-T specification in a mobile environ-
ment are being analyzed through theoretical investigation, computer simula-
tions, laboratory tests and field trials by the MOTIVATE project. The labora-
tory tests of mobile reception of DVB-T were organized in 1998 to compare
the behavior of receivers and to study performance in a mobile environment.
The results of measurements in several modes for 9 receivers are shown in Ta-
ble 11.2. The reachable speed on average of all receivers and the necessary
C/N ratio at speed of 100 km/h of 2k and 8k modes for three different channel
situations are listed in Table 11.2. It is shown that 2k modes are usable in the
whole UHF band and the VHP band is better suited for the 8k modes.

The field tests were performed by many MOTIVATE partners. The main
results of field trials are as following.

Mobile applications of  DVB-T are feasible using code rate 1/2 modes of
the specification.

A data rate up to 15 Mbps using one 8 MHz channel is possible with the
64-QAM mode for mobile reception.

A lot of tests have shown that the field strength is the critical factor to
have a good mobile reception.
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The speed of the car dit not give any restriction of mobile reception in
the case of 2k mode.

The usage of hierarchical modes of DVB-T specification is an efficient
way for broadcasters to offer mobile reception and stationary reception
in the same channel with different protected data streams (high priority
and low priority stream).

The aim of the MOTIVATE project is to optimize next generation mobile
receivers. Requirements for next generation receivers are as follows.

Optimization of channel estimation and synchronization algorithms for
mobile DVB-T

First results using Wiener filter algorithms and a new FFT leakage equal-
ization.

Car PC receivers and portables.

Receivers with diversity.

Recently mobility has become more and more important for individual and
business users in the world. Currently, over 470 million people are using cel-
lular telephones in the world and demands for mobile services are increas-
ing. Mobile DVB-T services will complement some of these services. Mobile
DVB-T services are shown in the followings. This is designed for business and
individual use.

Digital Television in cars, buses and trains.

– EPG, traffic, navigation, weather, etc.

Mobile contribution links.

– MObile DVB transmission from reporting vehicles.

Store and forward services.

– Overnight delivery of software, movies, etc.

– Electronic newspapers

Mobile data broadcast.

Individual MOTIVATE services.

– Individually addressable applications
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3 ATSC  STANDARD

USA started an investigation for the next generation digital television broad-
casting called ATV (Advanced Television) by ATSC (Advanced Television
Systems Committee) in 1987. After several systems are proposed and baked
off, the standard system using 8VSB (Vestigial Side Band) is defined. The
parameters of the ATSC standard is shown in Table 11.3 [2, 3, 4]. VSB mod-
ulation is also used as in the case of conventional NTSC analogue television
systems. In the ATSC Standard, by appling a VSB modulation scheme to the
digital modulation, an efficient use of frequency is realized.

The ATSC standard delivers many digital terrestrial services (Video, Audio,
Data, etc.). This standard is designed to meet several criteria in the followings.

Obtain maximum coverage area by using advanced signal processing
and FEC techniques.

Deliver HDTV video data rate (19 Mbps) within existing 6 MHz chan-
nels.

Provide robust reception under widely varying conditions (impulse, phase
and thermal noise) and terrain (stationary and moving multipath).

Have high immunity to NTSC co-channel interference.

Be able to be constructed with low cost consumer type components.

The primary aim of the ATSC standard is to improve the quality of televi-
sion broadcasting by performing digital terrestrial HDTV broadcasting. This
is quite different from the aim of DVB-T. The primary aim of DVB-T is to
increase available number of television channels. Therefore, an application of
SFN is not considered in ATSC standard. Moreover, no special attentions is
paid against mobile reception in the ATSC standard.

The block diagram of VSB transmitter is shown in Figure 11.5. In the trans-



254 WIRELESS TECHNOLOGIES FOR THE 21ST CENTURY

mitter, source data is encoded by Reed-Solomon Encoder after data random-
ization. Reed-Solomon encoded data is interleaved and trellis encoded to gen-
erate 8 levels data symbols for VSB modulation using standard 4-state optimal
Ungeboeck Codes. After the data symbols are multiplexed with segment sync
and field sync, pilot for carrier recovery is inserted. Then VSB modulation is
performed.

The VSB data segment consists of 828 data symbols (contain FEC) and the
data segment sync symbols as shown in Figure 11.6. The data segment sync
is used for robust symbol timing recovery and its length is that of four data
symbols. Length of one data segment is 77.3 and it is possible to transmit
188 byte MPEG-2 data packet. Carrier pilot is created by a 1.25 level shift of
VSB data segment. Symbol data is vestigial Nyquist filtered to

By collecting 313 successive segment, the VSB field is constructed. The
first segment in each field is a special segment called a data field sync. The
data field sync is used for equalizer training and VSB mode identification. The
structure of VSB field sync is shown in Figure 11.7. The first 700 symbols
in the VSB field sync are used for equalizer training and next 24 symbols are
used for VSB mode identification and next 92 symbols are reserved. Training
sequence is repeated about 41 times a second.

The VSB data frame consists of two VSB data field as shown in Figure
11.8. The VSB data frame length is 48.4 and final symbol rate is 10.762
Msymbols/s.
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An ATSC standard receiver is required to meet the above specifications. The
basic ATSC standard receiver features are as follows.

AGC performed by average signal power.

Carrier Recovery based on pilot tone.

Timing Recovery based on segment sync.

Equalizer training based on:

— Training Sequence

— Blind adaptation algorithms

— Decision directed

Decision directed AGC.
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Decision directed phase noise tracking.

One of the most important part of the ATSC standard receiver is the equal-
izer. A decision feedback equalizer is typically used and typical tap length of
the feedforward part is 64 taps and that of the feedback part is 200 taps. In this
specification, the feedforward part allows ghost correction and feedback
part allows 19 ghost correction.

For equalizer training algorithm, LMS (Least Mean Square) algorithm is
used for its simplicity. However, convergence speed of LMS is slow and highly
depends on channel conditions. To improve this, RLS algorithm can be used.
However, number of multiplication increases and it becomes difficult to make
a low cost receiver.

The service of the ATSC standard is started in 1998 and about 140 stations
are broadcasting in 1999 in the whole USA. This means that 70% of all viewers
in USA will have at least 3 DTV signals. In the future, all commercial stations
will change to DTV by 2002 and all noncommercial stations will change to
DTV by 2003. Analogue NTSC broadcast is scheduled to stop in 2006.

Currently, coverage of ATSC standard is over 50% of whole USA, How-
ever, HDTV broadcasting is limited to several programs such as sports, disney
movies, etc. and almost all programs are broadcasted by converting an NTSC
program to HDTV format. In the ATSC standard, 18 formats that support from
SDTV to HDTV are supported and each program provider can select any for-
mats.

The ATSC standard is adopted in many countries such as Argentina, Canada,
Taiwan, South Korea, etc. And South Africa, China, Hong Kong, etc. are
positively investigating its adoption.

4 ISDB-T

In Japan, a report of digital terrestrial television broadcasting was submitted
in 1994 a little later than EU and USA. The Japanese standard for digital ter-
restrial television broadcasting is called ISDB-T (Integrated Services Digital
Broadcasting – Terrestrial) and was standardized in 1999. The broadcasting
services are scheduled to start in 2003.

The aims of digital terrestrial television broadcasting in Japan are as follows.

Complete transition from analogue broadcasting.

Make the schedule of introduction clear.

As a general rule, participation of new providers is permitted after fin-
ishing analogue broadcasting.

Should play a role as the key broadcasting media.
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Present analogue broadcasting will stop by about 2010. However, this sched-
ule will be reconsidered in each broadcasting area under the following condi-
tions.

Penetration rate of the digital receivers is over 85 %.

Should cover whole service area of analogue broadcasting in the same
area.

The requirements to ISDB-T are as follows.

Should match with other digital medias in Japan and should be extensi-
ble in the future.

Broadcasting of one HDTV channel or three SDTV channels is possible
within the present 6 MHz bandwidth.

Mobile reception should be possible.

SFN should be possible.

These requirements are figured out in Figure 11.9.
In order to provide various broadcasting services, Integrated Service Digital

Broadcasting (ISDB) is a platform in Japan [4][7]. ISDB platform consists of
three major parts; satellite digital broadcasting (ISDB-S), cable digital broad-
casting (ISDB-C), terrestrial digital broadcasting (ISDB-T). Among these sys-
tems, Video and Audio and Data is integrated over standard MPEG format.
And signals are transmitted MPEG-2 Transport stream packet. The concepts
of ISDB is shown in Figure 11.10.



258 WIRELESS TECHNOLOGIES FOR THE 21ST CENTURY

In 2000, ISDB-S system using TC-8PSK starts broadcasting service and
provide multichannel HDTV and SDTV and audio and data broadcasting. In
this system, electronic program guide (EPG) is also provided and user can
easily select preferred program.

ISDB-T adopted OFDM modulation like to DVB-T in order to satisfy the
above requirements. Moreover, ISDB-T has unique features different from
DVB-T. The features of ISDB-T are as follows.

Three modes used in mobile reception, stationary reception, SFN recep-
tion are provided.

DQPSK can be used for the modulation scheme under mobile reception.

Adoption of time interleaving for mobile reception.

Adoption of BST-OFDM (Band Segmented OFDM).

The parameters of ISDB-T are shown in Table 11.4. The bandwidth of
ISDB-T is about 6 MHz and three modes (Mode 1, Mode 2, Mode 3) are
provided according to the number of carriers. The number of carriers in Mode
1 is 1405 and this corresponds to 2k mode in DVB-T. The number of carriers
in Mode 3 is 4992 and this corresponds to 8k mode in DVB-T. In ISDB-T,
one more mode where the number of carriers is 2809 is defined. This mode is
called Mode 2. In Mode 2, parameters have intermediate values between Mode
1 and Mode 3. Mode 2 is expected to be suitable for mobile reception under
SFN because Mode 1 is suitable for mobile reception and Mode 3 is suitable
for stationary reception under SFN.

In ISDB-T, it is possible to use DQPSK for symbol modulation like QPSK,
16QAM and 64QAM. DQPSK is more suitable for mobile reception than
QPSK, 16QAM and 64QAM because it is very easy to compensate the channel
characteristics. The depth of time interleave is variable within 0.5s. The longer
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the time interval depth, the bit error rate characteristics under fading channels
are improved. However, system latency will increase as the time interval depth
is getting larger.

The parameters of guard interval length, inner code, code rate of inner code
and outer code in ISDB-T are almost the same as those in DVB-T. Moreover,
in ISDB-T, compensation of channel characteristics against QPSK, 16QAM
and 64QAM modulation is performed using scattered pilot symbol similar to
DVB-T.

The unique feature in ISDB-T is the use of BST-OFDM. In BST-OFDM, the
frequency band (6 MHz) is divided into 13 segments that have equal bandwidth
(about 430 kHz). These segments are combined to transmit programs and each
group of segments can transmit different programs. Multi channel broadcast-
ing and hierarchical broadcasting are easily realized by using BST-OFDM. The
concept of BST-OFDM is shown in Figure 11.11.

In BST-OFDM, it is possible to transmit a HDTV program by combining
12 segments. Moreover, it is possible to transmit an audio program using the
reminder one segment. As shown in Figure 11.11, the audio program segment
is located in the center of the frequency band and it is possible to receive only
an audio program using band pass filter. This form of reception is called partial
reception and the receiver that performs partial reception is called a narrow
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band ISDB-T receiver. The receiver that can process whole 13 segments is
called a wide band ISDB-T receiver.

In ISDB-T, the form of broadcasting where maximum 3 segments are used
for audio and data broadcasting is defined. This is called narrow band ISDB-T.
Narrow band ISDB-T broadcasting can be received by both narrow band ISDB-
T receivers and wide band ISDB-T receivers. The form of broadcasting where
whole 13 segments are used is call wide band ISDB-T. Wide band ISDB-T
broadcasting can be received only by a wide band receivers except for the case
of partial reception.

In the example of multiplexing shown in the center of Figure 11.11, an audio
program, an SDTV program for mobile reception and an SDTV programs for
stationary reception are multiplexed. In the segments that transmit an SDTV
program for mobile reception, DQPSK modulation is used for stable recep-
tion by sacrificing the quality of the program. In the segments that transmit
an SDTV program for stationary reception, QAM is used for high quality re-
ception using SFN. In this case, the same program can be transmitted in the
different form of modulation and it is possible to select a suitable segments
according to the form of reception. By using this technique, the broadcasting
service that doesn’t depend on the form of reception is realized and the chance
of reception increases under many conditions. This is called hierarchical mod-
ulation. In BST-OFDM, the group of segments that transmits each program is
called hierarchy. It is possible to use maximum three hierarchy in BST-OFDM.
Symbol modulation scheme and code rate of inner code can be selected inde-
pendently in each hierarchy. In DVB-T, as previously shown, multi channel
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broadcasting or hierarchical broadcasting is performed by multiplexing before
the transmitter.

The information of the hierarchical structure is transmitted by the TMCC
(Transmission and Multiplexing Configuration Control) symbols inserted among
the data symbols. The receiver configures its operation mode by demodulating
TMCC symbols. TMCC is inserted in the same format independent of ISDB-T
modes. TMCC is also used in DVB-T.

The structure of an ISDB-T transmitter is more complex than that of a DVB-
T transmitter because of the adoption of BST-OFDM and time interleave. An
example of a wide band ISDB-T receiver is shown in Figure 11.12.

Many field tests for ISDB-T are being performed in Japan toward the begin-
ning of the services in 2003. The field experiments for mobile reception under
MFN and SFN environments have already been performed and the validity of
time interleaving is confirmed. Presently, there are 13 areas such as Tokyo, Os-
aka, etc. for pilot tests in Japan and various forms of broadcastings are under
experiments. Since the structure of ISDB-T is very complex, development of
low cost and high performance receivers is the subject which confronts us.

5 CONCLUSION
In this chapter, three principal digital terrestrial television broadcasting stan-

dards in the world are briefly described. Each standard is defined according to
the requirements and circumstances of each country and it is difficult to say
which is the best digital terrestrial television broadcasting standard at present.
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As the result, these three standards will be scattered all over the world like
analogue broadcasting. Therefore, interoperability between three standards
is the subject in the future. Moreover, discussions about the contents of the
service will be more and more necessary to increase the penetration rate.

The digitalization of broadcasting completes by the realization of digital
terrestrial television broadcasting. After this, it is a big subject to investigate
the next generation broadcasting that comes after digital broadcasting.
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Abstract The 21st century will be a multimedia society, in which a combination of mobile
communications and the Internet will play an important role. One good example
is the success of the mobile Internet services called “i-mode services” provided
by PDC (Japanese digital cellular standard) systems in Japan. Richer services
will be provided by the third generation (3G) mobile communications systems,
IMT-2000, which will be deployed around 2001-2002. Up to a 2-Mbps data
transfer rate will be available and rich information, a mixture of text and images,
will be transferred to mobile users with much better representation compared to
present 2G systems. In this article, we see that providing Internet services will
become of great importance. We look at how wireless access technologies are
evolving and introduce IMT-2000 standardization activities targeting the global
IMT-2000 or global 3G standard. Wideband DS-CDMA (W-CDMA) will be
a major component of the global 3G standard. We introduce W-CDMA tech-
nology and present experimental results that show its effectiveness. Finally, we
address advanced wireless techniques, i.e., interference cancellation and adap-
tive antenna array techniques that can enhance W-CDMA at a later date.

Keywords: IMT-2000, Mobile communications systems, multimedia, DS-CDMA
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1 INTRODUCTION

Mobile communications systems have now become an important infrastruc-
ture of our society. Before the introduction of mobile communications systems,
communications were only possible from/to fixed places, i.e., houses and of-
fices. Mobile communications service started in December 1979 in Japan. For
the first 10 years, its growth rate was very low. However, through the liberaliza-
tion of mobile communications services in 1988 and terminal markets in 1994,
the growth rate of mobile communications services accelerated. Similar rapid
growth rates in mobile communications services are evident worldwide. An
important factor that should not be overlooked is the increased utilization effi-
ciency of portable phones (lighter weight and longer talk time, as seen in Fig.
12.1 [1], made possible by advanced LSI technology) and easier-to-use termi-
nals. In Japan, the number of subscribers to cellular and Personal Handyphone
System (PHS) services exceeded 55 million in February 2000; this number is
equivalent to a penetration rate of 45 %. On the other hand, the number of
fixed telephone users is continuously declining from its peak of 61 million in
1997. It was 58.5 million at the end of March 1999 and will be overtaken
by the number of mobile communications users in March 2000. This clearly
shows that people want to communicate with people, not with places. This is
only possible through the aid of mobile communications technology. Mobile
communications have enhanced our communications networks by providing
an important capability, i.e., mobility.

Taking a looking at fixed communications networks, these networks are now
not just for providing voice conversation and fax services. The rate at which
the Internet communications services have proliferated throughout our society
is striking. The Internet has proven itself to be a true driving force towards
establishing a multimedia society in the 21st century. In line with the increas-
ing popularity of Internet communications in fixed networks, mobile commu-
nications services have shifted their focus from solely voice conversation to
electronic mailing and Internet access. One good example is the success of
the mobile Internet access services called “i-mode services” provided by PDC
(Japan digital cellular standard) systems in Japan [4]. This clearly indicates
that the combination of mobile communications and the Internet will play an
important role in this soon-to-arrive multimedia society. In the first years of
the 21st century, a variety of new advanced services will be provided by the
International Telecommunication Systems (IMT)- 2000 standardized in the In-
ternational Telecommunication Union (ITU) [2].

In this paper, we show that mobile communications systems are now evolv-
ing from simply providing voice and fax communications services to providing
Internet access services. We look at the trends of wireless access technologies,
centering on the IMT-2000. We will introduce IMT- 2000 standardization ac-
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tivities. W-CDMA will be a major component of the global IMT-2000 or the
global 3G standard. We introduce W-CDMA technology and the supporting
experimental results. We also address advanced wireless techniques, i.e., inter-
ference cancellation and adaptive antenna array, which can enhance W-CDMA
at a later date.

2 BRIDGING THE EXPANSE OF MOBILE
MULTIMEDIA: JAPANESE MARKET

2.1 21ST CENTURY INTERNET SOCIETY
In fixed networks, voice conversation was a long- time dominant service, but

the introduction of Internet communications services has changed our society.
Through the Internet, users can easily access WWW sites to retrieve various
types of information including images, enjoy on-line shopping and trading ser-
vices, and almost instantly exchange electronic mail messages instead of us-
ing traditional postal services. Information casting services represent another
type of promising service. Internet communications services have been gain-
ing popularity in our society with the aid of advancements in computer and
data communication technologies. In Japan, the amount of Internet traffic is
expected to surpass that of telephone traffic in 2001.

Figure 12.2 shows just how fast mobile, personal computers, and the Inter-
net have grown in Japan [3]. It is evident that Internet services have spread
throughout our society at a much faster speed than other services. Internet
services took only 5 years to approach the 10% penetration (household) mark
from the start of its commercial service (penetration rate was 11 % by March
1999), while personal computers took 13 years to reach the same level. It



266 WIRELESS TECHNOLOGIES FOR THE 21ST CENTURY

is clear from the ever increasing popularity of Internet communications ser-
vices in fixed networks that a combination of mobile communications, per-
sonal computers, and Internet services will drive our society to evolve into a
mobile multimedia communications society in the 21st century.

2.2 MOBILE MULTIMEDIA COMMUNICATIONS
Our ultimate goal is to communicate any information to anyone, at any-

time, from anywhere. The first steps toward bridging the expanse from today’s
society to the mobile multimedia communications society of the mid 21st cen-
tury is seen in a new Internet access service called “i-mode services”, which is
provided over PDC-Packet Networks (Fig. 12.3) [4]. These services include e-
mail, Web browsing, and various types of on-line services ranging from bank
transactions to entertainment (Fig. 12.4). The i-mode terminals also allow
conventional voice communications over PDC networks since PDC and PDC-
P use the same TDMA air-interface. Since its introduction in Feb. 1999, i-
mode’s popularity has blossomed and close to 4 million users have subscribed
to its services as of January 2000. Now, it seems that a mobile phone is not
just for conversation, but is a communication tool that enables various types of
electronic communications for private as well as business use. However, a slow
data transfer rate (9.6 kbps in PDC-Packet air interface) and small displays in
the portable phones allow access to only information written in the HyperText
Markup Language (HTML) text format.
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3 EVOLUTION  OF  WIRELESS  ACCESS
TECHNOLOGY

3.1 OVERVIEW  OF  FIRST  AND  SECOND
GENERATION SYSTEMS

Looking back through mobile communications history, we see the initial de-
ployment of the first generation (1G) mobile communications systems, AMPS,
TAGS, NTT, etc., around 1980. These systems employed analog FM wire-
less access using frequency division multiple access (FDMA) with the channel
spacing of around 25-30 kHz [5]. Then, the second generation (2G) systems,
IS-54/136, GSM, and PDC, were deployed in the 1990’s, all of which adopted
time division multiple access (TDMA) with the channel spacing ranging from
25 to 200 kHz. Later, a new wireless access technique based on DS-CDMA
appeared and IS-95 started its deployment [6]. Its channel spacing is much
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wider, i.e. 1250 kHz, compared to other 2G systems. In DS-CDMA, unlike
in FDMA and TDMA, all users share the same frequency-band and time, but
use different spreading code sequences to separate each user. 2G systems are
listed in Table 12.1.

3.2 PREPARATION FOR A WIRELESS
MULTIMEDIA SOCIETY

There are three strong reasons for developing IMT- 2000 systems: multime-
dia, higher capacity, and a global standard (Fig. 12.5).

All of the 1G and 2G systems are designed so that they can be optimized for
basic services, i.e., voice, facsimile, and voice-band data. We have seen that
major services provided by the 2G systems will shift from voice to multime-
dia communications over the Internet, as indicated by the “i-mode services”.
However, the data transfer rate is around 9.6 kbps, which is far too slow for
retrieving content-rich information comprising text and images. Users will de-
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mand much higher transfer rates and much better representation on the phones.
In multimedia communications, supporting multi-rate and variable-rate com-
munications is a paramount requirement and the data-rate range will be sig-
nificantly wide, e.g., as low as 8 kbps to a couple of megabits per second.
Furthermore, in order to cope with the still-continuing rapid growth of mo-
bile communications, the issue of capacity must also be addressed. Finally,
establishing a global standard is becoming an increasingly important issue in
the 21st century, when more and more people will travel around the world for
businesses and leisure (2G system standards are, more or less, regional stan-
dards).

3.3 IMT-2000
IMT-2000 systems are expected to be deployed worldwide starting around

2001-2002. They will be operated in all radio propagation environments from
outdoors to indoors, urban and suburban areas, and hilly and mountainous ar-
eas. Minimum requirements in terms of data transfer rates and quality for
different environments are summarized below.

Indoor: 2.048 Mbps and bit error rate

Pedestrian: 384 kbps and

Vehicular: 144 kbps and

Data transfer rates of up to 2 Mbps and the same quality as fixed networks
are the targets. For the transmission of image information of 1 Mbyte, 14
min. is necessary at a 9.6 kbps user rate, but the transmission time will be
significantly shortened (to 4 sec.) with a 2 Mbps transfer rate. However, it is
a difficult challenge to realize this high rate and high quality transmission in
harsh mobile communication channels. Advanced wireless techniques must be
developed.

Figure 12.6 summarizes the evolution path from the 1G to 3G systems. In-
terestingly, every decade, new technology has emerged that enhances the com-
munications capability.

3.4 SPECTRUM ISSUE

The available radio spectrum is a key factor for success of the IMT-2000
systems since the bandwidth limits the available user rates and the frequency
band influences the terminal costs as well as talk and standby time of mobile
phones. At the World Administrative Radio Conference (WARC) 1992, a 230-
MHz spectrum in the 2-GHz band was identified for the IMT-2000 (Fig. 12.7).
Basically, Europe and Japan will follow the recommendations, while a signif-
icant part of the WARC spectrum in the lower bands has been allocated to the
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personal communications services (PCS) systems in the USA. Due to recent
rapid growth in mobile communications and the demand for a broad range of
multimedia communications services, additional IMT-2000 spectra after the
initial deployment are requested. This will be discussed at World Radio com-
munication Conference (WRC) 2000.
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4 IMT-2000 STANDARDIZATION

4.1 NEED FOR NEW WIDEBAND WIRELESS
ACCESS TECHNIQUE

Study on the IMT-2000 (former FPLMTS) was initiated by the ITU in 1986.
The system concept and requirements were set by the ITU and standardization
activities have been intensified worldwide as we enter the new millennium [7].

As already mentioned, major services provided by the IMT-2000 system
will be multimedia communications over the Internet such as the “i-mode ser-
vices”, but at much higher transfer rates and with a better representation com-
pared to the 2G systems. These services will be wideband multimedia, Inter-
net access, imaging and videoconferencing, as well as basic services (voice,
fax, and voice-band data). To realize such a system, a new wideband wireless
access technique incorporating as many recent technological achievements as
possible is necessary.

Since the appearance of the wireless DS-CDMA technique, a heated debate
has continued regarding which access technique, TDMA or DS-CDMA, pro-
vides a larger link capacity. However, it is quite a difficult task to conclude
this debate since the link capacities offered by these techniques are different
under different assumptions. Nevertheless, wireless DS-CDMA has numer-
ous advantages over FDMA and TDMA, e.g., single frequency reuse, soft and
softer handoff, and Rake combining. Soft handoff improves the transmission
quality at places near cell boundaries. Widening the signal bandwidth creates
a serious problem of intersymbol interference (ISI) due to frequency selec-
tive multipath fading; however, Rake combining exploits frequency selective
multipath fading and can improve significantly the transmission performance.
The intensive research on DS-CDMA worldwide has proven that widening the
spreading bandwidth is the best way to fulfill the requirements for the IMT-
2000.

In addition to the above, one important advantage of DS-CDMA is that
multi-rate variable-rate transmission, required for providing multimedia ser-
vices, can be easily established by changing the spreading factor or code mul-
tiplexing while keeping the spreading bandwidth the same.

4.2 STANDARDIZATION ACTIVITIES

In Japan, the Association of Radio Industries and Businesses (ARIB) started
in 1995 a selection process for a wireless access technique and choose W-
CDMA in January 1997. Since then, the ARIB has been actively promoting
W-CDMA worldwide for its acceptance as a global standard [8]. W-CDMA
consists of both the frequency division duplex (FDD) and time division du-
plex (TDD) components. The TDD component was designed based on the
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same concept as the FDD component so that as much commonality between
the FDD and TDD terminals can be obtained. Taking advantage of the fact
that the forward link fading and reverse link fading are highly correlated, the
TDD component can adopt open-loop fast transmit power control and trans-
mit/receive antenna diversity at a cell site (transmit antenna selection can be
based on channel state information on the receive antennas) [9].

In Europe, the European Telecommunications Standards Institute (ETSI)
arrived at an historic decision on UMTS Terrestrial Radio Access (UTRA) in
January 1998 which was to adopt W-CDMA for the FDD bands and adopt a
hybrid solution of TDMA and CDMA called TD-CDMA for TDD [10]. In TD-
CDMA, users are assigned a code and time slot. Multiple codes and slots can
be assigned to a user for higher rate services. A sophisticated joint detection
algorithm is adopted on the reverse link to allow multiple users within one time
slot while relaxing the power control accuracy [11]. Meanwhile in the United
States, TIA prepared several proposals including cdma2000 as a DS-CDMA
evolution from IS-95 (also among the proposals was UWC-136 as a TDMA
evolution from IS-136).

4.3 RTT  PROPOSALS
ITU-R TG8/1 called for radio transmission technology proposals by June

1998 and for system evaluation reports by September 1998 [12]. A total of ten
proposals for a terrestrial access technique were submitted to the ITU. Eight
of the ten proposals were based on DS-CDMA as shown in Table 12.2. Since
then, W-CDMA has been recognized as the strongest candidate for the IMT-
2000 air interface and the development of systems based on W-CDMA has
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accelerated throughout the world. Table 12.3 shows the W-CDMA proposal
from Japan (June 1998) to the ITU.

4.4 HARMONIZATION  EFFORTS  TOWARD  A
GLOBAL STANDARD

Intensive harmonization studies between W-CDMA and cdma2000 were
conducted to establish a global 3G standard, which will lend large-scale eco-
nomic advantages to consumers, network operators, and manufacturers. A
global 3G standard was agreed upon in 1999 [13]. In the harmonized global 3G
standard, there will be three DS-CDMA operation modes: FDD single-carrier,
FDD multi-carrier, and TDD (Fig. 12.8). The FDD single-carrier mode will
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be based on the W-CDMA proposal but with a chip rate of 3.84 Mcps, while
the FDD multi-carrier mode will be based on the cdma2000 proposal. There
are two fully globally-established core networks presently used for the 2G sys-
tems: GSM-MAP and ANSI-41. The former is used by GSM systems and the
latter is used by AMPS and IS-95 systems. Both core networks will evolve
into 3G systems and the above mentioned air-interfaces must connect to both
GSM- MAP and ANSI-41 core networks.

5 W-CDMA  WIRELESS  ACCESS
The important concepts of the original W-CDMA proposal from Japan are

the introduction of inter-cell asynchronous operation, the dedicated pilot chan-
nel, and multi-rate transmission. Below, the unique technical features devel-
oped thus far for this original W-CDMA are summarized (the concept behind
the harmonized solution of FDD is quite similar to the original proposal, but
modified through the harmonization process).

Fast cell search algorithm for inter-cell asynchronous operation [14]

Orthogonal variable spreading factor (OVSF) codes on forward links [15]

Coherent Rake receiver [ 16]

Signal-to-interference ratio (SIR)-based fast transmit power control (TPC)
scheme on both reverse and forward links [17]

Variable rate transmission with blind rate detection [18]

Multi-stage interleaver for Turbo coding [19]
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Figure 12.9 illustrates the forward link transmission process and reception
process. User data to be transmitted are first channel coded and data modu-
lated, then spread to a wider bandwidth, e.g., 5 MHz, by applying the OVSF
codes. The spread signals of all users are summed and scrambled by the cell-
site unique scramble code to be transmitted from the antenna after power-
amplification. Since multipath propagation channels comprise several paths
with different time delays, several copies of the transmitted spread signal are
received at a mobile station. At the mobile receiver, each copy of the trans-
mitted spread signal is matched filtered using the regenerated OVSF codes to
obtain a copy of the transmitted data modulated signal. A Rake combiner then
combines all of the copies of the data modulated signal to obtain a soft decision
data sequence for successive channel decoding to recover the transmitted data
sequence.

The forward and reverse links have a frame structure; each frame the length
of which is 10 ms is divided into 16 slots of 0.625 ms. One slot corresponds to
one power-control period.

5.1 INTER-CELL ASYNCHRONOUS OPERATION
The inter-cell asynchronous operation allows easier system deployment from

outdoors to indoors because no external timing source such as the Global Posi-
tioning System (GPS) as used in the inter-cell synchronous system, i.e., IS-95
is required. Unlike inter-cell synchronous systems, a two-layered code struc-
ture (Fig. 12.10) is adopted and each different cell site has a unique scramble
code sequence assigned to its forward link. In general, the inter-cell asyn-
chronous operation increases cell search time at a mobile station (time spent
before finding and synchronizing to the best cell site to access). This problem
is overcome by a 3-step cell search algorithm [14]. The scramble codes used in
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the system are grouped into subgroups and each subgroup is represented by the
group identification (GI) code. From each cell site, a slot timing code (com-
mon to all cells) and GI code representing its scramble code are periodically
transmitted in parallel. The 3-step algorithm comprises:

Step 1: slot timing detection using matched filtering

Step 2: search for GI code and frame timing

Step 3: search for scramble code within GI code group

According to our measurements, the 3-step algorithm accomplishes the cell
search within 960 ms at a 90 % probability for 512 scramble codes [20].

The harmonized global 3G (G3G) FDD solution also supports inter-cell syn-
chronous operation as well as inter-cell asynchronous operation in order to
deploy the G3G FDD systems more flexibly in different environments.

5.2 OVSF  CODES
On the forward link, all user signals are time synchronous, orthogonal spread-

ing can be used to mitigate the multiple access interference (MAI). However, as
the frequency selectivity of the propagation channel becomes stronger (or the
number of resolvable paths of the propagation channel increases), the orthog-
onality among different users tends to diminish because of increasing inter-
path interference. Nevertheless, orthogonal spreading always gives a larger
link capacity than random spreading.

TEAMFL
Y

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Team-Fly® 



IMT-2000 – Challenges of Wireless Millennium – 277

Data transmission at the symbol rate that equals the chip rate/ is done by
using a single code with the spreading factor (SF) of where m is a positive
integer. However, a question arises as to how to establish orthogonality among
users transmitting at different data rates or symbol rates while keeping the
spreading code chip rate the same (or keeping the spreading bandwidth the
same). This can be achieved by using the OVSF codes. These codes can be
generated recursively based on a modified Hadamard transformation, resulting
in a tree-structured code set shown in Fig. 12.11. Starting from, a set of
orthogonal spreading codes is generated at the m-th layer (m = 1, 2, 3,...) from
the top. The generated spreading codes are Hadamard-Walsh codes. However,
code generation can start from any m-th layer using a set of orthogonal
codes (e.g., a set of orthogonal Gold codes if it exists) other than Hadamard-
Walsh codes. The code length of the m-th layer is chips and can be used
for transmitting symbols at the rate of times lower than the chip rate.

5.3 COHERENT RAKE  RECEIVER

Since the DS-CDMA links are interference-limited, the link capacity is al-
most inversely proportional to the required signal energy per information bit-
to-interference plus background noise power spectrum density ratio
Coherent detection can reduce the required However, in general, coher-
ent detection, which requires accurate channel estimation is quite difficult to
achieve in severe channel conditions, i.e., fast fading and low received signal
powers. One efficient way to achieve this is to use the dedicated pilot channel
to transmit the information-nonbearing symbols for channel estimation. The
transmitting pilot channel seems to incur energy loss, but improves signifi-
cantly the overall transmission performance in fading environments, compared
to non-coherent detection. Furthermore, it is easier to adopt advanced tech-
niques, i.e., interference cancellation and adaptive antenna array techniques,
at a later date; they are addressed later. For the time-multiplexed pilot chan-
nel case, a 2K-tap weighted multi-slot averaging (WMSA) channel estimation
filter can be applied [16]. The coherent Rake receiver structure using WMSA
channel estimation filter is illustrated in Fig. 12.12.

5.4 FAST TPC BASED ON SIR MEASUREMENT
All users are time-asynchronous on the reverse link since all users are trans-

mitting from different locations. In this situation, severe MAI is produced due
to distance-dependent path loss (this is well known as the near/far problem),
random path loss or shadowing, and multipath fading. In order to minimize the
MAI, fast TPC is indispensable in that it controls the mobile transmit powers
so that all user signals are received at the same power at the cell site. Since the
DS-CDMA channels are interference-limited, the fast TPC should be based on
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the SIR measurement. The structure of fast TPC is shown in Fig. 12.13. The
mobile transmit power is raised or lowered by a certain amount if the measured
SIR at the cell site receiver is less or greater than the target SIR. The outer loop
control updates the target SIR so that the received frame error rate (FER) is
maintained at the required value. Since the fast TPC is performed user by user,
the target SIR for each user is not necessarily the same. It depends on the data
rate and the required FER. SIR-based fast TPC can always minimize the mo-
bile transmit powers according to variations in the traffic load. This type of
fast TPC can be applied to the forward link, i.e., power-control of the cell site
transmit powers [21]. It should be pointed out that the combined use of fast
TPC and coherent Rake yields the greatest improvement in the transmission
performance in frequency selective fading environments. Thus, interference to
other users in other cells can be reduced, thereby increasing the link capacity.

Present fast TPC has a constant power up/down step size. However, intro-
ducing adaptability to the power step size may further reduce the TPC error
under some propagation conditions [22].

5.5 VARIABLE RATE TRANSMISSION WITH BLIND
RATE DETECTION

The data rate may change frame-by-frame during the communication. Since
DS-CDMA links are interference-limited, variable rate transmission can re-
duce the average interference power, thus contributing to increasing the link
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capacity. In the harmonized solution of FDD, the rate information is transmit-
ted frame-by-frame (blind rate detection is used only for voice transmission
on the forward link). If the set of possible rates is known to the receiver, the
transmitted variable rate data can be recovered without transmitting the rate
information (blind rate detection). This will be introduced below.

One realization of variable rate transmission is to fill partially each slot (in
a frame) when the data rate is below the maximum while keeping the symbol
rate the same (resulting in discontinuous transmission). In this case, blind rate
detection can be incorporated into the structure of Viterbi decoding of coded
frame data, and cyclic redundancy check (CRC) decoding is used to determine
whether recovered variable rate data is correct. Another realization of variable
rate transmission is to vary, according to the data rate, both the transmit power
and the spreading factor while keeping the chip rate the same; discontinuous
transmission can be avoided. The data symbol sequence is further modulated
(data-independent) after data modulation but before spreading so that double-
modulated symbol sequences with possible rates are all orthogonal to each
other; at the receiver, noncoherent orthogonal demodulation is applied for rate
detection. Therefore, no rate information needs to be transmitted.

5.6 MULTI-STAGE INTERLEAVER FOR TURBO
CODING

Turbo coding [23] is characterized by:

Parallel concatenation of two or more recursive systematic codes (RSCs)

Interleaver with RSC

Iterative decoding algorithm
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Turbo coding is particularly useful for high-speed, high quality data trans-
mission in W-CDMA [24]. A simplified structure of a turbo encoder/decoder
is illustrated in Fig. 12.14. In the iterative decoding of turbo codes, the current
soft-in/soft-out decoder computes extrinsic information that plays an important
role in the turbo decoding and feeds them back to the next soft-in/soft-out de-
coder to be updated. In the turbo decoding process, the random property of the
interleave pattern and large separation of the nearest input bits are important.
To achieve this, a multi-stage block interleaver (MIL) [19] that interleaves row
and column data recursively is applied.

Figure 12.15 plots the simulated BER performance of 64-kbps data trans-
mission over W-CDMA reverse link (1/3-rate turbo coding, SF of 32, and chip
rate of 4.096 Mcps). In the simulation, the turbo coding interleaver size was
80 ms (5773bits). The ITU-R Vehicular-B fading channel model having 6
Rayleigh faded paths with Hz, antenna diversity, 4-finger Rake, and
fast TPC were assumed. The figure shows that the MIL interleaver provided a
larger coding gain than did the random interleaver. For comparison, the simu-
lation results for rate-1/3 convolutional coding (cc) with constraint length of 9
bits and concatenated coding (cc+RS) comprising a Reed-Solomon outer code
followed by a convolutional inner code are also plotted. A larger coding gain
is obtained by Turbo coding.

6 EXPERIMENTAL  EVALUATION  OF  W-CDMA
Results of field experiments on a 32-kbps data transmission over a W-CDMA

reverse link channel are presented below. The carrier frequencies of the re-
verse (mobile-to-base) and forward (base-to- mobile) links were 1.9905/2.175
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GHz, respectively. The chip rate and the symbol rate were 4.096 Mcps and 64
ksps (SF of 64), respectively. This experiment applied a rate-1/3 convolutional
coding and soft decision Viterbi decoding. Figure 12.16 are photos of a mea-
surement van equipped with a mobile transceiver. The measurement van was
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driven along the measurement courses, the distance of which ranged from 0.5
to 1 km from the base station, at an average speed of approximately 30 km/h
(the maximum Doppler frequency of fading was approximately 55 Hz). The
measured power delay profiles of the multipath channel along the test courses
are plotted in Fig. 12.17. Two to three distinct propagation paths with unequal
powers were observed. The received spread signals that were propagated along
these propagation paths were despread and coherently combined by a Rake
combiner for successive channel decoding and BER measurement.

Examples of the time variations of the measured average BER, the received
signal energy per information bit-to-interference plus background noise power
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spectrum density ratio ( ) after Rake combining, and mobile transmit
power, each measured every 10 ms (1 data frame) interval, are shown in Fig.
12.18. The target per antenna was set to 2 dB (outer loop control was
not used). The mobile transmit power varied with the range of about 35 dB,
so that the received after Rake combining was satisfactorily brought to
almost a constant value. The short-term average (10 ms) BER was below
in most regions of the measurement course. The measured average BER per-
formance of the reverse link is plotted in Fig. 12.19. With antenna diversity
reception, the average BER of can be achieved at the average of
approximately 3 dB per antenna, resulting in increased link capacity and cov-
erage.

7 W-CDMA ENHANCEMENT
In any cellular DS-CDMA system, since all users in different cells use the

same carrier frequency, the links are not only power-limited but also interfer-
ence-limited. To increase the link capacity in this situation, we first identify the
W-CDMA enhancing techniques using a simple capacity equation, and then
address the most promising techniques.
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7.1 IDENTIFYING ENHANCING TECHNIQUES

The techniques that increase the link capacity are identified by using the
following reverse (mobile to base) link capacity, C, normalized by processing
gain [25].

where is the required without channel coding and with perfect
fast TPC, is the channel coding gain, represents the interference per
user-to-desired user power ratio, the fast TPC error, f the
outer cell interference-to-own cell interference power ratio with no multipath
fading (only distance dependent and shadowing are considered), g the power
rise factor due to fast TPC when multipath fading is considered,  the average-
to-peak transmission rate (variable rate case), the sectorization factor,
and finally the allowable power increase factor from the background noise.
Many techniques are identified from the above equation for increasing the link
capacity. They are summarized in Fig. 12.20. Techniques may fall into two
technical areas: interference reduction techniques and required reduc-
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tion techniques. The former includes interference cancellation and the adaptive
antenna array. Advanced coherent Rake combining, advanced channel coding,
and advanced fast TPC may fall into the latter area. However, the most pow-
erful and interesting advanced techniques are interference cancellation and the
adaptive antenna array, which can directly reduce the interference power.

The effectiveness of these techniques is explained below. If the interference
within the own cell is perfectly cancelled, the link capacity can increase by

In the case of and the capacity can
be increased by 2.4 fold. Cell sectorization uses sector antennas instead of an
omni antenna. Since the total interference power can be reduced by a factor
of the number of sectors/cell, the capacity can be increased
fold (because of the beam side-lobe spill-over to adjacent sectors, the actual
capacity increase is smaller than the number of sectors/cell). If a beam pattern
is generated for each user, this technique is called an adaptive antenna array.

7.2 INTERFERENCE CANCELLATION (IC)
IC techniques are classified in Fig. 12.21. Basically, there are two types: the

single-user detection type and the multi-user detection type [26]. The orthog-
onal matched filter (MF) receiver is one example of the single-user detection
type IC, which controls the MF tap coefficients so that the desired signal com-
ponent is made orthogonal against other users’ spread signals, and is simpler
to implement than the latter. However, W-CDMA uses long random spread-
ing code sequences on the forward link for scrambling and on the reverse link.
Thus, the time-varying nature of a spreading code sequence, when observed
over each one-symbol period, excludes adoption of the single-user type.

Multi-user IC receivers can be classified into linear and non-linear types.
The decorrelating receiver is the linear type multi-user IC receiver. However,
since the computation complexity grows exponentially with the increased num-
ber of users and the length of the spreading code sequence, it is considered to
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be impractical. On the other hand, the decision-feedback IC receiver and the
multistage IC receiver [27] are non-linear type receivers. The former is the
combination of the decision-feed back equalizer and the successive IC. The
multistage IC receiver with non-linear replica generation is considered to be
most attractive for W-CDMA mobile radio applications. This is because MAI
is subtracted successively from each canceling stage in the order of decreasing
signal power from the strongest user, and consequently, more accurate interfer-
ence replica generation and subtraction is possible than parallel cancellation.

In multi-stage IC, accurate channel estimation is necessary to generate the
interference replica of each user. This is again accomplished by taking ad-
vantage of the dedicated pilot channel introduced for coherent Rake com-
bining. The resulting multi-stage IC receiver is called the coherent multi-
stage IC (COMSIC hereafter) receiver [28, 29]. The simplified structure of
the COMSIC receiver is illustrated in Fig. 12.22. The channel estimation-
and-interference replica generation unit (CEIGU) performs matched filtering
(de-spreading), channel estimation, tentative symbol decision, and interference
replica generation for each user. Interference replica generation and subtrac-
tion are done successively in decreasing order of the received signal powers
and hence, the accuracy of channel estimation can improve for lower ranked
users. Furthermore, the channel estimate is updated at successive stages for
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each user so that the accuracy of the channel estimation improves with the
stage number.

BER performance improvement is saturated at the stage. The mea-
sured average BER performance of an implemented 3-stage COMSIC receiver
(1.024 Mcps, SF = 16) is plotted in Fig. 12.23. As the average in-
creases, the average BER with the IC receiver monotonically falls, while that
with the MF receiver approaches an error floor. Even when users exist
(which equals the value of SF), an average BER below can be achieved
at the average per antenna of approximately 14 dB.

7.3 ADAPTIVE ANTENNA ARRAY
The conceptual structure of the adaptive antenna array receiver is illustrated

in Fig. 12.24. It directs beam nulls toward interference sources to maximize
the signal-to-interference plus background noise (SIR) of each user [30, 31,
32, 33, 34]. In the case of voice-only services, since the required SIR is the
same for all users, a large number of antenna elements are required and thus,
the application of the adaptive antenna array receiver is considered to be rather
impractical. This is the reason why the adaptive antenna array was mainly con-
sidered for TDMA mobile radio applications. However, it is also useful in the
multimedia DS-CDMA mobile radio because different users are transmitting at
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different data rates and the reduction of the interference power from high rate
users directly results in the capacity increase. Even the use of a small number
of antenna elements may significantly increase the capacity. Since the adaptive
antenna array requires very complicated signal processing, it was considered
impractical in the past. However, due to recent advancements in DSP technol-
ogy, the adaptive antenna array can be considered practical in a few years.

Figure 12.25 lists the criteria for generating optimum antenna beam former
weights [30]. There are basically two types: blind type and reference signal
based type. The constant modulus algorithm (CMA) is a well-known blind
algorithm that requires no reference signal; however, it has a drawback in that
any signal with the maximum received signal power can become the desired
signal. The reference signal based algorithm requires an accurate reference
signal. In W-CDMA, the reference can be extracted using the pilot channel.
There are three algorithms: minimum mean square error (MMSE), maximum
SIR, and minimum variance. The generated antenna weights using these dif-
ferent criteria are all given by the Wiener solution.

In the DS-CDMA, adaptive beam forming (space domain processing) and
Rake combining (time domain processing) must be considered. The optimal
solution is to combine adaptive beam forming and Rake combining functions;
however, this requires a high degree of complexity. A pragmatic solution is
to completely separate the adaptive beam forming and Rake combining func-
tions [34]. The structure of our developed coherent adaptive antenna array
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diversity is shown in Fig. 12.26. The antenna beams need to track only slow
changes in the arrival angles and the average powers of the desired and in-
terfering signals so that the average received SIR corresponding to each user
is maximized. It is the Rake combiner’s task to track the fast changes in the
received signals due to multipath fading and coherently combine the resolved
desired signal components to maximize the instantaneous SIR.

Since receive antenna beam forming does not involve instantaneous infor-
mation regarding the multipath channel parameters, the receive antenna weights
are carrier frequency-independent. This suggests that the transmit antenna
beam forming can be based on the receive antenna weights (however, appropri-
ate calibration due to RF circuit amplitude/phase differences among different
antenna branches is necessary). This makes it possible to adopt the adaptive
antenna array only at the cell site as shown in Fig. 12.27. On the reverse
link, both the beam former and Rake combiner are equipped at the base sta-
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tion, while on the forward link the beam former and the Rake combiner are
equipped at the base station and the mobile station, respectively.

The measured receive (reverse link) and transmit (forward link) antenna
beam patterns of the implemented antenna array receiver are plotted in Fig.
12.28 for W-CDMA (4.096 Mcps, ). Beam nulls can be directed to-
ward the interfering users. Average BER measurements confirmed that adap-
tive antenna array reception can work satisfactorily in a multipath fading en-
vironment and yields superior performance to antenna diversity reception, and
adaptive antenna array transmission improves the forward link performance.

8 CONCLUSION
Mobile radio communication systems are about to evolve into mobile multi-

media communications systems that can flexibly offer various types of Internet
services to mobile users. The third generation mobile communications system,
IMT- 2000, is expected to play an important role in this soon-to-arrive mobile
multimedia society. IMT-2000 systems will be based on wideband CDMA
technology. Up to a 2 Mbps data transfer rate will be available and content-
rich information comprising text and images will be transferred to mobile users
at a much faster rate with a much better representation compared to present 2G
mobile terminals with small, mono color screens. This is a significant advance-
ment.

Almost every decade, a new generation system has appeared. Based on this,
we predict that the fourth generation system will emerge around 2010. The
fourth generation system should be a broadband packet wireless system opti-
mized to the next generation Internet protocol, probably with maximum rates
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of more than 2 Mbps in a vehicular environment and 10-20 Mbps in stationary -
to-pedestrian environments [35]. However, this is quite a difficult technical
challenge since wireless channels become quite adverse due to dense multi-
path environments. The frequency bands for the fourth generation systems
will most likely lie above 5 GHz. We must remember that propagation loss is in
proportion to 2.6th power to the carrier frequency, i.e., Therefore, the
radio links are not only interference-limited but also severely power-limited.
The adaptive antenna array plays a key role in abating this power problem.
MAI (or collision) also limits the packet throughput, so packet interference re-
jection or employing a packet IC receiver is also an important technique. Due
to the micro/pico-cell structure, it is quite difficult for the fourth generation
system to provide nationwide coverage. Only high-traffic areas may be cov-
ered. Close cooperation with other systems, e.g., IMT-2000 system is thus,
necessary. This requires the so-called software radio technology to enable a
single mobile terminal to access both third and fourth generation systems. We
would like to emphasize that very difficult but interesting technical challenges
still wait for us in the coming years.
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Abbreviations and Acronyms

Numerical
1G First Generation
2G Second Generation
3G Third Generation
3G-GGSN GGSN for 3G system
3G-SGSN SGSN for 3G system
3G.IP Third Generation All IP Network
3GPP Third Generation Partnership Project

A
A/D Analog-to-Digital
AAA Authentication, Authorization and

Accounting
AAC Advanced Audio Coding
AAL ATM Adaptation Layer
AC 1) Alternating Current

2) Authentication Center
ACF Association Control Function
ADC A/D converter
ADPCM Adaptive Differential

Pulse Code Modulation
AGC Automatic Gain Control
AHS Automated Highway Systems
AMPS Advanced Mobile Phone System
ANSI American National Standards Institute
AP Access Point
APN Access Point Name
AR Access Router
ARP Address Resolution Protocol
ARIB Association of Radio Industries and

Businesses
ASIC Application Specific Integrated Circuit
ASK Amplitude Shift Keying
ATM Asynchronous Transfer Mode
ATSC Advanced Television Systems Committee
ATV Advanced Television
AWGN Additive White Gaussian Noise

B
BBU Baseband Unit
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BCJR Bahl, Cocke, Jelinek and Raviv
BEP Bit Error Probability
BER Bit Error Rate
BICM Bit-Interleaved Coded Modulation
BLAST Bell Labs Layered Space-Time
BPF Band Pass Filter
BPSK Binary Phase Shift Keying
BRAN Broadband Radio Access Networks
BS 1) Broadcast Satellite, 2) Base Station
BSC Base Station Controller
BSS 1) Base Station System

2) Basic Service Set
BST-OFDM Band Segmented OFDM
BTS Base Transceiver Station

CCD Charge Coupled Device
CCI Co-Channel Interference
CDMA Code Division Multiple Access
CDPD Cellular Digital Packet Data
CEIGU Channel Estimation-and-Interference

Replica Generation Unit
CFB-ROF Common Frequency Band Radio on Fiber
CH Correspondent Host
CL Convergence Layer
CMA Constant Modulus Algorithm
CMOS Complementary Metal Oxide

Semiconductor
COA Care of Address
COFDM Coded OFDM
COMSIC Coherent Multi-Stage Interference

Cancellation
CORBA Common Object Request Broker

Architecture
CPU Central Processing Unit
CRC Cyclic Redundancy Check
CRL Communications Research Laboratory
CS Control Station
CSI Channel State Information
CSMA/CA Carrier Sense Multiple Access

with Collision Avoidance

   

C
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D
D-GPS Differential GPS
DAB Digital Audio Broadcasting
DAT Digital Audio Tape
dB Decibel(s)
DC Direct Current
DCC DLC Connection Control
DDC Digital Down Converter
DECT Digital Enhanced Cordless

Telecommunications
DEQPSK Differentially Encoded QPSK
DFSK Double Frequency Shift Keying
DFT Discrete Fourier Transform
DHCP Dynamic Host Configuration Protocol
DL Downlink
DLC Data Link Control Layer
DOA Directions of Arrival
DOT Directions of Transmission
DPSK Differential Phase Shift Keying
DQPSK Differential QPSK
DS Direct Sequence
DS/CDMA (also DS-CDMA) Direct Sequence/Code Division

Multiple Access
DS/SS Direct Sequence/Spread Spectrum
DSP Digital Signal Processor
DSPH Digital Signal Processing Hardware
DSPS Digital Signal Processing Software
DTV Digital Television
DVB Digital Video Broadcasting
DVB-T Digital Video Broadcasting - Terrestrial

E
EAM Electroabsorption Modulator
EDGE Enhanced Data Rates for GSM Evolution
EEP Equal Error Protection
EGGSN Enhanced Gateway GPRS Support Node
EGPRS Enhanced GPRS
EPG Electronic Program Guide
ESGSN Enhanced Serving GPRS Support Node
ESPRIT Estimation of Signal Parameters

via Rotational Techniques
ESS Extended Service Set
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ETC Electronic Tall Collection
ETSI European Telecommunication

Standards Institute
ETSI SMG Special Mobile Group in ETSI
EU European Union
EVM Error Vector Magnitude

Energy per Information Bit to Interference
plus Background Noise Spectral Density
Energy per Bit to Noise Spectral Density

F
FA Foreign Agent
FC Frequency Converter
FDD Frequency Division Duplex
FDMA Frequency Division Multiple Access
FDP Frequency Domain Pilot
FEC Forward Error Correction
PER Frame Error Rate
FFT Fast Fourier Transform
FH Frequency Hopping
FIR Finite Impulse Response
FL Forward Link
FM Frequency Modulation
FN Foreign Network
FPGA Field Programmable Gate Array
FPLMTS Future Public Land Mobile

Telecommunication Systems
FSK Frequency Shift Keying
FWA Fixed Wireless Access

G
G3G Global 3G
GGSN Gateway GPRS Supported Node
GI 1) Group Identification, 2) Guard Interval
GII Guard Interval Insertion
GMSC Gateway Mobile Switching Center
GMSK Gaussian-filtered Minimum Shift Keying
GPRS General Packet Radio Service
GPS Global Positioning System
GR Gateway Router
GSIC Groupwise Serial Interference

Cancellation
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GSM Global Systems for Mobile
Communications

GSM-MAP GSM Mobile Application Part
GTP GPRS Tunneling Protocol
GaAs Gallium Arsenide

H
HA Home Agent
HD Hard Decision
HD-PIC Parallel Interference Cancellation

with Hard Decision
HDTV High Definition Television
HF High Frequency
HIPERLAN High Performance Radio Local

Area Network
HIPERLAN/1 HIPERLAN Type 1
HIPERLAN/2 HIPERLAN Type 2
HLR Home Location Register
HN Home Network
HTML HyperText Markup Language

I
IAPP Inter Access Point Protocol
IC Interference Cancellation
Ich In-Phase Channel
ICMP Internet Control Message Protocol
IDFT Inverse Discrete Fourier Transform
IDL Interface Definition Language
IEEE Institute for Electrical and

Electronics Engineers
IETF Internet Engineering Task Force
IF Intermediate Frequency
IFU IF Unit
i.i.d. independent, identically distributed
IIR Infinite Impulse Response
IMT-2000 International Mobile

Telecommunications 2000
IP 1) Internet Protocol

2) Information Provider
IPI Interpath Interference
IPv4 Internet Protocol version 4
IPv6 Internet Protocol version 6
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IS-136 Interim Standard 136
IS-54 Interim Standard 54
IS-95 Interim Standard 95
ISDB Integrated Services Digital Broadcasting
ISDB-C ISDB - Cable
ISDB-S ISDB - Satellite
ISDB-T ISDB - Terrestrial
ISI Intersymbol Interference
ISM Industrial, Scientific And Medical
ITS Intelligent Transport System
ITU International Telecommunication Union
ITU-R International Telecommunication Union

Radiocommunication  Sector
IVC Inter-Vehicle Communications

L
LAN Local Area Network
LBS Local Base Station
LD Laser Diode
LDTV Low Definition Television
LLC Logical Link Control
LMMSE Linear Minimum Mean Square Error
LMS Least Mean Square
LO Local Oscillator
LPF Low Pass Filter
LUT Look Up Table

M
MAC 1) Medium Access Control

2) Multiply and Accumulate
MAI Multiple-Access Interference
MCM Multi-Carrier Modulation
MEM Maximum Entropy Method
MExE ETSI’s Mobile Station Application

Exchange Environment
MF Matched Filter
MFB Matched Filter Bound
MEN Multi Frequency Network
MH Mobile Host
MIL Multi-stage Interleaver
MIPS Million Instructions per Second
ML Maximum Likelihood
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MLS Multimedia Lane and Station
MLSD Maximum Likelihood Sequence Detector
MMIC Monolithic, Microwave Integrated Circuit
MMSE Minimum Mean Square Error
MNRP Mobile Network Registration Protocol
MOTIVATIVE Mobile Television and

Innovative Receiver
MPEG Moving Picture Experts Group
MPT Ministry of Posts and

Telecommunications
MRC Maximal Ratio Combining
MS  1) Mobile Station, 2) Mobile Subscriber
MSC Mobile Switching Center
MT Mobile Terminal
MUD Multiuser Detection
MUSIC Multiple Signal Classification

N
NTD Network Terminating Devices
NTSC National Television System Committee
NTT Nippon Telegraph and Telephone
NW Network

OFDM Orthogonal Frequency Division
Multiplexing

OSI Open Systems Interconnection
OVSF Orthogonal Variable Spreading Factor

P
P/S Parallel-to-Serial
PAM Pulse Amplitude Modulation
PCF Packet Control Function
PCS Personal Communication Services
PD Photo Detector
PDC Personal Digital Cellular
PDC-P PDC-Packet
PDCP Packet Data Convergence Protocol
pdf probability density function
PDP Packet Data Protocol
PDSN Packet Data Serving Node
PDTCH Packet Data Traffic Channel

O



PDU
PHS
PHY
PIC
PN
PPP
PRBS
PRS
PSK
PSTN

Q
QAM
Qch
QoS
QPSK

R
RAC
RADIUS

RAN
RARP
RF
RFU
RL
RLC
RLP
RLS
RMS
RNC
ROF
RRC
RS
RSC
RVC
RX

S
S-WMF
S/P
SD

Abbreviations and Acronyms 301

Packet Data Unit
Personal Handy-phone System
Physical Layer
Parallel Interference Cancellation
Pseudo Noise
Point-to-Point Protocol
Pseudo-Random Binary Sequence
Partial Response Signaling
Phase Shift Keying
Public Switched Telephone Network

Quadrature Amplitude Modulation
Quadrature-Phase Channel
Quality of Services
Quaternary Phase Shift Keying

Radio Access Control
Remote Authentication Digital
In User Service
Radio Access Network
Reverse ARP
Radio Frequency
RF Unit
Reverse Link
Radio Link Control
Radio Link Protocol
Recursive Least Squres
Root Mean Square
Radio Network Controller
Radio on Fiber
Radio Resource Control
Reed Solomon
Recursive Systematic Code
Road-Vehicle Communications
Receiver

Spatially Whitened Matched Filter
Serial-to-Parallel
Soft Decision
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SD-IC

SD-PIC

SDMA
SDR
SDTV
SF
SFN
SGSN
Si
SIC
SIG
SIR
SNDCP

SNR
SS7
ST-WMF

ST-TF
STBC
STC
SWAP

T
T-WMF
TACS
TBF
TC-8PSK
TCM
TCP/IP

TD-CDMA
TDD
TDL
TDMA
TDP
TFI
TFT
TG8/1
TIA

Interference Cancellation
with Soft Decision
Parallel Interference Cancellation
With Soft Decision
Space Division Multiple Access
Software Defined Radio
Standard Definition Television
Spreading Factor
Single Frequency Network
Serving GPRS Support Node
Silicon
Serial Interference Cancellation
Special Interest Group
Signal-to-interference Power Ratio
Sub-network Dependent
Convergence Protocol
Signal to Noise Power Ratio
Signaling System No. 7
Spatially and Temporally Whitened
Matched Filter
Spatial and Temporal Transmission Filter
Space Time Block Code
Space-Time Coding
Shared Wireless Access Protocol

Temporally Whitened Matched Filter
Total Access Communication System
Temporary Block Flow
Trellis Coded 8PSK
Trellis Coded Modulation
Transmission Control Protocol and
Internet Protocol
Hybrid TDMA/CDMA system
Time Division Duplex
Tapped Delay Line
Time Division Multiple Access
Time Domain Pilot
Temporary Flow Identifier
Traffic Flow Template
Task Group 8/1
Telecommunications Industry Association



TMCC

TPC
TX

U
U-NII

UDP
UEP
UL
UML
UMTS

USB
USF
UTRA
UTRAN
U WC-136

V
VD
VICS

VLR
VSB
VoIP

W
W-CDMA
WAP
WARC
WLAN
WMF
WMSA
WRC

Y
YRP

Z

Abbreviations and Acronyms 303

Transmission and Multiplexing
Configuration Control
Transmit Power Control
Transmitter

Unlicensed National Information
Infrastructure
User Datagram Protocol
Unequal Error Protection
Uplink
Unified Modeling Language
Universal Mobile
Telecommunication Systems
Universal Serial Bus
Uplink State Flag
UMTS Terrestrial Radio Access
UMTS Terrestrial Radio Access Network
Universal Wireless Communication 136

1) Viterbi Decoder, 2) Viterbi Detector
Vehicle Information and
Communication Systems
Visitor Location Register
Vestigial Side Band
Voice over IP

Wideband CDMA
Wireless Application Protocol
World Administrative Radio Conference
Wireless LAN
Whitened Matched Filter
Weighted Multi-Slot Averaging
World Radiocommunication Conference

Yokosuka Research Park
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ZF Zero-Forcing



Index

Numerical
16QAM, 258
1G system, 267
2G system, 267
3-step cell search algorithm, 275
3G system, 269, 273–274
3G-SGSN, 241–242
3GPP, 224
4G system, 212
64QAM, 258
8-PSK, 74
8VSB, 253

A
A/D converter, 132, 136, 138, 149, 189, 191
AAA, 225
AAC, 259
AAL, 242
Absorption factor by oxygen, 176
Access point, 206, 209
Ad hoc network, 205–206, 209, 211
Adaptive antenna array, 148–149, 277, 285, 287,

291
Adaptive beam forming, 288
Adaptive equalizer, 154
Adaptive tapped delay line antenna array, 149, 155,

158
ADPCM, 196
Aerospace technology, 148
AGC, 132, 191, 255
Agent advertisement, 219, 225, 228–229
Agent discovery, 219, 225
Agent solicitation, 219
Aging effect, 136
Aliasing, 136
Allowable power increase factor from the

background noise, 284
AMPS, 267, 274
Angle spectrum, 8

Angle-of-arrival of multipath, 4, 7, 11, 18
Angular constriction, 4,10
Angular profile, 151
Angular spread, 4, 10, 17
ANSI-41, 274
Antenna beam pattern, 290
Antenna directivity, 148
Antenna diversity, 69, 73, 272
Aperture jitter, 139
Applebaum array, 153
ARIB, 271
ARP cache, 229
ARP reply, 220
ARP,  220, 229
ASIC, 140
ASK, 174
Association control function, 209
Asynchronous data channel, 210
ATM adaptation layer, 242
ATM Forum, 208
ATM network, 209
ATM transport, 241
ATM, 208
ATSC, 253, 255
ATV, 253
AT&T’s Advanced Cellular Internet Service, 45
Authentication center, 226
Authentication, 217, 225
Automated highway system, 172
Automatic routing, 205
Average fade duration, 18
Average-to-peak transmission rate, 284
AWGN channel, 62, 67, 72, 76
Azimuthal angle, 4
Azimuthal angle-of-arrival, 8
Azimuthal direction of maximum fading, 11

B
Backoff mechanism, 207
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Base station controller,  217
Base station, 217
Base transceiver station, 99, 217
Baseband unit, 189
Basic service set, 207
BCJR algorithm, 62
Beam null, 290
Beam side-lobe, 285
Beamforming, 98
BER-floor, 74
Best effort data service, 225, 233, 239
Binary FM, 210
Binding acknowledgement, 222
Binding cache entry, 222–223
Binding request, 223
Binding update message, 221–223
Bit-Interleaved Coded Modulation, 64
BLAST, 45
Blind algorithm, 118
Blind rate detection, 274, 279
Blind Synchronization Approach, 90
Blind type beam forming, 288
Block equalization approach, 106
Block-coded modulation, 69
Block-fading channel, 64, 72
Block-Hamming distance, 72
Bluetooth Special Interest Group, 206, 210
Bluetooth, 202, 205, 212
BPF, 132
BPSK, 111
BRAN, 208
Broadband access, 44
Broadband service, 24
BST-OFDM, 259
Built-in capabilities, 204

Cable link, 205
Cable modem, 204
Care-of address, 219–220
CDMA, 98, 132, 149
Cdma2000, 45, 98, 216–218, 230–231, 242,

272–273
CdmaOne, 98
CDPD, 231
Cell search time, 275
Cell-based convergence layer, 209
Cellular core network, 217
CFB-ROF, 183
Channel coding with frequency offset, 29
Channel coding with phase sweeping, 29
Channel coding, 285
Channel estimation, 286
Channel impulse response, 6, 99, 107
Channel inversion, 77
Channel modeling, 4
Channel state information, 32, 34, 40, 67, 70

Channel transfer function, 118
Chernoff bound, 70–71
Chip equalizer, 117–118
Chromatic dispersion of the single mode fiber, 182
Circuit switching, 210
Clarke’s autocorrelation model, 114
Clarke’s correlation function, 113
Close-ended TBF, 235
CMOS, 138
Co-channel interference, 148, 158, 216, 253
Code diversity, 69, 71–72, 76
Code vector, 34
Coding gain, 30, 32
COFDM, 247
Coherent detection, 277
Coherent multi-stage interference cancellation

receiver, 286
Coherent Rake combining, 285–286
Coherent Rake receiver, 277
Collision, 291
Common Frequency Band Radio On Fiber, 181
Communication theory, 149
Complex phasor, 5
Concatenated coding, 280
Constant modulus algorithm, 148, 153, 288
Constant-rate system, 65
Consumer electronic industry, 204
Contour map, 187
Control station, 172
Convergence layer, 209
Convolutional coding, 280–281
Cooling equipment, 139
CORBA, 143
Correspondent host, 219
Cosec-squared beam pattern, 187
CRC, 279
CSMA/CA, 207–209
Cubic spline-based interpolation, 88
Cutoff rate, 63
Cyclostationary, 118

D
D-GPS, 175
D/A converter, 189–190
DAB, 246
Data link control layer, 208–209
Data location response, 228
Data location update, 228
Data modulation, 275
DC offset problem, 138
Decision feedback equalizer, 256
Decision-feedback interference cancellation

receiver, 286
Decoding delay, 64
DECT, 209
Dedicated pilot channel, 274, 277, 286
Delay bound, 216

C
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Delay diversity, 28, 30, 34
Delay profile, 84, 151
Delay spectrum, 6
Delay spread, 89
DEQPSK, 95
DFT window duration, 90
DFT window, 86
DFT, 82, 148, 154, 246–247
DHCP, 220
Differential detection, 74
Digital audio broadcasting, 82
Digital signal processing hardware, 189
Digital signal processing software, 189
Digital signal processing, 173
Direct conversion software-defined radio, 137
Directions of arrival, 148, 151, 155
Directions of transmission, 160
Discontinuous transmission, 279
Discrete impulse response, 93
Discrete-time model, 117
Diversity gain, 18, 32
Diversity switching, 174
Diversity, 25, 65, 154
DLC connection Control, 209
DOA estimation, 148
Doppler power spectrum, 84
Doppler spectrum, 8
Doppler spread, 8
Double sector channel model, 15
Down-converter, 149, 189
Downlink, 98
DQPSK, 258, 260
DS/CDMA, 25, 116, 158, 267, 271–272
DS/SS, 89, 98, 135, 207
DSP, 132, 140, 149, 173, 189, 197
DTV, 256
DVB-T, 246–247, 250, 258, 261
Dynamic range, 138
Dynamic TDMA, 209

E

EDGE, 212, 216, 238
EGPRS, 217, 238
Electroabsorption modulator, 181
Electronic newspaper, 252
Electronic program guide, 252, 258
Encapsulated IP packet, 219
Equal error protection, 66
Equal gain combining, 26
Equalizer impulse response, 110, 116
Equalizer, 25
Error control protocol, 209
Error events, 71
Error vector magnitude, 182
Error-control code, 62
ESPRIT, 148

ETC, 172, 183, 193
ETSI SMG2, 240
ETSI, 208, 272
Euclidean distance, 69, 71, 75
Extended service set, 207

F
Fading code, 77
Fading rate variance, 7
Fading, 62
Fast TPC, 278, 280, 285
FDD multi-carrier, 273
FDD single-carrier, 273
FDD, 159, 271
FDMA, 149, 267
FEC, 210, 247, 253
FER, 278
FH/SS, 135, 207, 209–211
Field synchronization, 254
FIR filter, 107–108, 141
Firewall, 220
Fixed wireless access, 51
Flat Rayleigh fading channel, 66, 69, 72, 75
Flat-fading, 19
FM, 267
Foreign agent, 219
Foreign IP address, 219
Foreign network, 219
Forward link, 98, 272, 275, 280, 285
FPGA, 140, 149, 173, 189, 197
FPLMTS, 271
Frequency diversity, 25
Frequency domain pilot, 87
Frequency hopping, 25
Frequency offset compensation, 85
Frequency offset, 85, 90
Frequency selective fading, 271
Frequency selectivity, 4, 6, 83, 276
Frequency transfer function, 94
Frequency translation, 132
FSK, 174
Full-download-type software radio system, 189,

197
FWA, 24

G
G3G, 276
GaAs, 138
Gallager’s algorithms, 63
Gateway GPRS support node, 233
Gateway router, 226, 229
Gauss-Seidel iteration, 104–105
Gaussian approximation of the interference term,

112
Gaussian code, 65
General-purpose FPGA, 141
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Generalized Nyquist criterion in space and time
domains, 153

Geolocation-based service, 211
Ghost, 247
GI code, 276
GMSC, 241
GPRS backbone network, 233
GPRS tunneling protocol, 233
GPRS, 212, 224, 231
GPS, 193, 275
Group code, 40
Group identification, 276
Groupwise serial interference cancellation, 105
GSM phase 2 standard, 233
GSM, 25, 132, 212, 267, 274
GSM-MAP, 274

Guard interval, 83, 246–247

H
Hadamard-Walsh code, 277
Hamming distance, 69–71, 75
Hamming weight, 70
Hard decision, 49, 105
HDTV, 249, 253, 256–257, 259
Hermitian transpose, 93
Hierarchical modulation, 260
Hierarchy, 141
HIPERACCESS, 208
H1PERLAN, 202, 208
HIPERLAN/1, 208
HIPERLAN/2, 204, 208
HIPERLINK, 208
HLR, 224, 233
Home address, 219
Home agent, 219
Home electronic device, 204
Home network, 204, 218–219
HomeRF consortium, 204
HomeRF, 202, 204
Horn antenna, 176
Hot spot service, 212
HTML, 266

I
I-mode service, 264, 266, 268
ICMP, 219
IDL, 143
IEEE 802.11, 202–203, 206, 209
IEEE 802.11a, 204, 207
IEEE 802.l1b, 204, 207
1ETF, 208, 218, 220, 224
IF unit, 189
IF-sampled software-defined radio, 136
Impulse response, 94
IMT-2000, 98, 216, 264, 269, 271
Infinite-depth interleaving, 70

Information outage rate, 65
Infrared link, 205
Infrastructure network, 207
Inner code, 280
Intentional multipath, 28
Inter access-point protocol, 207
Inter-cell asynchronous operation, 274–275
Inter-cell synchronous system, 275
Inter-domain mobility, 225
Inter-subcarrier interference, 85
Inter-symbol interference, 148, 246
Inter-technology mobility management, 212
Inter-technology mobility, 212
Inter-vehicle communication, 172
Interference cancellation, 103, 277, 285
Interference reduction technique, 284
Interference replica generation, 286
Interference replica subtraction, 286
Interference-limited, 277–278, 283, 291
Interleaver, 29, 64, 69, 279
Interleaving delay, 25, 64
Internet service, 265, 271
Internet traffic, 265
Internet, 204, 231
Interoperability between standards, 210
Interpath interference, 116
Intersystem-roaming, 211
Interworking function, 231
Intra-domain mobility, 225
IP address, 218, 226
IP network, 217
IP routing, 218, 220
IP, 208
IP-based backbone, 238
IP-based core network, 217
IP-based network, 217
IPv4, 218, 221, 234
IPv6 routing protocol, 223
IPv6, 218–219, 222,234
IS-136,45,217,272
IS-54, 40
IS-95,98, 182, 267, 272, 274–275
ISDB-C, 257
ISDB-S, 257
ISDB-T, 256–258, 261
ISI, 116, 271
ISM band, 98, 134, 202, 207, 209–210
Iterative decoding, 62, 279
ITS multiple service network, 181
ITS, 172
ITU, 142, 264, 271–272
ITU-R Vehicular-B fading channel model, 280
ITU-R, 272

J
Jacobi-type iteration, 104–105
Jakes, 18

GTP,  241
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Jbits tool, 141
Joint detection, 272

L
Laser diode, 182
Laser radar, 175
LDTV, 249
Level-crossing rate, 18
Linear combining, 26
Linear interference suppression Altering, 106
Linear interpolation, 88
Linear multiantenna multiuser equalizer, 103, 106
Linear multiuser equalization, 106
Linear type multi-user interference cancellation,

285
Link layer address, 220
LMMSE chip equalizer, 120
LMMSE equalizer, 103, 108
LMS algorithm, 148, 153, 256
Local base station, 181
Location management, 217
Logical link control, 234
Long spreading code, 285
LPF, 132
LU factorization, 94
LUT-based FPGA, 141

M
M-ary DPSK, 83
M-ary QAM, 83
MAC layer, 206, 208–209
MAC protocol, 209
MAC, 216, 231
Managed network, 209
Manchester-DFSK, 174
Matched filter bound, 113
Matched filter, 100, 154, 275
Maximal-ratio combining, 27, 69, 71, 74, 102, 106
Maximum Doppler frequency, 84
Maximum likelihood sequence estimation, 154, 161
Maximum SIR, 288
Mean power delay profile, 6
MEM, 148, 154
MExE, 143
MFN, 247, 250, 261
Micro cell, 172,291
Millimeter-wave, 172–173
Minimum Euclidean distance, 69, 156
Minimum free Hamming distance, 76
Minimum Hamming distance, 71–72
Minimum mean squared error equalizer, 107
Minimum variance, 288
ML decoding, 37
MMIC, 138, 174
MMSE combining, 27
MMSE interference suppression, 41, 43, 48–49
MMSE, 153, 288

Mobile DVB-T, 252
Mobile host, 218–219
Mobile IP Ad-Hoc group, 224
Mobile IP registration, 225
Mobile IP Working Group, 224
Mobile IP, 218–219, 224–225
Mobile network registration protocol, 231
Mobile reception, 260
Mobile station, 209
Mobile terminal, 207
Mobility agent, 219
Mobility management, 217, 227
Mobility protocol, 218
Mobility, 25, 202
Modem, 204
Modified Hadamard transformation, 277
Modularity, 141
Modulation analyzer, 182
Monte-Carlo computer simulation, 112
MOTIVATE, 250, 252
MPEG-2, 66, 254, 257
MSC, 241
Multi channel broadcasting, 260
Multi-carrier modulation, 82
Multi-mode terminal, 182
Multi-rate transmission, 269, 271, 274
Multi-stage interleaver, 274, 280
Multi-user detection, 285
Multi-user interfernence cancellation, 285
Multimedia lane and station, 188
Multimedia society, 264
Multimode terminal, 211
Multipath channel, 247
Multipath shape factor, 9
Multipath, 62
Multiple piconet structure, 210
Multiple-access interference, 98, 109, 276–277,

291
Multistage interference cancellation receiver, 104,

286
Multiuser detection, 98
Multiuser maximum-likelihood sequence detector,

102
Multiuser receiver, 158
MUSIC, 148, 154

N
Near-far problem, 77, 277
Near-zero IF frequency, 137
Near-zero intermediate frequency technology, 137
Network layer message, 225
Network terminating device, 24
Noise spectral density, 71
Non-coherent detection, 277
Non-linear replica generation, 286
Non-linear type multi-user interference

cancellation, 285
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Non-linearity distortion problem, 138
Non-Ungerboeck systems, 75
Noncoherent orthogonal demodulation, 279
NTSC, 253, 256
NTT, 267
Nyquist criterion in space and time domains, 152
Nyquist filter, 89
Nyquist sampling, 136

OFDM, 51, 82, 207, 209, 246–247
Omnidirectional propagation, 11
Omuni-directional antenna, 155
On-line shopping, 265
On-line trading, 265
Open-ended TBF, 235
Open-loop TPC, 272
Optical fiber cable, 172
Optical gyroscope, 175
Orthogonal Gold code, 277
Orthogonal matched filter, 285
Orthogonal spreading, 276
OSI model, 208
Outer cell interference-to-own cell interference

power ratio, 284
Outer code, 280
Outer loop control, 278
OVSF code, 274–275

P
Packet buffering, 216
Packet classification, 216
Packet control function, 217
Packet data protocol, 233
Packet data traffic channel, 235
Packet interference cancellation receiver, 291
Packet interference rejection, 291
Packet scheduling, 216
Packet switching, 210
Packet tunneling, 219
Packet-based convergence layer, 209
Packet-based IP network, 216
Packet/cell-based architecture, 217
Pairwise error probability, 70–71
PAM, 38
Parallel concatenation, 62, 279
Parallel interference cancellation receiver, 104
Parallel transition, 75
Parameter-controlled-type software radio system,

193, 197
Partial response signaling, 159
Path diversity, 25
PC industry, 204
PCS, 24, 270
PDC, 182, 264, 267
PDC-Packet Network, 266
PDCP, 241

PDP address, 237
PDSN, 231
PDTCH, 235
PDU, 235
Peak rate, 216
Pencil beam pattern, 187
Penetration rate, 264
Phased array, 149
Phasor transform, 5
Photo detector, 181
PHS, 182–183, 193, 264
Physical layer, 206, 208–209
Pico cell, 291
Piconet, 210
Pilot-tone detection, 74
PNcode, 174
Point-to-multipoint connection, 210
Point-to-point connection, 210
Polarization diversity, 25
Polling, 235
Power back-off, 82
Power delay profile, 282
Power rise factor due to fast TPC, 284
Power-limited, 283, 291
PPP, 231
Propagation path characteristics for IVC, 173
Proxy ARP, 219–220
Pseudo-omnidirectional, 12
Pseudo-random binary sequence, 86
PSK, 39, 52, 73, 174
PSTN, 210
Public IP network, 217

Q
QAM, 39, 52, 87, 174, 260
QoS class, 237
QoS services, 238
QoS, 216, 231
QPSK, 258
Quadrature demodulator, 191
Quasianalytic BEP evaluation, 112

R
Radar, 148
Radio access bearer request, 242
Radio access controllers, 217
Radio link control protocol, 209
Radio link protocol, 226, 231
Radio network controller, 241
Radio on fiber, 172
Radio resource control, 209
RADIUS, 231
Rake combining, 271, 280, 288
Rake receiver, 25, 274
Random FM noise, 83
Random spreading, 276

O
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Rayleigh fading channels, 18
Receive diversity, 25, 98
Received radio frequency voltage, 5
Recursive systematic code, 279
Reed-Solomon code, 247, 254, 280
Reference signal based type beam forming, 288
Reflection coefficient of the pavement, 176
Repetition code, 34, 72
Required reduction technique, 285
Resolution of A/D converter, 138
Resource allocation, 231
Resource reservation, 216–217
Reverse ARP, 220
Reverse link capacity, 284
Reverse link, 99, 272, 280, 285
Reverse tunneling, 220
RF unit, 189
Rice factor, 69
Rice fading channel, 76
RLC/MAC, 235
RLS algorithm, 148, 153, 256
RMS delay spread, 4, 6, 84
Road-vehicle communication, 172
Roaming, 212
Route optimization protocol, 221
Routing header, 223
Routing information, 222

Routing, 216
RS code, 46, 52
RTT, 272

Schwarz’s inequality, 155
Scramble code, 275
Scrambling code, 118
SDMA, 148
SDR Forum, 142
SDTV, 249, 257, 260
Second-order statistics of small-scale fading, 12
Sector channel model, 14
Segment synchronization, 254
Selection diversity, 25
Serial interference cancellation receiver, 104
Serving GPRS support node, 233
SF, 281
SFN, 247, 250, 253, 257–258, 260–261
Short-range radio technology, 202
Short-term avarage BER, 283
Si, 138
Signature signal, 98
Single-user detection, 285
Singleton Bound, 72
SIR-based TPC, 274, 278
Small-scale fading statistics, 10
Small-scale fading, 4
Smart antenna, 149
Soft decision Viterbi decoder, 76, 281

Soft decision, 38, 49, 105
Soft handoff, 241–242, 271
Soft-in/soft-out decoder, 280
Softer handoff, 271
Software antenna, 149
Software radio, 149, 163, 173, 182, 211, 291
Software-defined radio, 132
Software-radio-specific ASIC, 141
Solicitation message, 225
Space diversity, 25, 98, 177
Space domain processing, 288
Space-time block code, 35
Space-time coding, 30
Space-time trellis code, 32, 35
Spatial and temporal channel modeling, 151
Spatial and temporal coding, 163
Spatial and temporal communication theory, 149,

163
Spatial and temporal equalization, 154
Spatial and temporal multipath channel, 152
Spatial and temporal signal processing, 148
Spatial and temporal transmission filter, 161
Spatial correlation, 30
Spatial domain processing, 148
Spatial frequency spectrum, 154
Spatial selectivity, 4, 6–7
Spatial WMF, 155

Spatial-temporal structure, 30
Spatially and temporally optimized multiuser

receiver, 158
Spatially and temporally whitened matched filter,

155
Spatio-temporal characteristics of the multipath

channel, 4
SpeakEASY, 132
Spectral analysis in the space domain, 148
Spreading factor, 98, 277
SS7, 226
Standby time, 269
Stationary-to-pedestrian environments, 291
Steering vector, 155
Stochastic wireless channels, 4
Sub-net mask, 228
Subcarrier recovery, 93
Subcarriers, 83
Subnetwork dependent convergence protocol, 234
Superconductor, 139
Superheterodyne, 135
SWAP, 209
Switch-and-stay, 174
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