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PREFACE

A survey of physical scientists, made several years ago, indicated the
need for a comprehensive reference book on the fundamental formulas of
mathematical physics. Such a book, the survey showed, should be broad,
covering, in addition to basic physics, certain cross-field disciplines where
physics touches upon chemistry, astronomy, meteorology, biology, and
electronics.

The present volume represents an attempt to fill the indicated need.
I am deeply indebted to the individual authors, who have contributed time
and effort to select and assemble formulas within their special fields. Each
author has had full freedom to organize his material in a form most suitable
for the subject matter covered. In consequence, the styles and modes of
presentation exhibit wide variety. Some authors considered a mere listing
of the basic formulas as giving ample coverage. Others felt the necessity
of adding appreciable explanatory text.

The independence of the authors has, inevitably, resulted in a certain
amount of overlap. However, since conventional notation may vary for the
different fields, the duplication of formulas should be helpful rather than
confusing.

In the main, authors have emphasized the significant formulas, without
attempting to develop them from basic principles. Apart from this omission,
each chapter stands as a brief summary or short textbook of the field repre­
sented. In certain instances, the authors have included material not
heretofore available.

The book, therefore, should fill needs other than its intended primary
function of reference and guide for research. A student may find it a
handy aid for review of familiar field or for gaining rapid insight into the
techniques of new ones. The teacher will find it a useful guide in the broad
field of physics. The chemist, the astronomer, the meteorologist, the
biologist, and the engineer should derive valuable aid from the general
sections as well as from the cross-field chapters in their specialties. For
example, the chapter on Electromagnetic Theory has been designed to meet
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Vi PREFACE

the needs of both engineers and physicists. The handy conversion factors
facilitate rapid conversion from Gaussian to MKS units or vice versa.

In a work of this magnitude, some errors will have inevitably crept m.
I should appreciate it, if readers would call them to my attention.

DONALD H. MENZEL

Harvard College Observatory
Cambridge, Mass.
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Chapter 16

GEOMETRICAL OPTICS

By JAM E S G. B A K E R

Research Associate of Harvard College Observatory,

1. General Considerations

1.1. Geometrical optics and wave optics. Light energy is propagated
through an optical instrument i~ the form of a wave motion. Nevertheless,
as a consequence of several important theorems, we can, for many purposes,
regard light as traversing homogeneous isotropic media in straight lines.
In heterogeneous isotropic media light is propagated as a normal congruence
of rays in which the direction of motion lies along the normal to the wave
front at any given point. In the most general case, i.e., heterogeneous
anisotropic media, the direction of motion may be inclined to the wave
front. By dealing with a geometry of lines rather than of waves, one can
achieve considerable simplification. From this point of view the true wave
nature of light enters as a necessary correction to the results of geometrical
optics.

1.2. Media. Light travels through a vacuum in straight lines at a
constant velocity irrespective of color. In material media the speed of
light changes to a smaller value and becomes dependent on color. In the
process the frequency v and hence the quantum energy hv remain unchanged.
The effect of a medium on light is usually characterized by the index of
refraction, which in the most generai case is a function of position, direction,
and frequency.

1.3. Index of refraction. Let n be the index of refraction,
velocity of light in vacuo, and v the velocity of light in the medium.

c vA A
n = - = - = - or A= nA

v v A'

where A' is the wavelength in the medium.

365

c the
Then

(1)
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(2)

for successive media; n = 1 for a vacuum.

104. Interfaces. Various kinds of physical media exist. Those of most
general use are the transparent homogeneous isotropic substances, which
include glass, synthetic resins, cubic crystals, etc. The most usual kinds of
anisotropic media in optical applications come from uniaxial and biaxial
crystals. Strain introduced mechanically or electrically may alter isotropic
substances into anisotropic media.

Because of the physical nature of media, there must exist boundaries or
interfaces between media. When this interface is a matte surface, the resulting
reflection of light is called diffuse. When the interface is smooth and con­
tinuous, the resulting reflection or refraction of light is termed regular or
sometimes specular.

One should note that the physical properties of material media are all a
function of temperature. In detailed calculations the effect of temperature
must be considered. One should also note that the usual optical instrument
is immersed in air, and that the observed indices of refraction of optical glass
and crystals are often referred to air under designated conditions.

(1)
sin2 (i - r)
sin2 (i + r)

1.5. Refraction and reflection. The Fresnel formulas. When a ray
of light passes from one medium into another at a smooth interface, the light
energy divides into two parts, one a reflected ray, and the other a refracted ray.
Within a narrow region of disturbance on each side of the interface, secondary
wavelets are formed in the backward direction, and a certain amount of
energy is returned to the first medium as the reflected ray. The remaining
energy goes into the refracted ray in the second medium. Both transmitted
and reflected rays are partially polarized in a manner dependent on the angle
of incidence and on the angle of refraction, which are the angles between the
ray and normal in the respective media. (Cf. § 1.13.)

For light polarized in the plane of incidence (magnetic vector in the plane
of incidence)

(2)

and for light polarized in a plane perpendicular to the plane of incidence

1 tan2 (i - r)
10 tan2 (i + r)

where 1 is the intensity of the reflected beam, and 10 the intensity of the
incident beam.
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When the light is unpolarized

1 sin2 (i - r) +~ . tan2 (i - r)
2 sin2 (i + r) 2 tan2 (i + r)

For normal incidence whether the light is polarized or unpolarized

(3)

(4)1 (n' - n)2
10 = n' + n

This formula may be used as an approximation for unpolarized light up to
as much as 50 degrees off the normal.

At Brewster's angle, defined by i = tan-1 n' jn, the intensity of the reflected
light vanishes for light polarized in a plane perpendicular to the plane of
incidence, i.e., tan2 (i + r) = roo For unpolarized incident light at Brewster's
angle, the intensity of the reflected light, which is now 100 % polarized with
its electric vector perpendicular to the plane of incidence, becomes

1 _ 1 . 2' _ 1 'n'2 - n2) 2
1

0
- 2 sm (t - r) - 2 (n'2 + n2

If the incident light is already 100 % polarized at Brewster's angle,

~ = (n'2 _ n2)2
10 n'2 + n2

(5)

(6)

In the latter case for n'jn = 1.5, 1 f"'-' 15 %of10 , For n'jn = 1.8, If"'-' 28 %
of 10,

1.6. Optical path and optical length. Consider a curve S through
any medium, either homogeneous or heterogeneous, along which light is
known to travel between points Zl and Z2' The time of transit of the light
is given by the line integral

or

fZ2 ds 1 J'Z2 dt= -=- ns
Zl V C Zl

- fZ2
ct =L = nds

Zl

(1)

The length L is called the optical length of the path, as opposed to

fZ2
ds,

Zl

which is the geometrical length; L is equal to the geometrical length the light
would have traveled in a vacuum in the same time interval.

In a homogeneous medium a geometrical length s has an associated optical
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length L = ns. Where light travels through a succession of discrete homo­
geneous media,

where s is the straight line distance along the path between interfaces.

1.7. Fermat's principle. Light passing through a medium follows a
path for which the optical length or time of transit is an extremum, i.e.,
independent of first-order iefinitesimal variations of path. The time is said
to have a stationary value, and usually is either a maximum or minimum.

where n is a function of the space coordinates. Similarly,

'OL = 8 fZ2

nds = 0
Zl

(1)

(2)

defines the particular path between ZI and Z2' For discrete media

'OL = 8~ nisi = 0 (3)

1.8. Cartesian surfaces and the theorem of Malus. Consider a
meridian cut C of an interface. The surface C is to be so chosen that for
every point on it in 3~space,-L = ""-+-11'S' = constant between a given
point P in the first medium of index nand P' in the second medium of
index n'. This surface clearly satisfies 'OL = 0 and the higher order dif­
ferentials are all zero. Hence any ray emitted by PI that strikes C will
find its way through P'. Hence P' is an image point of the object point P.

For a single ray originating at P and refracted through P' by a refracting
surface S, where P' is not necessarily an image point, a Cartesian surface C
may be considered tangent to S at the point of intersection of the retracted
ray with S. By simple construction one can then determine whether the
higher order differentials of a neighboring path between P and P' are positive
or negative with respect to C where they are zero. If the curve S is more
convex than C toward the less dense medium, L will be found to be a maxi­
mum.

Theorem of Malus. A system of rays normal to a wave front remains
normal to a wave front after any number of refractions and reflections. That
is, a normal congruence remains a normal congruence.
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The combined principles of Fermat and Malus lead to the conclusion
that for conjugate foci

is a constant between object and image points, irrespective of the ray.
A Cartesian surface holds for a point object, point image, and a single

interface, defined by ns + n's' = constant. Where reflection is involved,
the surface is of the second degree and is therefore a conic section. For
refraction the Cartesian surface is of the fourth degree, and its meridian
cut is called the Cartesian oval. When one point lies at infinity, the surface
degenerates into a second degree surface.

1.9. Laws of reflection. Let A, fL, v be the direction cosines of a ray
before reflection by a surface S, and A', fL', v' the direction cosines of the
reflected ray. From the variation principle one can show that

or

A+ A' =]l
fL + fL' =]m
v + v' =]n

A+ A' fL + fL'
--l- m

v +v'
n

l (I)

(2)

where l, m, n are the direction cosines of the normal to S at the point of
reflection of the ray. Also

] = 2~ lA = 2~ lA' = 2 cos i = 2 cos i'

i == i'; D = 2i
where D is the deviation.

(3)

(4)

A fL v ;

A' fL
, v'i =0

l m n !

I

(condition of coplanarity) (5)

The reflected ray therefore lies in the plane of the normal and incident ray.

1.10. Laws of refraction. Let A, fL, v be the direction cosines of a ray
before refraction by a surface S, and A', fL', v' the direction cosines of the
refracted ray. Again from the variation principle one can show that

nA - n'A' =]l
n,u - n'fL' = ]m
nv - n'v' =]n

l (1)
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or
nA - n'A'

, ,
nv-nv

n
(2)

where i, m, n are the direction cosines of the normal to S at the point of
refraction. Also

J = n cos i - n' cos r

p = n2+ n'2 - 2nn' cos (i - r)

= n2+ n'2 - 2nn' cos D

where D is the deviation.
cos D = ~ AN

(3)

(4)

(5)

A fL
, A' ,

fL
I i m

v

v' = 0, (condition of coplanarity)
n

(6)

1.11. The fundamental laws of geometrical optics

a. The law of the rectilinear propagation of light
b. The law of mutual independence of the component parts of a light beam
c. The law of regular reflection
d. The law of regular refraction

1.12. Corollaries of the laws of reflection and refraction

a. The incident and reflected rays are equally inclined to any straight
line tangent to the surface at the point of incidence.

b. The projections of the incident and reflected rays upon any plane
containing the normal make equal angles with the normal.

c. n cos 0 = n' cos 0', where 0 is the angle between the ray and any
tangent line.

d. n sin {i = n' sin {i', where {i is the angle between the ray and any
normal plane. (Cf. section 5.)

1.13. Internal reflection, and Snell's law. The relation
.. ,.

n sm 1 = 11 sm r (1)

is called the optical invariant, and also Snell's iaw after its discoverer. The
relationship is valid in the common plane containing the incident and
refracted rays and the normal, and follows from § 1.10 above. Note (d)
under § 1.12 that a similar relation exists for the oblique refractions.
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Where n'In> 1 and sin r > nln', no solution exists for i. This is the
case of internal reflection at the interface. The light energy remains 100 %
in the same medium and obeys the laws of reflection.

1.14. Dispersion at a refraction

n sin i = n' sin r, (Snell's law)

If di = 0 (entrant white light)
d sin idn - sin rdn'
r = ---nT,-co-s-r--

For air-glass where dn = 0,

dn'
dr = - tan r - (in the medium n')n' ,

(1)

(2)

(3)

For glass-air where dn' = 0,
dn

dr=tanr­
n

(4)

where i and r are, respectively, the angles of incidence and refraction in the
direction of travel of the light. Subsequent refractions determine the final
effect for a system as a whole.

1.15. Deviation

a. Reflection
D = 2i, dD = 2di, (for a single mirror) (1)

If two mirrors are separated by the angle (X and the light strikes each in turn,

D = 2(X independent of i
b. Refraction

D=i-r

dD = di (1 _ n, cos i )'
n cos r

At a glass-air surface and normal incidence,

dD = - (n - 1)di ,....., - -!di

At a glass-air surface and i = 30°,

dD = -di

At an air-glass surface and normal incidence,

dD = ( 1 - ~) di~ ~ di

(2)

(4)

(5)

(6)
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At an air-glass surface and i = 30°,

dD = OAdi (7)

At an air-glass surface and i = 90°,

dD =di (8)

However, the final effect of a deviation depends on the subsequent refractions,
as determined by magnification factors along the particular ray. The devia­
tion increases numerically with the angle of incidence at a refraction, a fact
that is a direct cause of difficulties in the design of optical systems.

2. The Characteristic Function of Hamilton (Eikonal of Bruns) *

2.1. The point characteristic, V. Here V is defined as the optical
path between points x, y, z and x', y', z' in a heterogeneous medium, i.e.,

J
x'y1zl

V= nds
xyz

(1)

(2)oV = - n ~ AOx + n' ~ Nox'

If both end points of the path are varied, and if n and n' are the
indices of refraction in the infinitesimal neighborhood of x, y, z and x', y', z',
respectively

av
-=-n'\
ax '

av _ '"
ax' - n 1\

or
av
-=-nfLay

avaz= -nv,

av "
ay' = nfL

av
-=n'v'az,

(3)

and (4)

Similarly, if V is defined as the total optical path between a point x, y, z

in an initial medium n and a point x', y', z' in a final medium n', the above
equations continue to apply. The intermediate path may traverse a succes­
sion of heterogeneous or discrete homogeneous media, or both.

Thus V is a function of 12 quantities (x, y, z, A, fL, v, x', y', z', N, fL', v')

* SYNGE, ]. L., Geometrical Optics, an Introduction to Hamilton's Method, Cam­
bridge University Press, London, 1937.
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not all of which are independent. Given any five, we can compute the other
five from the above equations.

The importance of the use of V is that the physical instrument is now
replaced by a mathematical function V, and the behavior of the instrument
by the partial derivatives of V. Knowing the characteristic, one can compute
the performance; knowing the performance, one can compute a characteristic
containing only a set of constants to be evaluated for a given instrument of
that performance. Where x, Y, Z is a point source, one has precise informa­
tion for investigation of the character of the image when V is known.

Computation of V. Let Flxil Yi' Zi) = ° be the equation of the general
surface of the instrument separating various homogeneous media. Then
the general optical path L becomes

N-l

L = ns + I nisi + n's'
1

On application of Fermat's principle, oL = 0,

(5)

(6)

Also, because vanatlOns III Xi> Yi' Zi are confined to the surface
Flxi, Yi,Zi) = 0,

of of oFi
"oxi +" 0Yl +" OZi = 0, (i = 1,2, ... , N -1) (7)
uXi UYi UZi

If the intermediate points are to be independent of one another, then

oL _ J. oFi

0Yi - 'OYi

oL _ J. oFi

OZi - 'OZi

(i=I,2, ...,N-l) (8)

These 4(N -1) equations yield the 4(N -1) quantities Xi,Yi, Zi' Ji.
When substituted in L, these quantities yield the relation

V(X,y,z,x',y',Z') = L, (actual path)

The course of the analytic ray is thus defined.

(9)
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2.2. The mixed characteristic, W. Here W is defined as the total
optical path between the point x, y, z in the initial medium n and the foot
of the perpendicular dropped from the origin of coordinates onto the final
ray in medium n'.

V = W(x,y,z,fL',v') + n'(A'x' + fL'y' + v'z') (1)

From application of the variational principle

oW
-=-nA
ox

oW
-=-nfL
oy

oW
-=-nv
OZ

oW ,(, fL' ")
ofL' = - n y - V x

oW = ~ n'(z' -~x')
ov' A'

Thus, given x, y, z (source point) and fL', v', the direction of any ray in the
final medium, we can obtain at once the equation of that ray in the final
medium from the partials of W.

Then W may be computed in a fashion quite similar to the method used
for computing V above. Because W involves fewer unknowns, its calcu­
lation is not as difficult as that for V.

2.3. The angle characteristic, T

a. Here T is defined as the total optical path between the foot of the
perpendicular dropped.onto the initial ray from the origin of coordinates in
the first medium n to the foot of the perpendicular dropped onto the final
ray from the origin in the final medium n'.

V = - n ~ Ax + T(fL,v,fL',v') + n' ~ A'x'

From application of the variational principle

(1 )

oT ( ')ofL' = ~ n' y' - ~, x'

oT '(" v' ,)
ov' = - n z - >! x I

(2)

Thus, if fL, v, fL', v' are assigned, the initial and final rays are known.
The calculation of T proceeds by application of the variational principle

to each pair of adjacent media, inasmuch as the final ray for medium i-I
becomes the initial ray for the medium i.
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(i = 1,2, ... , N -1)
o
~ (Ti - 1 i + T i HI) = 0
uv· ' ,,

N-l

T = '" T.-1 .~ t ,1.
1

375

t (3)

j
(4)

for the system as a whole. The T function is not in its final form until it
becomes T(p" v, 11", v').

b. Translation of origin. The value of T is dependent on the choice of
origin. If Tnew is to be calculated for a new origin, we have

T new = Told + a(A' - A) + b(p,' - 11') + c(v' - v) (5)

where a, b, and c are the coordinates of the new origin in the old system.

c. The value of T for a spherical surface. Let

F(x,y,z) = x2+ y2 + Z2 _R2 = 0 (6)

Then T = ± R[(n'A' - nA)2 + (n'p,' - np,)2 + (n'v' - nv)2]l/2

= ± R[n2+ n'2 - 2nn'(>.A' + 11'11" + vv')]1 /2
(7)

(8)

where the origin lies at the center of the sphere. A change of origin may
be introduced from b. above. The choice of sign depends on the sense of
curvature of R, with T reckoned positive from left to right.

d. The value of T for a paraboloid of revolution. Let

1
F(x, y, z) = x - 4F (y2 + Z2) = 0

L = (nA - n'A')x + (np, - n'p,')y + (nv - n'v')z

'OL = 'OL 8 + oL 'Oz = 0
oy y oz

if the variation takes place on the surface F(x,y,z) = O.

oL (A 'A') ox ( /') 0ay= n -n oy+ np,-np, =

oL (\ ,\I) ox ( /') 0-= n/\-n/\ -+ nv - nv =
oz oz

(9)

(10)

} (Il)
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= F[(n}k - n'}k')2 + (nv - n'v')21 (14)
x (n'\ _ n',\')2

T = _F[(n}k - n'}k')2 + (nv - n'v')21 (15)
(n'\ - n''\')

e. The value of T for a general ellipsoid. Let

x2 y2 Z2
F(x,y,z) = 2 + b2 + 2 - 1 = 0a c

L = ~(n,\ - n''\')x

b2( n}k - n'}k' ) c2( nv - n'v' )
y = a2 , n,\ _ n''\' x, z = a2 n,\ _ n''\' x

[
b2 ( n}k - n'}k' )2 c2 ( nv - n'v' )21

x = ± a 1 + a2 n,\ _ n''\' + a2 n,\ - n''\'

T = ± [a2(n,\ - n''\')2 + b2(n}k - n'}k')2 + c2(nv - n'v')2]1/2

and similarly for other second-degree solids.

(16)

(17)

(18)

(19)

(20)

\

2.4. The sine condition of Abbe. An identity among the second
partial derivatives of the characteristic function leads to an important general
relation that must be satisfied if an elementary surface around a point
source is to be imaged accurately into a corresponding elementary surface
around the image point. We confine ourselves to an axial source point in
an instrument with rotational symmetry.

If we have precise imagery irrespective of the initial ray, then y' = my
and z' = mz, where m is the magnification.

8W = _ n,\ 8W = _ n'(y' _ }k' x')
8x 8}k' ,\'

8W
-=-n}k
8y

8W
-=-nv
8z

8W = _ n'(z' -~x,)
8v' ,\'

(1)
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(2)

If we consider that all rays from the object point combine in the image
point, and that the elementary surface and its image are perpendicular to
the axis, W is a function W(y, z, p.', v') andy', z', p., and v become dependent
variables from the above relations. We have

02W op. 02W , oy' ,
---i= -n--=--=-n -=-nm
oyop. op.' op.' oy oy

02W 8v 02W , oz' ,
ozov' = - n W = ov'oz = - n 7iZ = - n m (3)

02W op. 02W , oz'
oyov' = - n ov,- = i3v'oy = - n -ay = 0

02W ov 02W , oy'
ozop.' = - n op.' = op.'oz = - n 7iZ = 0

because of rotational symmetry.

dp. n'
Then - - -m or np. = n'p.'mdp.' - n

dv n
dv' = lim or nv = n'v'm

(6)

(7)

(8)
n sin 8

Ii' sin 8' = m

where the constant of integration is zero because the angles vanish together.
If 0 and 0' are the respective slope angles of a ray from the object point to

the image point,

which is known as the sine condition of Abbe. The relationship can also be
derived from general principles of thermodynamics.

2.5. Clausius' equation. Consider a small line element P lP2 inclined
at an angle If to the plane normal to the axis of a pencil at P1 of angular
half aperture 8 (Fig. 1). We wish to examine the conditions that will
lead to a sharp image of the line element in image space, i.e., so that P2 will
be sharply imaged.
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We can regard P2Paas a portion of a wave front proceeding to the right
along the axis of the pencil. Similarly, P2P4 can be regarded as a portion of
another wave front inclined to the first at the angle e. The two paths are
related by the increment PaPs, the optical length of which must be pre­
served in the final medium if the inverse construction is to produce a sharp
image of the line element.

Thus
nl cos cp sin e= n'l' cos cp' sin e' (1)

This condition was demonstrated by Clausius on the basis of energy con­
siderations, and is useful in connection with off-axis images in rotationally
symmetrical optical systems. The angle cp need not be in the plane of
the paper.

2.6. Heterogeneous isotropic media. Consider a curve in the medium
connecting P to P'. Let the parametric equation of the curve be

x = x(u), y = y(u), z = z(u)
The optical length is

L = fc n(x,y,z) (x2+ y2 + z2)1/2 du

= fc wdu, (where x = dxjdu, etc.)

(1)

(2)

(3)

where w = n(x,y,z) (x2+ y2 + Z2)1/2 = w(x,y,z,x,y,z) (4)

If we hold the end points fixed but vary the curve, we have

oL = f:' ow du

= J:' (~ ~~ ox + ~ ~: ox )dU

dx d
ox = 0 dli = dli ox, etc.

Integration by parts gives

[
OW -/ u' fU' (d ow ow )oL= ~-. ox - ~ ---.-- oxdu
ox U U du ox ox

(5)

(6)

(7)

(8)

Because the curves have fixed end points, the first term vanishes. If C
is to be a stationary path, the value of L must be unchanged in the differential
neighborhood of any point on the curve. ox, oy, and oz are completely
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arbitrary, and hence the coefficients must vanish under the integral all along
the path. Accordingly,

d ow ow
dU .8f - ax = 0, (and for y, z) (9)

or

~r nx ] _ on(.2 ·2 0 2)1/2 - 0 ( )
du L(x2 + y2 + Z2)1/2 ox X + y + z -, y, z (10)

If u = s, the arc length along C, from which x2 + y2 + Z2 = 1, the above
equations become

d(dX') onds n ds ~ ox = 0, (y, z) (11)

2.7. Collineation. A space continuum of points, line, and planes in
object space that go into conjugate points, lines, and planes in image space in
one to one linear correspondence is called a collineation.

Let x, y, z be the coordinates of a point in object space and x', y', z' its con­
jugate in image space with reference to right angle conjugated coordinate
systems. Then

, CXIX + f3IY +YIZ + 81
X

cxX + f3y +YZ~
, CX2X + f32Y + Y2Z + 82

y = cxx + f3y + yz + 8

, CX3X + f33Y + Y3Z + 83Z = -------
cxX + f3y + yz + 8

(1 )

This system can be inverted. If the relations were not rational, there
would be no one-to-one relationship of object and image space. The de­
nominator must have the same form in order that planes in object space
go into planes in image space.

A'x' + B'y' + C'z' + D' = 0

..-+ Ax + By + Cz + D = 0

The inverted solution has the form

, '+ f3' '+ ' '+ <:::'X = cx IX lY Y lZ 0 1

CX' x' + f3'y' + Y'z' + 8' , etc.

If cxX + f3y + yz + 8 = 0, then

x' = y' = z' = 00

(2)

(3)

(4)

(5)
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Also, if (X'x' + f3'y' + y'z' + 8' = 0, then

x=y=z=co (6)

In the first case, (Xx + f3y + yz + 8 = ° determines a plane conjugate
to the plane at infinity in image space. This plane is called the first focal
plane and lies in object space. The plane (X'x' + f3'y' + ")I'z' + 8' = °
is called the second focal plane, and lies in image space. Parallel rays in
object space will meet on this focal plane in image space.

In a centered lens system we can set z = z' = °without loss of generality.
The x axis becomes the optical axis. Thus for points on the axis

x' = (XIX +Jl!- (7)
(Xx + 8

Intermediate images will be reducible to this form. If (X = 0, the system is
called telescopic. In this case

x' = (Xl X + 81 (8)
8 8

When (X 0/:: ° but (X = 1, x'x + 8x' - (XIX - 81 = 0, which is of the form

(x + a) (x' + b) = constant (9)

A simple change of origin produces the relation xx' = constant. Evidently,
x and x' are measured from the first and second focal points, respectively.

3. First Order Relationships

3.1. Conventions. Unless specified otherwise for a particular set of
equations, we adopt the following conventions, all in reference to a centered
rotationally symmetrical optical system.

a. Light travels from left to right.
b. An object distance is positive relative to a vertex when the object point

lies to the left of the vertex.
c. An image distance is positive when the image point lies to the right of

the vertex.
d. A radius of curvature is positive when the center of curvature lies to

the right of the vertex.
e. Slope angles are positive when the axis must be rotated counter­

clockwise through less than nl2 to become coincident with the ray.
f. Angles of incidence and refraction are positive when the normal must

be rotated counterclockwise through less than nl2 to bring it into coincidence
with the ray.

g. Distances are positive above the axis.
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3.2. Refraction at a single surface. The optical path between the
source point and image point is simply ns + n's', where sand s' are the
object and image distances, respectively (Fig. 2). Any other paraxial ray
from the source point must have the same total optical path to the ·image
point in order that a focus shall exist.

y

n n'

FIGURE 2

If a circle of radius s is described around the source point, and another
circle of radius s' is described around the image point, one sees that the
optical paths of the sagittae must be equated in the following way. (The
sagitta of an arc is the depth of the arc from the chord.)

1 h2

a = 2' R (1)

for the sagitta of a zone h and radius R. Then

n(~.h2 +~.h2)+n,(_~.h2+~.h2)=0 (2)
2s 2R 2R 2s'

or

Finally,

n n n' n'-+---+-=0
s R R s'

n + n' _ n' - n
S 7---R-

(3)

(4)

It is of interest that if object and image distance are referred to the center
of curvature, rather than to the vcrtex, we obtain an analogous formula,

n' n n' - ns+ S' =-R- (5)

in which the indices on the left become interchanged.

3.3. Focal points and focal lengths. If s = co, we findn'js' = (n' -n)jR.
We define this distance s' as the second focal length, which then is the distance
from the vertex or pole of the surface to the second focal point, and denote
this distance by f' .
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Then l' = (---:i--) R
\n -n

(1)

(3)

(2)

n

f = (n' ~ n)R
f f'

11

Similarly, if s' = "", we call s the first focal length of the surface, which is the
distance from the first focal point to the vertex of the surface, and denote this
distance by f. Then

It follows that

y' s'-R
-=----=m
y s+R

3.4. Image formation.
ray from b passing through
image point b'. Then

If we consider the construction in Fig. 3, the
C must evidently go undeviated through the

(1)

Also,
y ,y'

n--=-n -
s s'

(2)

y' n s'
M -=---=m

y n' s

where m is called the lateral magnification.

(3)

n 11.'

b

y

C s' a'
y'

b'

FIGURE 3

3.5. Lagrange~s law (Knowu variously as the Helmholtz-Lagrange
formula, the Smith-Helmholtz equation, or Helmholtz's equation). In the
diagram

Also,

or

h = s8 = - s'8'

ns'y = - n'sy'

n8y = n'8'y'

(1)

(2)

(3 )

This relation applies to any number of successive conjugate images, and is
evidently the paraxial expression of the sine condition of Abbe.
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3.6. Principal planes. The principal planes are that pair of conjugate
planes in which object and image are of the same size and on the same side
of the optical axis. The lateral magnification for the principal planes is
therefore +1. Each point of one plane images into a point on the conjugate
plane in 1 to 1 correspondence. Within the accuracy of Gaussian optics,
both points lie at the same height above the optical axis.

Consider an object y = ab (Fig. 4). A ray from b parallel to the axis
strikes H at P and images at P'. This same ray passes through F', which
then becomes the second focal point. Similarly, the ray bF, if F is the first

n n'

(2)

(1)

b P P
x'

y f
,H- H' F- a'

u F "---'
"

, r y'
x

Q Q' b'

s s'

FIGURE 4

focal point, strikes the first principal plane at Q, emergeslat Q', and thence­
forward remains parallel to the axis. Hence the point b' where these two rays
meet in image space determines the image point of b. All points of yare
imaged into corresponding points of y' at a constant lateral magnification m.

y HQ H'Q' y
-;=-1=--/-=-7
y' P'H' PH y
7=-1'=-7=- f'

or

y' / x'm=-=--=--
y x l'

xx' = if'

(3)

(4)

The above is called Newton's relation. We have

x = s - /, x' = s' - /' (5)

or (6)
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If Lagrange's law is applied to the principal planes, we have

n8 = n'8'

for any ray of slope 8 through H. Let 8 be determined such that

(7)

8=- ~, 8'=_!!-·L
n' s

(8)

Then

or

y' n s' f x'
-=m=--'-=--=--
y n' s x l'

nss' , n'ss'
f = n's + ns" f = ii's +nl

f l'
n n'

(9)

(10)

(11)

(12)

(Cf. § 3.3.) For an object at infinity, we have

y' = f8 (13)

where 8 is the off-axis direction of the object point. Similarly,

y = - 1'8' (14)

for an image at infinity. The quantity f is called the equivalent focal length
of the system in object space, or the first focal length, and often the front
focal length. Similarly, the quantity l' is called the equivalent focal length of
the system in image space, or the second focal length, and often the back
focal length. (It should be noted that the terms front and back focal length
are often used at the present time to describe the distance from the first
focal point to the front lens vertex, and from the rear lens vertex to the second
focal point. This confusion is not desirable, and the terms front and back
focal distances are recommended instead. The terms front focus and back
focus are also used.) Where initial and final media have identical indices,
it is clear from the above formula that the two focal lengths are equal.

3.7. Nodal points. A ray directed toward the first nodal point in object
space, by definition, emerges from the second nodal point in image space,
parallel to its original direction. The nodal points are conjugate to one
another. By Lagrange's law

n8y = n'B'y'

where y and y' are in the nodal planes.

(1)
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x' = _!!:- f' =-jn' .

x=_ti j =-1'
n

385

(2)

(3)

(4)

Note that the first nodal point lies to the right of F by a distance of l' in
Fig. 4, and that the second nodal point lies to the left of F' by the
distance f. Where initial and final media are identical, the nodal points and
principal points coincide.

By determining the position of the second nodal point on an optical bench,
one can obtain directly the first equivalent focal length of a system from
which the other properties follow.

3.8. Cardinal points. The principal points, the focal points and nodal
points are the more important cardinal points of an optical system. The
d.etermination of the cardinal points of a complex system can be carried out
from a knowledge of the cardinal points of the elementary systems from
which the complex system is constructed. However, it is usually more
expedient to trace a Gaussian ray from infinity on the left to find F', and
from the right to find F. To findj, we note that in a system of N surfaces

m = y'N = (-I)N -.!!..Q.... ~(s'r) (' S'2') ... (S'N-l)S'N (1)
Yl nN SI S2 S3 SN

If we let hi be the height of intercept above the axis at the ith surface, then
by similar triangles

y'N = _ ~ . J . hI . h2 . .l1.N- 1 S'N (2)
Y1 nN S1 h2 h3 ... hN

Y'N no hI S'N
m=-=--'-'-

Yl nN hN SI
(3)

(4)

For an infinite object distance, we have

, no e hI ,
YN=-- -sN

nN hN

where e is the slope angle or direction of the object, no the index of object
space, and nN the index of image space. It is convenient to define hI = 1,
in which case all other h's are called relative heights. Then

(5)
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where f is the first focal length, or
. r=~ w

hN
where f' is the second focal length.

When F, F', and f' are known from the two ray traces, all other ordinary
cardinal properties of the complex system follow. It is important to note
that inasmuch as the paraxial ray trace beginning with Sl refers only to an
object point on the axis, the relative heights denoted by hi are for an infini­
tesimally close ray starting out at the same object point. This is simply
Lagrange's law again, and indeed

n oB1Y1 = nN8'NY'N (7)

or

from which

(8)

(9)

(10)

y'N no hI S'Nm=-=--'-'-
Y1 nN hN Sl

as above. The ray trace provides the object and image distances throughout
the system, and the h values can be computed by means of the relation

SH1
hHl = -,- hi

S i

where hI = 1 when convenient. See note p. 408a.

3.9. The thin lens. A thin lens is defined to be one whose thickness
is negligible compared to the focal length. To Gaussian accuracy we simply
set the thickness equal to zero.

no + n1 = n1 - no (1)
Sl S'l R1

n 1 + n 2 = n 2 - n 1

S2 S'2 R2

S2 = - S'l' n2 = no = 1

(2)

(3)

(4)~++=(n1-l) (~-~)
Sl S 2 R1 R2

If Sl = 00, S'2 = f' = j, and we have

1 . 1 1 )t/J=!=(n1 -l) (R
1
-R

2
(5)

where t/J is called the power of the lens. If now sand s' refer to object and
image spaces, we have

1 1 1
-;+7=! (6)
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3.10. The thick lens. By working through the Gaussian equations
above as applied to a lens of finite central thickness t, one finds that

cP = ~ = (n
1
-I) (~_~) + (n1 - 1)2 . ._t_ (1)

f R1 R2 n1 R1R2

cPd = 1 - (1l1--=-!2!- (2)
n1 R1

where d is the distance from the second surface to the second focal point,
or the back focal distance.

3.11. Separated thin lenses. Application of the elementary equations
above to the case of separated thin lenses leads to the relations below. The
powers of the individual thin lenses are represented by cP1' cP2' cPa etc. The
separations are given by dv d2, da, etc. Let d be the back focal distance,
which then serves to locate the second focal point. Let cP be the power of
the combined system of lenses, which is the reciprocal of the equivalent
focal length.

a. Two separated thin lenses

cP = cP1 + cP2 - d1cP1cP2 = cP1 + hZcP2

cPd = 1 - d1cP1 = hz

b. Three separated thin lenses

cP = cP1 +- cPz + cPa - d1cP1cPZ - (d1 + dZ)cPlcPa - dzcP2cPa + d1dzcPlcPzcPa
= cPl + hZcP2 + hacPa

cPd = 1 - (d1 + d2)cPl - d2cPz + d1dzcPlcPZ = ha

c. Four separated thin lenses

(1)

(2)

(3)

(4)

cPd = 1 - (d1 + d2+ da)cPl - (dz + da)cP2 - dacPa + dM2 + da)cPlcP2

+ (d1 + d2)d3cPlcP3 + dZdJcP2cP3 - d1d2dacPlcPzcPa = h4

cP = cP1 + cP2 + cPa + cP4 - d1cPlcPZ - (d1 + d2)cPlcPa - (d1+ d2+ da)cP1cP4 j
- d2PzcP3 - (dz + da)rPZcP4 + d1dzcP1cP2cP3 + d1(dz+ da)cPlcPZcP4 l
+ (d1 + dz)dacPlcPacP4 + d2dacPzcParP4 - d1d2darP1rPzrPacP4 I (5)

= rPl + h2rPz + harPa +- h4cP4

} (6)

The corresponding expressions for five or more separated thin lenses follow
readily, but serve no purpose in being reproduced here. If the above
formulas are applied from right to left in order to locate the first focal point,
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the positions of both principal points then become established. Inasmuch
as cP in air is the same for both first and second focal lengths, all the formulas
for cP must possess symmetrical properties.

(2)

(1)

v

1

3.12. Chromatic aberration. The index of refraction of any material
medium is a function of wavelength. Accordingly, it is important to ascer­
tain the dependence of the Gaussian properties of an optical system on wave­
length.

1 ( 1 1 )a. The single thin lens 7 = (n - 1) R
I

- R
2

Differentiating logarithmically, we have

df dn
---

f n-l

v is defined as (nD - l)j(nF - nc), and is called the Abbe number, or the
reciprocal dispersion of the glass. The negative sign indicates that the focal
length is less for blue light than for red. In the case of ordinary crown glass
for which v '"-' 60

df= -flof

between the red and blue focus.

(3)

b. Two separated thin lenses.

cP = CPI +CP2 - dICPICP2 (4)

Differentially,

(5)

(6)

= CPI + CP2 _ dlCPICPJl- + l-) (7)
VI V2 \ VI v2

In general, one knows cP and desires that dcp = O. Then CPI and CP2 can be
determined in terms of cp. If this is carried out, one finds

(9b) (9c)

(10)
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It should be noted that the achromatization of <P applies only to the size of
the image and not to its location. For example, when the object distance is
infinite, y'2 = 1tan 0, where e is the field angle off-axis. If d1 = 0, then dy'a
will be zero also. Hence achromatization of<P for the case of two simple lenses
at the proper separation stabilizes the size of the image but not its position.

Sometimes one desires to achromatize d instead of <P, by selection of the
proper V 2 and <P2 to go with a given <PI' VI' and d1.

dd = 0 -+ <PI + h22<P2 = 0 (11)
VI v2

The introduction of the h2 shows that the color contribution of a lens to the
system is weighted by the square of the relative height.

<P = <PI + h2<P2 (12)

which leads to -I- ( VI )-1- (13)
'1-'1 = VI -v

2
/h

2
'I-'

<P - 1 ( v 2/h2 )<p (14)
2 - - h

2
VI -v

2
/h

2

It is clear that when h2 = Va/VI' the denominator is zero, and the solution
loses practical significance.

In the case of 2 thin lenses, d and <P cannot simultaneously be stabilized
for color, unless the separation vanishes. For if d<p and dd are both zero,
then d(<pd) = O. But

(15)

For the simple lens, d<P1 ':7":- 0 and hence the only solution is for d1 = 0,
h2 = 1.

(16)

<P2 = - V ~ v <p (17)
2 2

These expressions are applicable, then, to the ordinary contact achromatized
doublet.

c. Separated doublets. Let us consider that at least the first component
can be made of two or more elements in contact. The first component
can have a net power of <PI still, and when achromatized, d<P1 = O. Then
d(<pd) = 0, even when d1 ':7":- O. But

d<p = d<P1 + d<P2 - d1<P1d<p2 - d1<P2d~1

= d<p2(1 - d1<P1)

= h2d<p2

(18)

(19)

(20)
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(21)

Hence, if dep = 0, depz = 0 also. The result is that if two separated com­
ponents yield a system stabilized for both size and position of image, the
individual components must be separately achromatized.

d. Three separated thin lenses. In the case of three separated thin lenses
we have more quantities at our disposal, and it is possible to achromatize the
system for both position and size of image without achromatizing the indi­
vidual elements.

If both the equivalent focal length and the back focal distance are achro­
matized,epd is also achromatized. Under § 3.11b we need only to differentiate.
When we accomplish this operation, we find

ep] - epz (epd)ep3
"V](d2- d]d2ep]) ~ "V2(d] + d2- d]dzep2) = "V3(d] - d]2epl)

When the above two relations are satisfied, the simple triplet will be fully
achromatized.

e. The general relations for a rotationally symmetrical system *. The
fundamental equation of Gaussian optics given in §3.2 can be rearranged in
the form

QSi = ni-](~i + ;i) = ni(~i ~ )J
Qsi is called the optical invariant. Let

i-I d.
ki = k] + ~ 1+' n;h;h;+1

(22)

(23)

a relation whose signifiCance will be more apparent below (§ 4.5). Then the
respective conditions for the absence of chromatic aberration for the position
and size of the image are found to be

(24)

(25)

In these expressions dni is the increment in index between chosen wave
lengths, such as (nF - nc), and ni is the mean index for the wavelength
region of interest. For the above purpose k] is an arbitrarily chosen quantity,

* MERTE, W., RICHTER, R. and VON ROHR, M., Das photographische Objektiv (Hand­
buch der wissenschaftlichen und angewandten Photographie, Bd. I), Julius Springer,
Vienna, 1932, pp. 235-238.
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which, however, below will be identified by the relation hI = t1(Sl - t1)/S1>
where t1 is the distance of the entrance pupil (§ 4.3f) from the front lens
vertex. As before, hi is the relative height.

3.13. Secondary spectrum. The discussions under §3.12 refer only
to the first derivative. Now, however, we must examine the higher-order
variation. Consider the simple doublet, which already has been achroma­
tized through the first order of approximation.

We find

0/ = 0/1 + 0/2

do/ = do/I + d0/2= 0
d'JI d'JI d'JI

- dn1/d~0/ dn2/d'JI 0/
- (n1 - 1) 1 + (n

2
- I) 2

d20/ _ (dn1/d'JI)2 -'- + d2nl /d'JI2-'- _ Jrln l /d'JI)2 -'- (dn2/d'JI)2 -'-
d'JI2 - (n1 - 1)2 '1'1 (n1 - I) 'l'1 (nl - 1)2 'l'1 + (n2 _ 1)2 '1'2

d2n2/d'JI~-,- _ (dn2/d'JI)2 -'-
+ (n

2
- I) '1'2 (n

2
- 1)2 '1'2

d20/ d2n1/d'JI2 d2n2/d'JI2

d'JI2 = (n1 - III + (n2 _1)0/2

from which

(1)

(2)

(3)

(5)

(VI - V2) d20/ d2n1/d'JI2 d2n2/d'JI2
0/ d'JI2 = dn1/d'JI - dn2/d'JI = 0 (6)

From this expression it is clear that when two glasses of widely different V

values are combined, the second derivative must bear a constant ratio to the
first derivative, if the secondary spectrum is to be eliminated.

Customarily in glass catalogs, the first and second derivatives are replaced
by their equivalents in differences, namely, by

(nA' - nc)/(nc - nF), (n g - nh)/(nc - nF), etc.

These partial dispersion ratios must then match at both ends of the spectrum
if full elimination of the secondary spectrum is to be achieved.

3.14. Dispersion formulas. The function n('JI) has been given a number
of forms, some empirical and some derived from the theory of dispersion.
One of the more familiar of such formulas is that given by Hartmann.

A
n=no+('JI_'JIo)a (1)

where no, A, 'JIo' and a are constants to be determined from observed values
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(2)

(3)

over a wide spectral range. The term a has been assigned the value of 1.2
for best fit, though a = 1.0 is far more convenient.

dn A
~ ("- -"-0)2

d2n 2A
d"-2 = + ("- - "0)3

The requirement that the secondary spectrum vanish is simply that

"01 = ,102 (4)

Perrin * has computed values of ,10 for all the well-known varieties of optical
glass, and has found several pairs with reduced secondary spectrum. Such
pairs are characterized by quite small values of (vI - V2) so that the indi­
vidual lens powers are rather considerable.

The Hartmann formula is inconvenient in several ways. First of all, the
wavelength Ais tied up within the expression. The derivatives become more
complicated functions, rather than simpler ones. Furthermore, the "0 has on
particular utility from a physical point of view and lies in the ultraviolet.

The same objections can be applied to Sellmeier's equation, which is

A"2
n2

=c 1 + ,12 _ ,102 (5)

Sellmeier's equation is founded in theory, and holds over quite a complete
spectral range, even where there are several absorption boundaries.

The objections can be overcome by a modification of a formula due to
Cauchy. The Cauchy formula is

1 1
n = A + B "2 + C "-4 + ... (6)

Here the value of A is n for A = co, and again of no utility.
vatives retain the wavelength, though in more explicit
Hartmann's formula. Let

1 1
no = A + B "02 + C "-04 + ...

Then we can write

Also, the deri­
form than in

(7)

(8)

(9)

and. where ex, {3, y, etc., are to be determined by a least-squares solution
from the observed data.

* PERRIN, F., "A Study of Harting's Criterion for Complete Achromatism,"
J. Opt. Soc. Am., 28, 86-93 (1938).
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(11)

Use of the power series form implies that an arbitrarily close fit can be
made to the observed dispersion curve, provided enough constants are used.
The formula is useful in that the derivatives with respect to ware simple
series also. If a given lens aberration is rendered independent of w, it also
is necessarily independent of A. Hence, in optical formulas w can be em­
ployed in simple expansions. In particular the back focal distance can be
expressed

S'N = S'N(O) + aw + bw2 + cw 3 + ... (10)

The coefficient a is called the coefficient of primary spectrum, b the coefficient
of secondary spectrum, c the coefficient of tertiary spectrum, etc. Such a
formula holds for a system of almost any complexity. In combinations of
ordinary glasses, one can bring a to zero in the usual process of achromi­
zation. For contact achromats

b = _ (fJl/!Xl - fJ2/!X2)
VI - V2

If b is to vanish, the glass pairs must obey the requirements

fJl fJ2

and

(12)

(13)

If (VI - v2) is too small, the curvatures are excessive.
In most ordinary combinations of glasses b is nearly constant. Its magni­

tude can be reduced by certain optical arrangements, such as the Petzval
portrait type lens that consists of separated positive components with an
attendant strongly curved field, or by more elaborate systems. A few glass
pairs exist that have b = 0, but the powers are such as to limit the over-all
aperture ratio of the system.

The particular form ofw is a matter of convenience. For most applications
in the visual range, one can take Ao = 5500 angstroms, and use F at 4861
and C at 6563. Then

W w2

h 1.466754 2.151 367
G' 1.048364 1.099067
g 1.025708 1.052077
F 0.484741 0.234974
e 0.025006 0.000 625
d - 0.214 239 0.045898
D - 0.223183 0.049811
C - 0.515259 0.265492
A' - 0.843 706 0.71 J 840
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The least-squares solution for a glass with observed values for all the designa­
ted wavelengths takes the following form.

A = ~ ni, B = ~ niwi, C = ~ niwl
i i

no = 0.235 325A + 0.111 817B - 0.244 154C
ex = 0.111817A + 0.431 333B -0.352 630C
f3 = - 0.244 154A - 0.352 630B + 0.533 273C

Typical dispersion formulas and residuals are

BK-7 :

F-2 :

n = 1.518035 + 0.008 l63w - 0.000 l31w2

V= no -1 = 63.46, ~ = -0.0160
ex ex

n = 1.623648 + 0.017 212w + 0.000 784w2

- 6 f3v = 3 .23, - = + 0.0455
ex

(14)

(15)

(O-C) BK-7:
F-2 :

h G' g F

6 -4 -4 -5
10 -6 -7 -7

e

o
3

d

5
4

D

4
7

C A'

6 -7
5 -9

where the residuals are in units of the fifth decimal place. The magnitude
of the residuals is caused partially by the extent of the wavelength range
fitted in the least-squares solution. However, it is clear also from the trend
of the residuals that inclusion of the yw 3 term in the least squares solution
would render the residuals as small as ± 1 in the fifth place, from 4047 to
7682.

A doublet made of BK-7 and F-2 glasses would have a secondary spectrum

b = 0.0455 + 0.0160 = 0002259 (16)
27.23 .

~s'N = + 0.002 259w2 + ... (17)

where ~sN is in units of the focal length.
Herzberger * has introduced a new form for the dispersion formulas,

derived from the near constancy for the value of b, or more strictly, from the
relationship

(18)

* HERZBERGER, M., "The Dispersion of Optical Glass," J. Op . Soc. Am., 32,
70-77 (1942).
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This formula is given by Herzberger as

_ + ,\2 + fL2 + fL3
fL - fLo fLl ,\2 _ 0.035 (,\2 _ 0.035)2 (19)

where A is the wavelength measured in microns, fL = n - 1, and fLo, fLv fL2'
and fL3 are four constants depending on the material. For unusual glasses,
crystals, and rare-earth glasses the linear relationship for /3/(X must be modi­
fied. In terms of the partial dispersions

p;. = A1v + A 2 + A 3PA + A 4Ph (20)

where the Ai are universal functions of the wavelength, and PA and Ph are
constants. Each Ai has the equivalent form

_ ,\2 (X2 (X3 )
Ai - (Xo + (Xl +,\2 _ 0.035 + (,\2 _ 0.035)2 (21

The superposition of the coefficients of ,\2, etc., lead to the values of fLo, fLv etc.
Herzberger shows that the (0 - C) residuals are mostly zero, or ± 1 in

the fifth decimal place from ,\ = 00400 to ,\ = lfL, almost irrespective of
the material. The w function above has larger residuals for the unusual
materials, though with any dispersion formula an (0 - C) plot can always
be employed as a differential correction.

The w function expanded about the wavelength of best performance of a
given instrument permits ready inspection of the variations of the aberrations
with color. The fact that (WF - we) = 1 gives a ready measure of the
blue-red variation.

4. Oblique Refraction

4.1. First-order theory. Paraxial or first-order theory involves refrac­
tion in the immediate neighborhood of the optical axis. The equivalence
of complex and simple systems through the use of the principal planes and
focal points arises basically from the linear character of the refractions.

The introduction of rays that are considerably inclined to the optical
axis, or more general still, of skew rays that do not even intersect the optical
axis, brings about wide departures from the Gaussian laws. The departure
may be expanded in series development around the Gaussian quantities.
Because of rotational symmetry this expansion assumes only odd powers,
and the successive stages -of approximation are often referred to as first-order
theory, third-order theory, fifth-order theory, etc.

The most general expansion of the problem of refraction of a light ray
through an optical system involves a function of five variables, namely,
fL, v, y, Z, W, where fL and v are direction cosines of the ray, y and z the inter­
cept on a reference plane normal to the axis, and w is the function of the
wavelength referred to in 3.14.
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Explicitly, we have

GEOMETRICAL OPTICS

Yi+1 = Yi+1(fLi> Vi, Yi' Zi, Wi)
Zi+1 = Zi+1(fLi, Vi' Yi' Zi, W;)
fLi+1 = fLi+1(fLi, Vi> Yi' Zi> Wi)
Vi+1 = Vi+1(fLi, Vi, Yi' Zi, Wi)

/
J

§ 4.1

(1)

For rotationally symmetrical systems we must have a symmetry of expression
in such a way that Y~ Z and fL~ v. Also, if rotational variables are
used in the power series expansions, such as

(2)

we must find that the several orders use r, s, t in every combination.
The explicit expansion through the third order is given below for the

case where the reference plane is the tangent plane at the ith surface,
wnere ni is the index of refraction after the ith surface, Yi and Zi are intercepts
in the tangent plane, and fLi and Vi are the direction cosines of the initial
ray before refraction. Let N i = ni-1fni and Ci = lfRi, where Ri is the
radius of curvature. Here Si is an aspheric coefficient that vanishes for a
spherical surface; di is the vertex to vertex separation of the ith and the

(i + 1)th surface. (3)
-~--------~/'-_----------,

[fLi] = N i
[Yi] = (Ni - I)Ci
[fLl] = 0

['''"ivl] = 0
[fLb;] = tNlN i - l)ci
[VlYi] = tNi(Ni - l)c;

[ViYiZ;] = N;(Ni - 1)Ci2

[yl] = t(Ni - I)Si
+ tNi(Ni - l)ci3

[y;z;2] = t(Ni - l)Si
+ iNi(Ni -l)cl

Yi+1=
[fLi] = NA

[Yi] = 1 + (Ni - l)cidi
[pol] = tNN;

[fLiVlJ = tNNi

Lubi] = tNi(Ni - 1) (3Ni+ l)cidi
[Vi2y;] = tNlNi - 1) (Ni + l)cidi
[fLiViZi] = Nl(Ni - l)cidi
[fLiyl] = - t(Ni - l)ci
+ t(Ni - 1) (-3Nl- N i + l)cldi

LuiZl] = - t(Ni - l)ci
+ t(Ni -1)(3Ni 2 - N i+ l)cNi

[ViYiZi] = Nl(Ni - l)cldi
[yl] = t(Ni - l)Sidi
+ t(Ni - 1) (Nl- N i + l)cldi
- t(Ni -l)cl

[Yizl] = t(Ni - l)Sidi
+ t(Ni ~ l)(Nl - N i+ l)cNi
- t(Ni -l)cl
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for VHl and ZHI are obtained by an interchange
bracketed expressions are the coefficients of the
The notation is useful for saving cumbersome

Equivalent expressions
of fL, v and y,z. The
power term enclosed;
symbols.

The explicit expressions are given here only through the third order.
The fifth order has been derived, but is much too lengthy for inclusion
here. In general, the explicit expressions have only a limited range of
usefulness. Where a number of surfaces are involved, the insertion of
successive series into one another becomes a formidable task. However, the
author has solved a number of interesting problems in this way, even in the
fifth order. The complexity ot the procedure is compensated partly by the
explicit nature of the results.

For more complex systems one must work in successive stages of approxi­
mation. Here one uses the important relations of the first order to reduce
the number of corrective terms of the third order. The first order is cal­
culated, and the numerical results used in the calculation of the third order.
The results in the first and third can then be applied to the evaluation of
the fifth order, a process not often attempted in this particular way.

Apart from the general development of the aberrations of an optical
system, one can separate out: two branches admitting of specialized treatment.
The first branch involves a series expansion in all powers of the aperture
but linear in the sine of the field angle. These terms are included in the
sine condition of Abbe, which has already been discussed. Evaluation is
most often accomplished by ray tracing, rather than by series development, at
least in the fifth and higher orders. The other branch involves a series
expansion in all powers of the field angle but linear in the aperture. This
second branch is treated immediately below.

4.2. Oblique refraction of elementary pencils. The first-order
expansion in the angular aperture of a narrow pencil of rays around a central
chief ray or principal ray of finite inclination to the normal to a surface at
point of contact leads to the existence of two foci along the refracted pencil.
If the pencil is in a meridional section of a surface, the focus of this tangential
fan can be determined. If the pencil is perpendicular to the meridional
section, the focus of this sagittal fan can also be determined. In general
the foci do not coincide, and only by controlled design can they be made to
coincide in image space. The difference between the tangential and sagittal
or radial foci along the chief ray is often called the astigmatic difference, and
the halfway point between the two is called the mean focus.

If T and a are the respective tangential and radial object distances along
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the ray from the actual point of refraction on the surface, and if T' and a' are
the corresponding image distances, we have

ni-l +~!...=ni cos ri - ni-l cos ii
ai a'i Ri

(1)

(2)

where i and r are the angles of incidence and refraction, respectively.
These highly important relations are a generalization of the paraxial

expressions. It is clear that when i and r go to zero, the two expressions
coalesce and become identical with the basic paraxial formula. The expres­
sions may be applied to any meridional ray through a system in order to
determine the foci of the particular pencil.

In the relations above the transfer equations between surfaces are

(3)

(4)
where

0i = (RH1 - Ri + di) cos f)' i + Ri cos r i - RH1 cos ii+1 (5)

Here again di is taken to be the axial separation between the vertices of
the ith and (i + 1)th surfaces, and f)' i is the slope angle of the ray after
refraction at the ith surface; 0i is the separation along the ray.

There is another way of finding the final a~ in cases where T~ is not
required. An auxiliary line connecting a and a' for a single surface can be
shown to contain the center of curvature of the surface. This line is called
the a.xis of sagittal symmetry, and becomes an auxiliary optical axis of the
refraction. If one calls the angle between this auxiliary axis and the optical
axisep, the apparent height of the a' focus can be multiplied throughout the
system because of similar triangles, and one finds

(

N-l ).1J ai tan f)l

tan epN = ---N--l--i---1---

I - [~ bi 1J aj1tan 81

(6)

(7)

where 8] is the direction of the object relative to the optical axis, the object
taken here to lie at infinity. In the above

K i b. = cos 8'i
ai==T' t Ii
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where J K + . (J' d K R; sin ri
i = i SIn i, an i = =----'---=-----::-----;-

Ri+1 -Ri + di

The angle Cf!N is the angular subtense of a~ as seen from the
curvature of the last surface. Hence,

(- s~ + d~) tan (IN = (- RN + d~) tanCf!N = h~

(8)

center of

(9)

where s~ is the axial intercept of the final ray in image space, relative to the
verteX of RN , in accord with the conventions of §3.1. The coordinates
d~ and h~ locate the position of the final a~ focus in image space relative
to the vertex of RN . The formula requires about half of the computing
time of the first formula given for finding a~. However, the second method
is not applicable where anyone sin r is nearly zero or zero.

4.3. The Seidel aberrations *. Ludwig von Seidel first worked out
convenient expressions for the third-order aberrations of an optical system,
and it has been customary to designate the five independent aberrations of
the third order as the Seidel aberrations.

a. Spherical aberration. This aberration refers to the improper union,
near the image point, of rays that originate from an object point. Rays
outside the paraxial region intersect the optical axis progressively farther
from the paraxial focus according to the angular aperture of the initial pencil.
Spherical aberration ordinarily can be evaluated on the optical axis where
other aberrations are zero, but is present off the axis as well.

b. Coma. This aberration refers to the variation of magnification of
rays in a pencil outside the paraxial region. The image point of intersection
of any particular rayon the focal plane wiJl vary in height according to the
ray. A comatic pattern is produced by the combined meridional and skew
rays in the form of circles tangent within a pair of straight envelope lines
60 degrees inclined to one another. The apex of the pattern lies at the par­
axial magnification, if not too far from the axis. The largest circle within
the envelope lines arises from the extreme rays of the pencil from the object
point, the pencil taken as having a circular cross section. The so-called
upper and lower rim rays in the meridional plane lie farthest from the apex,
and in fact intersect. Indeed, the single circle for the cross section of the
pencil maps twice around for the corresponding circle in the image. Coma

* HERZBERGER, M., Strahlenoptik, Julius Springer, Berlin, 1931; also numerous
papers. MERTE, W., RICHTER, R., and VON ROHR, M., Das photographische Objektiv
(Handbuch der wissenschaftlichen und angewandten Photographie, Bd. 1), Julius Springer,
Vienna, 1932. WHITTAKER, E. T., The Theory of Optical Instruments, Cambridge
University Press, London, 1907.
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is an unsymmetrical aberration. Seidel coma varies as the square of the
aperture and linearly with field angle. The spherical aberration and coma
together are combined within the sine condition of Abbe, which within the
Seidel region simply become the third-order expansion of the sine condition
in series form.

c. Astigmatism. This aberration refers to lack of coincidence of the T~

and a~ foci, described in §4.2. A point source images into two focal
lines at right angles to one another. The tangential focus produces
a tangential line, i.e., a line element perpendicular to the meridional plane.
The radial or sagittal focus produces a radial line, i.e., a line element
directed toward the optical axis and lying in the meridional plane. The
astigmatism is measured by the separation of the focal lines, or by the
diameter of the mean image for a given angular aperture of the system.
The mean image is circular if the image forming pencil is of circular
cross section, though in practice diffraction often produces a cross instead
of a circle for the image.

d. Curvature of field. This aberration refers to the departure of the
mean focus of an oblique pencil from a flat focal plane. The mean image in
a rotationally symmetrical system lies on a surface that in the third order
is spherical and tangent at its vertex to the paraxial focal plane. A flat
field is simply a focal surface of infinite contact radius.

e. Distortion. This aberration refers to a displacement of an image point,
even though sharply defined, from where it should be if the object plane were
mapped at a constant magnification onto the image plane. A square reseau
in an object plane ought to map into a square reseau in the conjugate image
plane. If the image point is displaced outward, the distortion is called the
pincushion type. If the image point is displaced inward, the distortion is
called the barrel type.

f. Stops. A description of Seidel optics cannot be complete without
introducing the concept of stops. The aperture stop limits the diameter of
the bundle of rays admitted to the system. This stop may lie internally in
the system. The entrance pupil is the image of the aperture stop in object
space, and the exit pupil is the corresponding image in image space. If a
system has a number of real stops formed by the clear apertures of the succes­
sive surfaces, the entrance pupil is the stop image in object space subtending
the smallest angle as seen from the object point. Most often, the aperture
stop is designed into a system, and may be simply an aperture in a metal
sheet, or formed by a variable iris diaphragm.
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The principal ray of a system passes through the center of the entrance
pupil from any assigned object point. For symmetrical aberrations the
principal ray remains central within the refracted pencils. For comatic
aberrations, the principal ray may be shifted away from the rest of the light
in the image. For these reasons the principal ray assumes particular
importance in the calculation of the Seidel aberrations.

4.4. The Seidel third-order expressions. The equations of §4.2 for
the T' and a' foci are exact for a specific pencil. If the final foci coincide,
the pencil becomes stigmatic. If a variety of pencils over the aperture of a
system are separately stigmatic, the optical system becomes corrected over a
finite aperture.

The development is too lengthy to be reproduced here. However,
through the third order the cosines of §4.2 are expanded in terms of i and r.
By tracing a paraxial ray through the center of the entrance pupil, i.e., a
chief ray, one can express i and r in terms of the stop location for a given
surface. The astigmatic difference in image space for the ith surface becomes
the astigmatic difference in object space for the (i + 1)th surface. The equa­
tions of §4.2 can be arranged in such a way as to have the intermediate terms
cancel out. Then one arrives at the following.

Zinken-Sommer's condition. Let

(1 1')" (1 1)Qsi = ni-l R" +~ = ni R. - T
\ t 2. t t

(2)

where Si refers to the object distance and ti to the object distance of the stop
from a surface. Then Zinken-Sommer's condition for the absence of
astigmatism in an elementary pencil around a chosen chief ray becomes

(3)

In the original notation of Seidel there is a different choice of conventions
from those adopted here. Optical conventions vary so widely that readers
must always be alert to avoid error.

Zinken-Sommer's condition contain Qti, which involves the stop position
at each surface. By a transformation due to Seidel, the Qti can be replaced
by an equivalent involving more desirable quantities. Zinken-Sommer's
condition can be written in the form



402 GEOMETRICAL OPTICS §4.4

(7)

This expression is still simply a condition for the elimination of astigmatism
along a narrow pencil through the center of the entrance pupil, which is
located at a distance of t1 from the vertex of Rl" However, t1 and hence
Qt1 can be made to vary over an arbitrarily large range. If the coefficients of
1/(Qt1 -Qs1)2 and 1/(Qt1 -Qs1) vanish independently, the correction
becomes independent of the stop position. The coefficient of 1/(Qt1 - QS1)2
is identifiable with the condition for absence of spherical aberration, the
coefficient 1/(Qt1 -QS1) with the absence of coma, and the remaining
constant term with astigmatism itself. Hence, Zinken-Sommer's condition
in the revised form contains all in one the basic requirements for a corrected
optical system through the third order of approximation.

Flatness of field. The equations of §4.2 can be recast into a requirement
that the image lie in a plane surface when the object lies in a plane. One
finds

~[(' Qti )2(_1 +_\_)+~(_l -~)]=o (5)
i Qti - Qsi ni-1si nis i R i ni-1 ni

The first part is Zinken-Sommer's condition, which in a corrected instrument
can be made to vanish. In the absence of astigmatism, therefore, we have
the condition for flatness of field,

P = ~ ~(_1__ ~) = 0 (6)
i Ri ni-1 ni

This relation is known as Petzval's condition for flatness of field, a
criterion that is valid only in the absence of astigmatism. For finite values
of P, a solution of the entire summation may still have a given pencil produce
a mean focus on a flat image plane, but such a system cannot be satisfied
simultaneously for spherical aberration, coma, and astigmatism, though any
two can be zero.

For a group of thin lenses, whether separated or not,

P= ~ CPi =_~
i ni pp

where pp is the radius of curvature of the so-called Petzval surface. If
the astigmatism is zero, PP is the radius of curvature of the focal surface
itself. In the case of the general system

-, --=-
Pa PT PP

3 1 2
(8)
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(9)

Astigmatism

1(1 1) (1 I' 1
2 Pa~ ~ ~, + P:-:-Ii~) = PP

1

PI
where PI is the radius of curvature of the mean focal surface, PT' of the
tangential image surface, and Pa' of the radial or sagittal image surface. The
sign of the radius follows the same conventions of §3.1.

Distortion. The condition for the absence of distortion takes the form

or

(10)

Seidel's five third-order conditions can then be written in the condensed
form:

spherical aberration:
coma:
astigmatism:
Petzval:
distortion :

L 8 i=0
L8iUi = 0
L8iUl =0
LPi=O
L {8i Ui3 + PiUi} = 0

(11)

where (12)

8 = Q2h .4(_1_ + _1_') (13)
'<;1, 'I. ni-lsi nis'i

The reader is referred to Merte * for evaluation of the image errors when any
of the above five conditions is not satisfied.

(1 )

4.5. Seidel's conditions in the Schwarzschild-Kohlschiitter form +

K i = ni-l(~. + +) = ni(~. - ).) = Qsi
ttl t 1,

(2)

* MERTE et at., Das photographische Objektiv, Julius Springer, Vienna, 1932,
pp. 235-238.

+ SCHWARZSCHILD, K., Mitteilungen der Gottingen Sternwarte, IX-XI (1905).
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hi+l = Si+l = (l-l-d.)
hi - S'i S'i '

i d. 1
ki+l = k1 +! h h ' (ke)i = k i + h.2K.

j~1 nj j j+l , ,

1 1 1
fi=-+--'Si R i S i

Ci = (ke)lBi = (ke)iFi

1 (1 1 )p.-- ---
,- R i ni- 1

ni

E i = (ke)i (Ci + t Pi)

N

spherical aberration: B = ! Bi
1

N

coma: F= !Fi
1

§4.5

(3)

(4)

(5)

(6)

(7)

(8)

(9)

(10)

astigmatism :

Petzval:

distortion:
N

Ei = I. Ei
1

(11 )
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5. Ray-Tracing Equations

Apart from the approximate analysis of the performance of an optical
system indicated by equations of Sec. 4., one finds it almost always necessary
to trace selected rays through an optical system as a final check on its merit
or for further information on its deficiencies. There are many forms of
ray-tracing equations, some adapted to logarithmic computing, some to
the hand calculator, and some to the automatic calculating equipment that is
now making its appearance in the optical field. Typical formulations are
given below.

5.1. Meridional rays *. The basic data are to be tabulated in advance
in a notebook or some separate page to be used throughout the computation
of any number of rays. It is necessary to tabulate only five quantities per
surface otherwise, though quite often more quantities are written down to
increase the information afforded by the ray.

a. Given sin ii' find sin r i from

sin r i = N i sin ii

b. Find ii and ri from trigonometric tables

c. Find 8i from the relation

8i = 8i - 1 + r i -ii

d. Find sin 8i from tables.

e. Find sin ii+1 from the relation

sin ii+l = M i sin ri + L i sin 8i

(1)

(2)

(3)

(4)

(5)

(6)

Proceed to the next surface. The auxiliary quantities M i , L i , and N i are
calculated once and for all from the relations

M=~
, Ri+1

d·
L i = 1 - M i + -'­

Ri +1
(7)

(8)

* COMRIE, L. J., Proc. Phys. Soc., 52, 246-252 (1940). BAKER, J. G., Design and
Development of an Automatically Focusing Distortionless Telephoto, and Related Lenses
for High Altitude Aerial Reconnaissance, OSRD Report 6017, Library of Congress
microfilms.
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1"i = Ni1'i (1 )

Z'i = Nili (2)

Ai = mi1"i + nil'i (3)

B i = li2 - (1"i)2 - (Z'i)2 (4)

Ai = - Ai + v'Al + B i (5)

1 -
(6)fti = T (mA + Y'i),

Vi = +(niAi + Z'i) (7),

:PHI = Mi1"i + Lifti (8)

lHI = Mil'i + LiVi (9)

CHI = fti1'i+1 + ViZi+1 (10)

D H1 = IV - 1'i~1 - Z~+1 (11)

lHI = CH1 + VCi+1
2 + Di (12)

1
mH1 = Ai (fLiZi - 1'(1) (13)

1 -
(14)nH1 = Ai (viIi - Zi+i)

b. Find

d. Find

c. Find

5.2. Skew rays. * The following equations have merit because of
their symmetrical form, and because the same basic data can be used that
have already been calculated before the meridional rays are traced.
There are a number of other forms used for skew ray tracing, but space does
not permit the detailed treatment that would be necessary for the formulas
to be immediately applicable. The formulas below make use of square
root solutions instead of the natural functions.

Given (I;, mi, 1/i, 1';, Zi' M i, L i, N i) at surface i, where M, L, and N are
from the separately tabulated basic data, I, m, and n are the direction cosines
of the normal to the surface at point of intercept of the ray, and 1'i and Zi
are auxiliary quantities.

a. Find

* BAKER, J. G., loco cit.
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The cycle is now complete and ready for the next surface. The usual
check on the direction cosines of the ray after refraction and on the direction
cosines of the normal in step d. can be applied. The starting equations at
surface 1 involve finding the first l, m, and 11, and the first Y and Z. The
ending equations at surface N involve finding the intercept of the ray with
the adopted image plane from a knowledge of IN' mN, nN AN, fJ'N, and VN'
When needed,

(15)

(16)
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NOTE; The longitudinal magnification y is defined by

ds'Jol
y=--"

dS1
(11),

where dS1 and ds~ are displacements of-infinitesimal magnitude in the vicinity of the
object and image points considered as changes in S1 and s~ respectively. From a
treatment similar to that above, we find

from which

: = c:~) (~)
for finite object and image distances.

(12)

(13)
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PHYSICAL OPTICS
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Geometrical optics considers light as being made up of rays. Color or
wavelength enters as a special parameter to distinguish one ray from another
in a medium whose physical properties are not ind~pendent of wavelength.
Physical optics, on the other hand, treats of properties of light in much
greater detail. The interference of light, for example, can be explained
only in terms of the basic vibrations. The rays enter, if at all, merely as
indicating the direction of propagation of energy in the medium. Physical
optics, like hydrodynamics and acoustics, depends for its solutions on certain
prescribed boundary conditions, which the wave equation or its appropriate
solutions must fulfil. Also, since light is electromagnetic in character, its
basic properties go back to the fundamental equations of Maxwell. Rela­
tivity, and special reiativity in particular, are also related to this problem,
since certain properties depend upon the interpretation of matter iIi motion
with velocities that may be a considerable fraction of the velocity of light.
The formulas selected have been chosen largely from the standpoint of
utility-utility, that is, for the laboratory scientist as well as for the student
of theoretical phases.

The following symbols are not standard, and are not explained in the text:

a, b, d slit width, length, and separation (between centers)
A, W absorptance and radiant emittance of a surface
B, D distances from source to diffracting screen, and from diffracting

screen to point of observation
E, R, E' complex amplitudes of incident, reflel:ted, and refracted waves
e, 0 (as subscripts) extraordinary and ordim;ry components in double

refraction
1 intensity (flux per unit area)
l geometrical path length

409



410 PHYSICAL OPTICS §1.1

m order of interference
M molecular weight
n refractive index
s,p (as subscripts) refer to light polarized perpendicular and parallel to

the plane of incidence
thickness of a plane-parallel plate

v wave velocity

ex absorption coefficient, grazing angle of incidence
I) phase difference, phase change
Ll path difference (retardation)
E dielectric constant
, angle of astronomical aberration
B angle of diffraction
K absorption index
JL permeability, electric or magnetic moment
g angle of rotation of plane of polarization
p reflectance of a surface
a wave number
T transmittance
1>, rf/ angles of incidence and refraction
t/J azimuth of plane-polarized light

1. Propagation of Light in Free Space

1.1. Wave equation
On

2E 1 82EV 2E=JLE '-= _._'
C2 8t2 v 2 8t2

(C = 1 in mks units; C = c in Gaussian units)
The general solution is (Chap. 1, §5.20)

E = f(s - vt) +g(s + vt)

(1)

(2)

For a monochromatic plane wave, the wave normal having the direction
cosines I, m, and n,

or

E = Eoe2ntv[t-(l:t+my+nzl!'v]+i5, (Ix + my + nz = s)

E - E . [2 ( Ix + my + nz) ",]- 0 sm TTY t - + 0
v ,

Wave traveling in the direction +x, phase constant zero at origin,

E = Eo sin 2TTY ( t - ; )

(3)

(4)

(5)
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Since v = liT and v = vA,

E = Eo sin 2n ( ~ - ~ )

1.2. Plane-polarized wave

Ey = Eoy sin 2nv(t - :)

(6)

(1)

(2)

(2)

1.3. Elliptically polarized wave. Combination of the two plane­
polarized waves

E y =Eoy sin2nv(t- :) and Ez=Eozsin [2nv(t- :) +0] (1)

gives, at one value of x,

• 2 ~ _ Ey 2 2Ey Ez ~ E z2
sm u - J[2-ETcOS O +JF2

Oy Oy OZ o.

an ellipse in the y, z plane.

1.4. Poynting vector. The instantaneous rate of flow of energy across
unit area placed normal to the direction of flow,

n=4:[EXH] (1)

1.5. Intensity. In vacuum, E = H, so

II = 4: Ey 2, 1= ~ EOy2 (1)

for a plane-polarized wave. For the elliptically polarized wave of § 1.3,

1= 8: (EOy2 + Eoz2) (2)

For an unpolarized wave of amplitude Eo,

1 = -.£ E02 (3)
4n

For N such waves having random phases,

I=N-'£E2 (4)477" 0
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1.6. Partially polarized light. If the preferential polarization IS III

the Y direction,

(1)

gives the fraction of admixed plane-polarized light (proportional polarization).

1.7. Light quanta

energy of a photon = hv,

nv h
momentum = - = -

c A

velocity = c

rest mass = 0

2. Interference

2.1. Two beams of light. Difference in optical path is

Ll = ~ nili - ~ n;lj
Phase difference is

When Eo = E'0'

1= 4Eo" cos"~
2

(1)

(2)

(3)

(4)

2.2. Double-source experiments. For Young's double slit, con­
dition for maxima is

dsin B= mA

and linear separation of successive fringes· is

DA
Yl=7

(1)

(2)

For Fresnel biprism

where ex = prism angle.

For Fresnel mirrors

(B + D)A
Yl = 2B(n - l)ex (3)

(B + D)A
Yl = 2Bex

where ex = angle between mirrors.

(4)
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2.3. Fringes of equal inclination. For reflected fringes,

[ = __4p sin2 8/2 (1)
(1- p)2 + 4p sin2 8/2

For transmitted fringes,
[ = (1 - P)2 (2)

(1 - p)2 + 4p sin2 8/2

8 - 41Tnt cos1J' (3)
- ,\

For maxima in reflected light,

2nt cos 1J' = (m + !),\ (4)

2.4. Fringes of equal thickness. At normal incidence, maxlma m

reflected light,

Newton's rings
2nt = (m + ~),\

r 2 = r(m + !),\
m n

(1)

(2)

where rm = radius of mth bright fringe, r = radius of lens surface.

2.5. Michelson interferometer. When the interferometer' is adjusted
for circular fringes, maxima are

2t cos1J = m,\ (1)

Fringe shift (number of fringes) due to a displacement t' - t of one mirror:

, 2(t' - t) (2)
m -m = ,\

Fringe shift caused by insertion of a thin lamina of index n and thickness t :

, 2(n - nit)t (3)
m -m = ,\

where na = refractive index of air. Visibility of fringes is

V = [max - [min

[max + [min

2.6. Fabry-Perot interferometer.

(4)

T 2 1
(I - p)2· -1 +-~4p--. -2-8~'

(1 - p)2 sm 2
(1)
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Dispersion

Resolving power +

, 2 )
mA = 2t COS eJ> ~ 2t ( 1 - ;;2

where f = focal length of camera lens. Spectral range is

A 1..2 1
Ll,\ = m = 2t' Llu1 = 2t

Ratio of fringe width at ha:lf maximum to fringe separation*

1- p 1(1 - p)3
2Yh = 7Tpl/2 + 24 -'~1/2-

A mpl/2

LlA = 3.0 1 _ P

de m 1
dA 2t sin eJ> A tan 4>'

Comparison of A's with sliding interferometer

.\ _ A _ 1..11..2__ ~a'J2
1 2- 2d - 2d

where d = distance one mirror is moved between coincidences.

2.7. Lummer-Gehrcke plate. Maxima

m.\ = 2nt coseJ>' = 2tvn2 --=-- sin2 eJ>

Ll.\ = m.\2
1 m2A - 4t2n(dnjnA)

de 2An(dnjd.\) - 2(n2 - sin2 eJ»
dA = ------,\ sin 2eJ>

A _ I (2 . 2-I. \ dn)
LlA - Asin eJ> n - sm 'f' - I\n d.\

where I = length of the plate.

2.8. Diffraction grating
I = sin2 ex . sin2 Nf3

ex2 sin2 f3

where ex = (7Ta sin 8)/1.., f3 = (7Td sin 8)/1... Principal maxima

mA = d(sinep + sin e)

* MEISSNER, K. W., ]. Opt. Soc. Am., 31, 414 (1941).
+ BIRGE, R. T., Private communication.

(2)

(3)

(4)

(5)

(6)

(7)

(1)

(2)

(3)

(4)

(1)

(2)
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Concave grating, radius r,

PHYSICAL OPTICS

dB m
d'A = d cos B

'A
~'A =mN

415

(3)

(4)

(
COS ep 1 ) ( 1 cos B)cos ep -- - - + cos B - - -- = 0

r1 r r r z

-.l + -.l = cosep + cos B
r1 r3 r

(5)

(6)

where r1 = distance of slit, rz = distance of image (first focal line),
r3 = distance of second focal line.

2.9. Echelon grating. Transmission echelon; maxima

m'A=(n-1)t-aB

'A
~'Al =0

where C = [en - 1)/'A] - dn/d'A.

dB = C.!­
d'A a

'A
~r=NCt

Reflection echelon
m'A = 2t -aB

The other equations are the same, with C = 2/'A.

(1)

(2)

(3)

(4)

(5)

2.10. Low-reflection coatings. Single, homogeneous layer of index n1,

deposited on glass of index n, to a thickness t = >..j4n1 :

p = 0 when n1 = vn (1)

Two layers,* the one next to the air having index n1 and thickness >..j4n1 ,

that next to the glass having index nz and thickness >..j4nz :

(2)

* VACISEK, A., ]. Opt. Soc. Am., 37, 623 (1947).
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3. Diffraction

§ 3.1

3.1. Fraunhofer diffraction by a
parallel light incident normally,

I - I sin
2
~

- 0 f:32

rectangular aperture. For

(1)

where f:3 = (7Ta sin 8)/A, with 8 measured in a plane perpendicular to b;
y = (7Tb sin Q)/A, with Q measured in a plane perpendicular to a. Single
slit, having b ~ a,

I = I sin2f:3 f:3 _ 7Ta(sinf_+ sin 8)
0[:32' - A

for oblique incidence at the angle f. Zeros of intensity occur at
37T, ... ; maxima at tan f:3 = f3; first zero at sin 81= Aja.

3.2. Chromatic resolving power of prisms and gratings

A dn
Ll'\ = t dA

for prism, or prisms, with total length of base t.

~_ _ N _ Nd(sinf + sin 8)
LlA- m - A

for grating, where Nd = total width of /?rating.

3.3. Fraunhofer diffraction by a circular aperture

I_I (~Nex»)2 ~ _~~ sin 8
- 0 ex ' ~- A

where Jl = Bessel function of order unity (Chap. 1, § 9.2).

sin 81 = 1.220 ~
at first zero of intensity.

3.4. Resolving power of a telescope

81 = 1.220 ;r radians

where r = radius of objective lens.

8 - ~~ seconds of arc
J - 21'

where r is in centimeters.

(2)

f3 = 7T, 27T,

(1)

(2)

(1)

(2)

(1)

(2)
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(1)
A A

x = = -::0-;-----.------.-------.,------;-
2n sin 1> 2(numerical aperture)

where 1> = half-angle subtended at object by objective lens.

3.5. Resolving power of a microscope. Smallest separation of two
points resolved :

3.6. Fraunhofer diffraction by N equidistant slits

I - I sin2 f3 • sin2 Ny
- 0 f32 sin2 y (1)

at maxima.

for double slit.

(3)

(2)

f3 = (7Ta sin B)jA, y = (7Td sin B)jA.

_ sin2 f3 2
I -lop cos Y

where

d(sin 1> + sin B) = mA

yd.If = --;; = an mteger

is the condition for missing orders.

3.7. Diffraction of x rays by cristals

2d sin (X = mA, (Bragg's law) (1)

where d = separation of atomic planes, (X = grazing angle of incidence and
diffraction. More accurately, *

m>" = 2dvn2 - 1 -+- sin2 rx R::; 2d( 1 _1 - n. 4d~) sin2 (X (2)
, >,,2 m2 I

For a cubic crystal, lattice constant c,

>.. [ ]1/2sin (X = 2c (mh)2 + (mk)2 + (ml)2

where h, k, I = Miller indexes. +

(3)

3.8. Kirchhoff's formulation of Huygens' principle

III a [E(t-r/V)] 1 a[( r)] (~7TEp = !cos (n, r) ar --r-- - ---; . an E t - v; IdS (I)

* VALASEK, }., Theoretical and Experimental Optics, John Wiley & Sons, Inc., New
York, 1949, p. 19l.

+ Ibid., p. 419.
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where (n, r) is the angle between the inward normal to the surface element dS
and the radius vector r from P to dS. For plane waves incident normally
on an aperture in a screen, *

iEo ff [2'TT e-
ikr

• e-il<r 1Ep = - -- . -- (1 + cos B) - t -- cos B dS
4'TT ,\ r r2

The second term may be neglected for optical waves.

3.9. Fresnel half-period zones

Intensity on the axis of a circular aperture.

1= E1 + Ern
2 2

approaches E1/2 as m ---+ 00.

3.10. Fresnel integrals

(2)

(1)

(2)

f
v 'TTV2

X = 0 cos Tdv, f
v 'TTV2

Y = 0 sin T dv (1)

where v = ZV2BI[DA(B + D)], and Z is the distance along the screen.

4. Emission and absorption

4.1. Kirchhoff's law of radiation

W
A = WI> (1)

where Wb = radiant emittance of a black body at the same temperature at
which Wand A are measured.

4.2. Blackbody radiation laws

C v3

W dv = __I_(ehv /kT -l)-ld~' (Planck's law)
v c4 '

WAd,\. = ~51 (eez/AT -I)-idA

where C1 = 2'TThc2, C2 = hclk

* Ibid., p. 185.

(1)

(2)
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AmaxT = 4.~~5' (Wien's displacement law) (3)

(Stefan-Boltzmann law) (4)

4.3. Exponentia11aw of absorption

I = IOTx = Ioe-lXx , (Bouguer's law)

I = IorlX[C]x (Beer's law)

where [C] = concentration of a solution.

(1)

(2)

4.4. Bohr's frequency condition

, E1 - E2hv = E1 - E2 , a = T 2 - T 1 = he

4.5. Intensities of spectra11ines

(1)

(3)
e3 gn

B nm = 8 h 3 • - A nm
7T vnm gm

gn' gm = statistical weights of upper and lower states. *where

I = NnAnmhvnm, (emission lines) (1)

where N n = number of atoms in initial (upper) state, and A nm = spon­
taneous transition probability.

ex = NmBnmhvnm, (absorption lines) (2)

where N m = number of atoms in initial (lower) state, and Bnm = induced
transition probability.

5. Reflection

(1)

\

I

sin(f -f')
sin (f +f)

tan (f - f)
tan (f +f')

E's 2 sinf' cos f
E;= sin (f +f')
E'p 2 sinf' cosf
Ep = sin (f +f) cos (f -f')

5.L Fresnel's equations

Rs

E;

* HERZBERG, G., Atomic Spectra and Atomic Structure, Prentice-Hall, Inc., New
York, 1937, Chap. 4.
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The signs conform to the convention that corresponding phases are as seen
by an observer looking against the light, whether incident, reflected, or
refracted. This leads to an apparent inconsistency in the signs of Rs/Es
and Rp/Ep at ep = O. It cannot be avoided, however, without introducing
other difficulties.

5.2. Stokes' amplitude relations. Reversal of the rays makes ep' the
angle of incidence, and ep the angle of refraction. Using the subscript 1 for
the reversed rays,

R 1 R
E1 E

for both sand p components; also

~ ~: = 1- (~r
5.3. Reflectance of dielectrics

(
R )2 R )2

Ps = E: ' Pp = ( E:

At normal incidence (ep = 0),

(
1 )2

P= ~~l
for both sand p components.

(1)

(2)

(1)

(2)

(1)

5.4. Azimuth of reflected plane-polarized light

tan l{; = !-~ = _ E p • cos (ep + ep'}
Rs Es cos (ep -ep)

for dielectrics; l{; = angle between R and the normal to the plane of inci­
dence.

5.5. Transmittance of dielectrics

E'p

Ep

1 + Rp/Ep
--_. --

n
(1)

('R)2 + n(E')2 ~o~f = I
E E cosep

applies to both the sand p components.

'E')2 1 -
T = (E = n(cosep'/~sep)

(2)

(3)
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5.6. Polarization by a pile of plates. For unpo1arized incident light,
the proportional polarization (Sec. 1.6) caused by 2m surfaces (m plates) is

p= Ps-Pp .__
Ps + PP + 2(2m - 1)Pspp

for reflected light
p = m(ps - pp)

1 + (m -1) (Ps + pp) - (2m ---,- l)pspp

for transmitted light
p= mps

1+ (m -l)ps

for light transmitted at the polarizing angle (pp = 0). *

5.7. Phase change at total internal reflection

Ds vin2 sin2 ep - 1
tan - = - ----'~-

2 n cos ep

(1)

(2)

(3)

(1)

5.8. Fresnel's rhomb. The angle of incidence at each of the two
internal reflections is determined by

Maximum possible phase change at a single reflection is given by

tan(Dp - .~) = n
2

- ~
2 max 2n

This occurs at the angle of incidence epm such that

sinepm = ~n2 ~ 1

5.9. Penetration into the rare medium in total reflection

(1)

(2)

(3)

(1)

where the x, y plane is a totally reflecting surface, and the x, z plane is a
plane of incidence.

* GEIGER, H. and SCHEEL, K. (eds.), Handbuch der Physik, Vol. 20, " Licht als
Wellenbewegung," Julius Springer, Berlin, 1928, p. 217.
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5.10. Electrical and optical constants of metals. For perpen­
dicular incidence in the +z direction,

(1)

defines K, K O' where "- = wavelength in metal, "-0 = wavelength in vacuum.

E' = E - i 2a = n2(1 - iK)2, (complex dielectric constant)
v

5.11. Reflectance of metals *
_ a2 + b2 - 2a cosf + cos2f

Ps - a2 + b2 +2a cos f + cos2f
_ (a2+ b2 - 2a sin f tan f + sin2f tan2 f ')

P" - PS\a2 + b2 + 2a sinf tanf-+-sin2<b tan2f
where

a2= t{ vTn2(C-= K2) - sin2 f]2 + 4~~K2 + n2(1 - K2) - sin2f} 1
b2 = t{ yr;;2(l-=:~2f-=:~i;2 f] 2-+ 4n4K 2 - n2( 1- K 2) + sin2f }

Useful approximate expressions are +

(n - l/cosf)2 + n2K 2

P" = (n + l/cosf)2 + n2K 2

(n - COSf)2 + n2K 2

Ps = (n + cos f)2 + n2K2

At normal incidence, the exact expressions become

(n - 1)2 + n2K 2 (n -- 1)2 + K02

P = (n + 1)2 + n2K 2 = (n + 1)2 + K02

(2)

(3)

(4)

(5)

* GEIGER, H. and SCHEEL, K. (eds.), Handbuch der Physik, Vol. 20, "Licht als
Wellenbewegung," Julius Springer, Berlin, 1928, p. 242.

+ WIEN, W. and HARMS, F., Handbuch der Experimentallphysik, Vol. 18, " Wellen­
optik und Polarisation," Akademische Verlagsgesellschaft, Leipzig, 1928, p. 164.
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./. ill __ E'IJ cos(1J + cp')
tan'l'e - E

s
cos(1J _ cp')

5.12. Phase changes and azimuth for metals

2b cos 1J
tan 0.. = - 2 b2 2A.a + - cos 't'

where a2 and b2 are defined in § 5.11.

tano = 2bcos1J(a2+b2-sin21JL
'1> a2 + b2 _ n4(1 + K2)2 cos2 1J

~ _ 2b sin1J tan1J
tan - sin21J tan21J _ a2 _ b2

where ~ = 0'1> - os'

5.13. Determination of the optical constants *
n2 = j2 tan21J cos (fJ + ex) cos (fJ - ex)

n2K 2 = j2 tan21J sin (fJ + ex) sin (fJ - ex)
K 2 = tan (fJ + ex) tan (fJ - ex)

where

(1)

(2)

(3)

(4)

I(1)

. 2 sin 21J sin ~ sin 2y;
sm ex = .

1 - cos 21J c.os ~ sm 2y;

. sin 1J sin ~ sin 2y;
sm ~ = (1 - cos 21J cos ~ sin 2y;) (1 - cos ~ sin 2y;)l/2

j2 = 1 - cos 21J cos ~ sin 2y;
1 - cos ~ sin 21J

Using the principal angle of incidence ¢ (for which ~ = 900) and the

principal azimuth {1, these simplify to

sin 2& = sin 2¢ sin 2{1

sin ~ = sin¢ sin 2{1

j2 = 1

The approximate equations used by Drude are

K = tan2{1

nyl +~ = sin¢ tan¢
} (3)

* GEIGER, H. and SCHEEL, K. (eds.), Handbuch der Physik, Vol. 20, "Licht als
Wellenbewegung," Julius Springer, Berlin, 1928, p. 244.
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6. Scattering and dispersion

§ 6.1

(1)

6.1. Dipole scattering *
87TNe4

Es = 3m2c4[(vo/v)2 _ 1]2

where E s = total light energy scattered per unit incident intensity; N = num­
ber of dipoles of charge e, mass m, natural frequency 1'0'

6.2. Rayleigh scattering formula

87TNe4v4

Es = 3 2 4 4' (v < 1'0)me 1'0

6.3. Thomson scattering formula

87TNe4

Es = 3m2c4 ' (v ~ 1'0)

(1)

(1)

6.4. Scattering by dielectric spheres. Case r < A (Rayleigh scat­
tering) :

Es = 247TJN(n: --~r~; (1)
n + ~ / /\

where n = refractive index of the spheres relative to the surrounding
medium; V=~.

97T2N (n 2
- 1) 2 V 2

Is = 2D2 n2 + 2, ~4 (1 + cos2 8), (unpolarized incident light) (2)

where Is = relative intensity scattered at angle () with incident beam;
D = distance from scattering spheres to observer. +
The degree of polarization of scattered light is x

p = sin
2

8 (3)
1 + cos2 8

Case r>A:

N \2 00 2 + 2E __/\_ ~ ak Pk
s - 27T k~l 2k + 1

where ak and h are complex functions of 2m/A. 0

(4)

* VALASEK, J., Theoretical and Experimental Optics, John Wiley & Sons, Inc., New
York, 1949, p. 332.

+ SINCLAiR, D., J. Opt. Soc. Am., 37,476 (1947).
x BORN, M., Optik, Edwards Bros., Inc., Ann Arbor, Mich., 1943, p. 294.
o MIE, G., Ann. Physik, 25, 377 (1908).
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6.5. Scattering by absorbing spheres *

(1)

where Re = real part; Et includes energy removed by both absorption
an(;. scattering.

6.6. Scattering and refractive index +

n-1 =l-yfNA2Y!Es
217

(1)

(2)

6.7. Refractivity x

n2 - 1 1
r =~2 . - R::! m1r1+ m2r2+ ... + msrs, (specific refractivity) (1)

n + P
where s = number of substances of specific refractivity rio

Mr = C1 + ~2, (molecular refractivity)

where C1 = 417NofL2/9k, fL = dipole moment of molecule, k = Boltzmann
constant, No = Avogadro number.

6.8. Dispersion of gases

2(1 2) I! P;(Vi
2

- v
2

)
n - K = + 4 2( 2 2)2 + ( )2i 17 Vi - V VYi

where Pi = 417Niei2/mi, K i = NielAi/17mic2, Yi = damping coefficient in
E =Eoe-YitI2e2"ivit and gi = Ai4yl/4172C2.

* SINCLAIR, D., op. cit., p. 476.
+ JENKINS, F. A. and WHITE, H. E., Fundamentals of Optics, 2d ed., McGraw-Hill

Book Company, Inc., New York, 1950, p. 459.
x VALASEK, J., Theoretical and Experimental Optics, John Wiley & Sons, Inc., New

York, 1949, p. 234.
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(Cauchy's formula)

In the immediate neighborhood of an absorption frequency Yo' *

2(1 2) 2 1 Po(vo - v)
n - K ~ no + -2 . ( _)2 (/4)2Vo Vo V + Yo 7T

6.9. Dispersion of solids and liquids

C'
n -1 = C + ,\2'

1 (3)

f

(1)

(Sellmeier's formula) (2)

in transparent regions, and where (X = polarizability (Ik = OI.E).+

6.10. Dispersion of metals x

n2(1 _ K 2 ) = 1 _ 47TU . 1 . + "" _ PlVi
2

- v
2

)

g 1 + 47T2V2/g2 ~ 47T2(Vi2
- V2 )2 + (VYi)2

6.11. Quantum theory of dispersion D

N
B=----

(3)

(1)

(2)

* BORN, M., Optik, Edwards Bros., Inc., Ann Arbor, Mich., 1943, p. 478.
+ Ibid., p. 503.
x SLATER, J. C. and FRANK, N. H., Introduction to Theoretical Physics, McGraw­

Hill Book Company, Inc., 1933, p. 282.
D VAN VLECK, J. H., Theory of Electric and Magnetic Susceptibilities, Clarendon

Press, Oxford, 1932, p. 361.



7.1. Principal dielectric constants and refractive indices

Dx = ExEx, D y = EyEy, D z = EzE., (Ex < Ey < E z)

§ 7.1

C .1­
na == - == 'V Ex,

Va

PHYSICAL OPTICS

7. Crystal Optics

c -
nlJ=-= VEy ,

VIJ

427

j (I)

7.2. Normal ellipsoid

(1)

Any plane section of the ellipsoid is an ellipse, and the two normal
velocities of light traveling perpendicular to this section, for which the E
vibrations are parallel to the major and minor axes of the ellipse, respectively,
are inversely proportional to the length of these axes"

7.3. Normal velocity surface

12 tn2 n2

~-~+ + =0
V n

2 -Va
2 V n

2 _V1J2 V n
2 _Vc

2 (1)

where V n = velocity along the wave normal, I, tn, n = direction cosines of
the wave normal.

7.4. Ray velocity surface
V 2p2 V 2q2 . V 2r2

2 a 2 + 2 IJ 2 + 2 c 2 = 0 (1)
V r -Va V r -VIJ V r -Vc

where V r = velocity along the ray, p, q, r = direction cosines of the ray.

7.5. Directions of the axes

~
_._-

2 2
" Va - VIJ

OptIC axes: 1= ± 2 2'
Va. - V c

V
Ray axes: p = ± ---"- 1

VIJ
(1)

7.6. Production and analysis of elliptically polarized light

E'e = E cos 8, I = E2 cos2 8 l
E' E" 8 I o

e
= E2 SI"n2 8 (law of Malus)0= Sin ,

(1)

Quarter-wave plate

(2)

(3)
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Babinet compensator

271'(') = T (t 1 - t2) (n. - no),
E

tant/J= E'P
s

(4)

is the ratio of the components of the ellipse parallel and perpendicular to the
optic axis of one of the wedges. The angle t/J is measured when the analyzer
is set for complete extinction at the minima.

7.7. Interference of polarized light. For a thin sheet of doubly
refracting material between polarizer and analyzer, with its principal section
at the angle IX with the plane of transmission of the polarizer,

1-'.- = £2 sin2 2IX sin2 ~ (analyzer crossed) (1)
2

7.8. Rotation of the plane of polarization

Solutions

(analyzer parallel) (2)

g= [fllC = [g]lpd (1)

where [fl = specific rotation, C = concentration (g/cm3), p = per cent
concentration (wt %), d = density.
Crystals

Specific rotation *
(3)

where nr> n l = refractive indexes for right- and left-handed circular
components. Dispersion of the rotation +

K = 47T N;giel Ai2

t c mi
(4)

8. Magneto-optics and Electro-optics

8.1. Normal Zeeman effect. For light linearly polarized parallel to the
magnetic field,

* BORN, M., Optik, Edwards Bros., Inc., Ann Arbor, Mich., 1943, p. 418.
+ FORSTERLING, K., Lehrbuch der Optik, S. Hirzel, Leipzig, 1928, p. 198.
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For light circularly polarized in the plane perpendicular to the magnetic
field,

eH
v = vo ± -4-­nme

~vtla = - = 4.670 X 1O-5H
e

where H is in oersteds.

8.2. Anomalous Zeeman effect

+(M'g' M"") eH (1)v = vo - g 4nme

where M' = M" for light linearly polarized parallel to H, and M' = M" ± J
for light circularly polarized perpendicular to H.

j(J + 1) + S(S + 1) -L(L + 1)
g = 1 + 2j(J + 1) (Landeg formula)

8.3. Quadratic Zeeman effect. Due to the component of the
magnetic moment perpendicular to j, *

(M" M"") eH he2H2
v = Vo + g - g. 4-- + 16 2 2 2nme n me

\ [f(J',M')J2 [f(J' -1,M')]2
X Ihv(J',]' + 1) + hv(J',]' - 1)

_ [f(J",M"W _ [f(J" - I,M"W I
hv(J",j" + 1) hv(j",j" - J) \

Due to the diamagnetic term,

e2H2a n4

v = Vo + 8 ~me

(1)

(2)

for light linearly polarized parallel to H.

eH
v = Vo ± -4-- +nme

(3)

for light circularly polarized perpendicular to H. +

* VAN VLECK, J. H., Theory of Electric and Magnetic Susceptibilities, Clarendon
Press, Oxford, 1932, p. 173.

+ VAN VLECK, J. H., op. cit., p. 178.
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molecular

8.4. Faraday effect
~=wHl

n(nz - nr )
w = I..H ' (Verdet constant)

el..o dn
w = - 2mc2 • dl..' (c1assicalBecquerelformula)

w = !!.- . n
2 + 2 Nf

I.. 3n
Here 1 = 10 + (ljkT)fl' where fo and fl are molecular constants. *

8.5. Cotton-Mouton effect +

o= no - neI = CIH2
I..

no - ne = H2N n
2
6~ 2(3b + f2Nn23~ 2)

Here b = bo + (ljkT)b1 + (ljk2P)b2, where bo' b1, and b2 are
constants.

1 1
C = Co +T C1 +P C2 , (Cotton-Mouton constant)

8.6. Stark effect x For hydrogen and hydrogen-like orbits,

3Eh ('(' , ) "(" " )]a = ao - 8n2mZec n n <- n 1J - n n <- n 1J

where n<, n1J = parabolic quantum numbers.
For many-electron atoms

8.7. Kerr electro-optic effect 0

0= 2nBIE2

B = n\~2ne, (Kerr constant)

B = N n
2 + 2 (E + 2)23b
6n 3 A

0)

(2)

(1)

* BORN, M., Optik, Edwards Bros., Inc., Ann Arbor, Mich., 1943, p. 356.
+ BORN, M., Optik, Edwards Bros., Inc., Ann Arbor, Mich., 1943, p. 362.
x RUARK, A. E., and UREY, H. C., Atoms, Molecules, and Quanta, McGraw-Hill

Book Company, Inc., 1930, p. 153.
o BORN, M., op. cit., p. 367.
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9. Optics of Moving Bodies

431

9.1. Doppler effect

VI - v21c2
v' = V ----,-----,-----,----'------c-

I -(vlc)(cos 8)
(1)

where 8 = angle between dire~tion of observation and direction of motion.
Reflection from a moving mirror

V' == v
I + (vic) cose/>
1 - (vic) cose/>

(2)

9.2. Astronomical aberration

sin~=~
c

9.3. Fresnel dragging coefficient

c ,(n2
- I A dn)

v=--;- ±v ~-r;' dA

where v = observed wave velocity of light, Vi = velocity
A= wavelength in vacuum.

(1)

(1)

of medium,

9.4. Michelson-Modeyexperiment

8 = 2TTI . v
2

A c2

This is doubled when the interferometer is turned through 90°.
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Chapter 18

ELECTRON OPTICS

ByE D WAR D G. RAM B ERG

RCA Laboratories Division
Radio Corporation of America

Although electron optics has certain features peculiar to itself, largely
because its "lenses" and "prisms" are built to control the passage of
electrons rather than light waves, a large part of the subject has close analogy
to the field of light optics. In certain aspects, geometrical or ray optics
are useful; in others only the application of the electron equivalent of physical
optics will suffice to explain the phenomena.

The formulas here given are those that will prove most useful for descrip­
tion of the focusing properties and path deflections of practical electron
optical systems, such as electron guns, electron microscopes, image tubes,
and deflection fields. Formulas for the field distributions, focal lengths, and
aberrations of characteristic electrode configurations and lenses supplement
the more general formulas of electron optics. The personal experience
of the author has been the primary guide for the selection-an experience
gained from the computation of a wide variety of electron-optical systems,
particularly in the fields of electron microscopy and television.

Symbols Employed in Formulas

A magnetic vector potential

A., A~n A e components of magnetic vector potential in polar coordinates

a = e/(2moc2), relativistic correction constant

b = - r'/r + 1/(2z) [Eq. (5.6)]
b., br components of magnetic induction

B magnetic induction along axis or in plane of symmetry

c velocity of light

c = - r'/r, " convergence" [Eq. (5.5)]

C integration constant of electron path (V2emo C = angular momentum
in zero magnetic field)

433
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Gl , G2, G;J coefficients of chromatic aberration [Eq. (10.2)]
d "half-width" of refractive field; separation of electrodes

e Napierian base 2.718...
-e charge of the electron
E electric field
f, fo> fi focal length (object-side, image-side) of complete lens field
fm fom fin focal length (object-side, image-side) of lens field terminated

by nth focal point
ho' hi distance of (object-side, image-side) principal plane from plane of

symmetry of electron lens

i V-I
I electric current
i (subscript) referring to the image plane
k Boltzmann constant [Eq. (1.4)]

k ~8:et> Bmaxd, ~136(:) maxd = lens strength parameter of magnetic

and electrostatic lenses, respectively

length of field
m mass of the electron
mo rest mass of the electron
M magnification
n integer, 1, 2, 3, .,.
n index of refraction [Eqs. (1.1) and (1.2)]
N magnetic flux
o (subscript) referring to object plane or starting point

r distance of electron from axis of symmetry
ra , ri , 1'0 distance from axis in " aperture plane," image plane, object plane
l',iz), ry(z) solutions of paraxial ray equation with initial conditions

l'a(zo) = 0, ra'(zo) = I; l'y(zo) = 1, riza) = °
raa l'a(za)
R radius of curvature
R = ret>1/4 [Eq. (5.4)]
Sl ... S8 coefficients of geometric aberration
t time
T absolute temperature

u object distance (from object-side principal plane to object plane)
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v image distance (from image-side principal plane to image plane)

v velocity of electron [Eq. (1.2)]
W = x + iy = riB

Wa, Wi' Wo' = Xa+ iYa' Xi + iYi' (Xo+ iYo)eiXi = coordinates in aperture,
image, and object plane, the last referred to rotated frame of reference

x coordinate parallel to axis of symmetry in two-dimensional fields
x, Y, Z rectangular coordinates
Y = y<1>1/4
Z coordinate parallel to axis in axially symmetric field
Zn distance of nth (real) focal point from plane of symmetry
Zf distance of (generally virtual) focal point of complete field from plane of

symmetry
ex aperture angle; inclination with respect to axis
1) variation

t1ri , t1<1>, ... increment of ri , <1>, ...
() azimuthal angle of electron

J.L permeability
1T 3.1416...
X angle between electron, path and magnetic vector potential [Eq. (1.2)]

X = f:
o
~8~<1> Bdz

f[! electric potential, so normalized that ef[! is kinetic energy of electron in
question

f[!* = f[! + af[!2 = " effective" electric potential
f[!** "equivalent potential" in presence of magnetic field [Eq. (4.1)]
<1> electric potential along axis of symmetry
<1>* = <1> + a<1>2 = " effective" axial electric potential

Superscripts:

r' first derivative of r with respect to z or x (coordinate parallel to axis of
symmetry)

r" second derivative of r with respect to z or x
r(nl nth derivative of r with respect to z or x

f first derivative of r with respect to t
f second derivative of r with respect to t
if; complex conjugate of W
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1. General Laws of Electron Optics

§l.l

1.1. Fermat's principle for electron optics

b JP2n ds = 0
P,

(1)

for the path of an electron between the terminal points PI and P2, where ds
is an element of path and n is the refractive index for the electron.

1.2. Index of refraction of electron optics *

(1)

where X is the angle between the path of the electron and the magnetic
vector potential A.

1.3. Law of Helmholtz-Lagrange for axially symmetric fields

(1)

(1)

where exo, exi are the apertures of the imaging pencils, which are assumed to be
small, and rilro is the magnification.

1.4. Upper limit to the current density j in a beam cross section
at potential <l> and with aperture angle ex +

j (e<1> 1)'2--;- = -- + sm ex
.10 kT i

where jo is the current density at the emitting cathode, T is the cathode
temperature, and k is Boltzmann's constant. <l> is measured with respect to
the cathode.

1.5. General lens equation

(1)

* GLASER, W., " Geometric-Optical Imaging by Electron Rays," Z. Physik, 80,
451-464 (1933). PICHT, J., Einfiihrung in die Theorie der Elektronenoptik, J. A. Barth,
Leipzig, 1939.

+ LANGMUIR, D. B., "Limitations of Cathode-Ray Tubes," Proc. IRE, 25,
977-991 (1937).
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2. Axially Symmetric Fields

437

2.1. Differential equations of the axially symmetric field in free
space

02<r+~.~(roep)=o. obz+~'~(rb.)=O (1)
oz~ r or or 'oz r Or '

2.2. Potential distribution in axially symmetric electric field

( ) _ ~ (-l)n <I>(2n,( )(.!-) 2n _ <I> _ ~ <1>" 2 +~ ",IV 4_
ep z,r - f:o (n !)2 z 2 - 4 r 64'11 r ...

2.3. Behavior of equipotential surfaces on axis

Radius of curvature:
2<1>'

R = <1>"

Vertex half-angle of equipotential cone at saddle point:

ex. = arc tan v'2 = 54044'

2.4. Magnetic vector potential in axially symmetric field

N
A = AB(z,r) = -2TTr

(1)

(1)

(2)

(1)

where N is the magnetic flux through a circle of radius r in the azimuthal
plane defined by z.

2.5. Field distribution in axially symmetric magnetic field

b ( ) = 1.. o(rA B) = ~ (-1.)n B(2n,( )(.!-)2n
z r,z 0 ~ ( 1)2 Z 2r r n~O n.

= B(z) - ~ B"(z)r2+ ...
\ (1)

b (r z) = _ oA B= ~ (_l)n B(2n_l,(.!.-)2n-l
r , oz t{n!(n -1)! 2

_ 1 B'( ) 1 Blll( ) 3- - 2' z r + 16 z r - ...
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3. Specific Axially Symmetric Fields

p.l

(1)

3.1. Electric field. For a field of aperture of radius R and potential <PA

located at z = 0, separating fields -<P'(-00) = Eo and -<P'(00) = E i ,

Eo + Ei R (' z z)<P(z) = <PA - 2 z + --;; (Eo - Ei ) R arc tan R + I (1)

3.2. Electric field. For a field between two coaxial cylinders of equal
radius R at potentials <Po(z < 0) and <P;(z > 0),

<P(z) = <Pi + <Po + <Pi - <Po foo sin (kz) . dk *
2 7T 0 Jo(ikR) k

+

3.3. Magnetic field. For a field of single wire loop of radius Rat z = 0,

27Tfl1R2
B(z) = (Z2 + R2)3/2 (1)

3.4. Magnetic field. For a coil with nI ampere turns enclosed by
infinitely permeable shell with narrow circular gap, and radius of inner
surface of magnetic material R,

B() 2 I 1.315 h2 (1. 315Z')
z """ 7Tlm '~sec -R--,

4. Path Equation in Axially Symmetric Field

4.1. General path equation in axially symmetric field

r" = ~ + r'2( oq;** _ r' Oq;**) (1)
2q;** or OZ

with ~
-

'c 2
q;** = q;* _ (_ + _e A)

r 2mo

and r2
f)'W ~ ec= .- -2 rA B, (constant of integration)

yr'2 + r2f)'2 + 1 mo

Here Y2emo C is the angular momentum of the electron about the aXIs

* MORTON, G. A. and RAMBERG, E. G., "Electron Optics of an Image Tube,"
Physics, 7, 451-459 (1936).

+ BERTRAM, S., "Determination of the Axial Potential Distribution in Axially
Symmetric Electrostatic Fields," Proc. IRE, 13, 496-502 (1942). GRAY, F., " Elec­
trostatic Electron Optics," Bell System Tech. J., 18, 1-31 (1939).
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for zero magnetic field (A e = 0). The azimuth of the electron is given by

(2)

5. Paraxial Path Equations (for eel> < moc2 )

(See §5.7 for arbitrary electron energies.)

5.1. General paraxial path equation

r" = - r' ~~ - r(:~ + 8~~ - ~~4) 0)

with

5.2. Azimuth of electron

8=80 +J:oC2~+~ 8~<D B)az (1)

5.3. Paraxial path equation for path crossing axis (C = 0)

" , <D' (<1>" eB2)
r = -r 2<D -r 4<D + 8m

o
<D.

5.4. Paraxial ray equation for variable R = r<D 1/4 (for C = 0) *

-R" = R[136(:J + 8~~] (1)

(1), 2 <D' <D"
c=c--c+--

2<D 4<D

5.5. Paraxial ray equation in electric field for variable c = - r' fr
(C = 0)

with Jz C dz
r = r e- '.o

* PICHT, J., " Contributions to the Theory of Geometric Electron Optics," Ann.
Physik, 15, 926-964 (1932).
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5.6. Paraxial ray equation in electric field for variable
b= - r'lr + 1/(2z) (finite at surface of flat cathode) (C = 0) *

b'=bZ-b(~+~) +<1>" +~(~_~) (I)
z 2<1> 4<1> 2z 2<1> 2z

with

with

(1)

(I)

5.7. Paraxial ray equation in electric field for arbitrarily high
voltage +

" , <1>' I + 2a<l>
r = - r 2<1> I + a<l>-

(
<1>" 1+ 2a<l> eBZ CZ)

- r 4<1> I + a<l> + 8mil + a<l»<I> - r 4(1 + a<l»<I>

C = rz( 8'y<l> + a<l>z - ~8:
0

B)

6. Electron Paths in Uniform Fields (ell> -< moc2
)

6.1. Path in unifo~m electrostatic field -<1>' parallel to z axis.
For electron with initial energy e<l>o making an initial angle Cio with z axis in
yz plane,

- <1>0 [ . 2 2' / Z <1>' ( )]Y-Yo-(f)' -sm Cio± smCi0'VcosCio+<p-;;- z-zo

6.2. Path in uniform magnetic field. For B = B z with initial
energy e<Do,initiai angle Cio with respect to z axis,and azimuth 80 with respect
to x axis,

x - xo= R [sin( z ~ Zo tan Cio+ 80 ) - sin 80 ]

Y - Yo = - R[cos( z ~ Zo tan Cio + 80 ) - cos 80 ]

* MORTON, G. A. and RAMBERG, E. G., "Electron Optics of an Image Tube,"
Physics, 7, 451-459 (1936).

+ RAMBERG, E. G., "Variation of Axial Aberrations of Electron Lenses with Lens
Strength," J. Appl. Phys., 13, 582-594 (1942).
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6.3. Path in crossed electric and magnetic field. -<!l' = Ey , B = B z

. (eB Yo )X sm -- t + arc tan---
rno <!l'fB + Xo

1 (2)

J
where Xo> Yo, Zo are components of initial velocity.

7. Focal Lengths of Weak Lenses * (eW ~ rnoc2
)

7.1. General formula for focal length of a weak lens

7.2. Focal length of aperture lens (§ 3.1)

1 Eo - Ei

fo - 4<!lA

(1)

(1)

7.3. Focal length of electric field between coaxial cylinders
(§ 3.2)

7.4. Focal length of magnetic field of single wire loop (§ 3.3)

1 3773 efL2 J2 1
7 T6m;; R <!l

(1)

(1)

* REBSCH, R. and SCHNEIDER, W., " Aperture Defect of Weak Electron Lenses,"
Z. Physik, 107, 138-143 (1937).
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7.5. Focal length of magnetic gap lens (§ 3.4)

1 2772 efL2 n 2]2. 1.315
7 3m: R<I>

(1)

7.6. Focal length of lens consisting of two apertures at potential
<1>0 and <Pit separated by a distance d (radius of apertures ~ d) *

(2)

The position of the principal planes relative to the plane of symmetry is
given by

8. Cardinal Points of Strong Lenses (ell> ~ moc2)

8.1. Strong lens. Let rp(z) represent a path incident parallel to the
axis from -00, and let r6(Z) represent one incident parallel to the axis from
+00. Then the positions of the focal points relative to the plane of symmetry
of the lens field and the foca11engths are given by the following expressions :

Zin = nth imag::-side focal point [nth point for which rp(z) = 0, counted from
the side of incidence]

Zon = nth object-side focal point [nth point for which r6(Z) = 0]

fin = -rp(-00 )/rp'(Zin) = focal length corresponding to nth image-side
focal point

fon = ri 00 )/r6'(Zon) = focal length corresponding to nth object-side focal
point

zit = (z - rp/rP')z-> 00 = image-side focal point of complete field

zof = (z - r 6/r /)z->-oo = object-side focal point of complete field

fi = - rp(-00)/rp'(00) = image-side focal length of complete field

fo = r6(00)/r/(-oo) = object-side focal length of complete field

For a symmetrical magnetic or (generally) equipotential lens

* GANS, R., " Electron Paths in Electron-Optical Systems," Z. tech. Physik, 18,
41-48 (1937).
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8.2. Uniform magnetic field, cut off sharply at Z = ± d *

B=Bm , Izi <d; B=O. Iz[ >d; k2 = eBm
2 d2

8mo<l>

(I)

= d( 1 cot 2k)
Zf + k '

\

8.3... Bell-shaped" magnetic field. +

with B B m

1 + (Z/d)2'

mr • /
Zn = - d cot yk2 +T (k:>'v n2

- 1)

1 (_l)n-l. mr
-= Sln---==

in d yk2 + 1

Zf = dyk2 + 1 cotTTyk2 + 1

(1)

1

i
8.4. Electric field <I> = <Pme(4Jv'3)k arc tan zld x

* LENZ, F., " Computation of Optical Parameters of Magnetic Lenses of Gene­
ralized Bell-Type," Z. angew. Physik, 2, 337-340 (1950).

+ GLASER, W., " Exact Calculation of Magnetic Lenses with the Field Distribution
H = H ol[l + (zja)2]," Z. Physik, 117, 285-315 (1941).

x HUTTER, R. G. E., " Rigourous Treatment of the Electrostatic Immersion Lens
Whose Axial Potential Distribution is Given by <Il(z) = <IloeK arc tan z," J. Appl.
Phys., 16, 678-699 (1945).
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Zit = - Zot = dyk2-+1 cot Tryk2 + 1

1 r"k!V3 ~~- 1 e"k!V3
-= --=sinTryk2 + 1, sinTr~
Ii dyk 2 + 1 fa dyk 2 + 1 .

9. Electron Mirrors * (elI> ~ moc
2

)

9.1. Paraxial ray equations

e<l>"r= ---r
2mo

(1)

9.2. Displacement of electron. For electron leaving point Zo> ro with
inclination ao to axis after reflection by uniform retarding field -<I>' = <l>o/d,

(1)

9.3. Approximate formula for focal length of an electron mirror

~ = _1_ r <1>" dz - _1- fO <1>" dz·r dz.r <1>" dz (1)
f 201>;, ZU Y<1> sv<i>;; z" y<l> Zu v% z Y<l>

Here Zu is determined by the condition <I>(zu) = O.

10. Aberrations (elI> ~ moc
2

)

10.1. Geometric aberrations of the third order +

~U'i = (S1 + iS2)(wo')2W/ +S3wO'Wo'wa+ (S4 + iS5) (wo')2wa
+ (S6 - iS7)wo'Wa

2 + 2(S6 + iS7)wo'wawa + SSWaW,,2

Here Wi = rieiei , W a = raeie., wo' = roeiceO+Xi) represent the coordinates
of a particular electron path in the image, aperture, and object planes,
respectively. The image plane is the paraxial (Gaussian) image plane, the
aperture plane is any (eventually also virtual) plane parallel to the image
plane, such that the space between aperture plane and image plane is field­
free; ~Wi is the deviation of the actual intersection of the electron path
with the image plane from that calculated by the paraxial ray equations,

*PICHT, J., Einfuhrung in die Theone der Elektronenoptik, J. A. Barth, Leipzig,
1939. RECKNAGEL, A., "The Theory of the Electron Mirror," Z. Physik, 104, 381­
394 (1937).

+ GLASER, W., "Theory of the Electron Microscope," Z. Physik, 83, 103-122
(1933).
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retaining terms of the third order in the radial coordinates. The several
aberration coefficients are correlated with individual aberrations as follows:
S1' distortion; S2' anisotropic distortion; Sa, curvature of field; S4' astig­
matism; S5' anisotropic astigmatism; S6' coma; S7' anisotropic coma;
S8' aperture defect or spherical aberration.

10.2. Chromatic aberrations *
!1Wi = (C1+ iC2)wO' + C3wa

M!1<1> Zi [<I>' , (<I>" B2)]
C1= -~ f Zo 2<1>3/2 r"Ty + 4<1>3/2 + 8~o<l>3/2 ra.Ty dz

(1)

C - - M!1<1> fZi I e B dz
2 - 2 Zo '\j 8mo<l>3

_ M!1<1> fZi [ 3 (<1>')2 eB2 J 2
C3- - rxa V <1>0 Zo "8 <1>5/2+ 8mo<l>3/2 Y", dz

Here C1 is the coefficient of chromatic difference in magnification, C2 is
that of chromatic difference in rotation, and Ca is that of chromatic
difference in image position; !1Wi denotes the shift in the intersection of a
particular electron ray with the (fixed) Gaussian image plane if the energy of
the electron is increased by e!1<1> without changing its position or direction
of motion at the object plane.

10.3. General formula for aperture defect +

S8 = ~~ fZi <I>-3/2r",4 [u + 4V r",' + 2W
r",';]dZ

16r",a v <Po Zo r" r",
(1)

7(<1>')3 e<1>'B2
V=~- 2m

o
'

3(<1>')2 e<l>B2
W=-~----

4 2mo

10.4. Aperture defect of weak lens x

= \ fZi [2-(P~)2 _e (B')2] I
S8 VI Zo 64 <I> + 8mo <I> dz \ (1)

* WENDT, G., "Chromatic Aberration of Electron-Optical Imaging Systems,"
Z. Physik, 116, 436-443 (1940).

+ SCHERZER, 0., "Calculation of Third-Order Aberrations by the Path Method,"
in BUSCH, H. and BRUCHE, E., Beitrage zur Elektronenoptik, J. A. Barth, Leipzig, 1937.

x REBSCH, R. and SCHNEiDER, W., " Aperture Defect of Weak Electron Lenses,"
Z. Physik, 107, 138-143 (1937).
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10.5. Aperture defect of bell-shaped magnetic field (§ 8.3) *
(for large magnification, IM I> 1). With

(j.ri = C'!oMlXn3= Ssra3,

nTr 2 nTr
X cot yk2 +1 CSC yk2 + 1

Gin
d

mr k2 mr
---- csc4 ----:c==

4 (k2 + 1)3/2 yk2 + 1

1 4k2 - 3

4 4k2 + 3

(I)

10.6. Aperture defect of uniform magnetic and electric field

(j.r
i

= _~ /~m/POlXo3 /<1\
B '\j e '\j <J> i

10.7. Aperture defect of uniform electric field of length 1

(1)

10.8. Chromatic aberration of weak unipotential electrostatic
lens +

(1)

10.9. Chromatic aberration of a magnetic lens for large magni­
fication +

I G \ < I M (j.<J> I
13=! <J>i

where the equality sign applies to a weak lens.

(1)

10.10. Chromatic aberration of uniform magnetic and electric
field

(1)

IO.H. Relativistic aberration of weak electrostatic unipotential

* GLASER, W., "Exact Calculation of Magnetic Lenses with the Field Distribu­
tion H = Hol[l + (zla)2]," Z. Physik, 117,285-315 (1941).

+ GLASER, W., " Chromatic Aberration of Electron Lenses," Z. Physik, 116, 56-67
(1940).
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lens. Diffusion of axial image point as applied voltage is increased from
zero to <I>A' keeping all voltage ratios constant for I M I > 1.

2
t1r i = - 3a<l>AMforxo (1 )

II. Symmetrical Two-Dimensional Fields (e<l> <is moc2)

orp
0% =' 0, b, =' 0, rp(x,y) = rp(x,-y)

bix,y) = bx(x,-y), by(x,y) = - bix,-y)

11.1. Field distributions

rp(x,y) = ,~ (~~~~ <I>\2nl(x)y2n = <I>(x) - ~ <I>"(X)y2 + 2~ <l>IV(X)y4 - ... (2)

Radius of curvature of equipotentials on axis

<1>'
R = II)"

Vertex half-angle of equipotential wedge at saddle point

rxs = arc tan 1 = 45°

b ( ) - ~ (-l)n B (2nl() 2n-B( )-l-B"() 2+x X,y - f:o (2n)! x y - x 2 x Y ...

00 (l)n 1
by(x,y) = ~ (2:- I)! B(2n-l'(x)y2n-l = - B'y +"6 B IIIy 3 - ...

11.2. Paraxial path equation in electric field

<1>' <1>" r3 (' <1>' ) 2 <1>" ]
y" = - 2<1> y' - 2<1> Y or Y" = - L16 T + 4<1> Y

where Y = ycI>1(4.

11.3. Paraxial path equations in magnetic field

;-- ~-
" e,,, e "

y = - '\ 2m
o

<l> z B, Z = 2m
o

<l> (yB + y B)

11.4. Focal length of weak electric cylinder lens

(3)

(4)

(5)

(6)

(1)

(1)

(1)
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11.5. Focal length of weak slit lens

1 Eo - Ei

7 2<DA
(1)

11.6. Focal length and displacement of focal point in z direction
for weak magnetic cylinder lens

(1)

12. Deflecting Fields * (ell> -< moc2
)

oepaz "'= 0, hz ~ 0, cp(x;y) - <Do = <Do -cp(x,-y),

hx(x,y) = - bx(x,-y), by(x,y) = hy(x,-y)

E = - ( ~cp ) , B = by(x,O)
,)y y~O

(1)

12.1. Field distribution in two-dimensional deflecting fields

( ) _ m. +~ (_1)11+1 E(211)( ) 211+1_ m. E + 1 E" 3 (1)
cp,x,y - 'Vo t';, (2n + 1)1 x Y - 'Vo - y "6 y - ...

b ( ')~ ~ (-l)" B (2"1() 211_B l' B" 2+ (2)
y x,y - t';, (2n)! x y - - 2: y ...

12.2. Deflection by electric field for electron incident in midplane
(deflection assumed small)

1 IX I~y(x) = - _.- dg Emd~
- 2<1>0 0 0

For a uniform field of length I whose mid-point is a distance L from the
screen, the deflection becomes

(2)
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12.3. Deflection by magnetic field of length I

. JX eB dSlncx = - -- x
o mov

in the x,z plane with apparent point of origin of the deflected ray at

Xc = l- cot cx! JI tan cx dx
o

For a uniform magnetic deflecting field,

(2)

~
-~-

. e
sm cx! = - 2m

o
<D* Bl, Xc = ta~ cxd2 I

Sln cx!
(3)

Bibliography

1. ZWORYKIN, V. K., MORTON, G. A., RAMBERG, E. G., HILLIER, J. and VANCE, A. W.,
Electron Optics and the Electron Microscope, John Wiley & Sons, Inc., New
York, (1945). The formulas given in this chapter are, with few exceptions,
derived from this work.

2. BERTRAM, S., "Determination of the Axial Potential Distribution in Axially
Symmetric Electrostatic Fields," Proc. IRE, 13,496-502 (1942).

3. GANS, R., " Electron Paths in Electron-Optical Systems," Z. tech. Physik, 18,
41-48 (1937).

4. GLASER, W., "Geometric-Optical Imaging by Electron Rays," Z. Physik, 80,
451-464 (1933).

5. GLASER, W., "Theory of the Electron Microscope," Z. Physik, 83, 103-122
(1933).

6. GLASER, W., "Chromatic Aberration of Electron Lenses," Z. Physik, II 6,
56-67 (1940).

7. GLASER, W., " Exact Calculation of Magnetic Lenses with the Field Distribution
H = H ol[1 + (zla)2]," Z. Physik, 117, 285-315 (1941).

8. GRAY, F., " Electrostatic Electron Optics," Bell System Tech. ]., 18, 1-31 (1939).
9. HUTTER, R. G. E., " Rigorous Treatment of the Electrostatic Immersion Lens

Whose Axial Potential Distribution Is Given by <I>(z) = <I> oeK arc tan z,"

]. Appl. Phys., 16, 678-699 (1945).
10. LANGMUIR, D. B., " Limitations of Cathode-Ray Tubes," Proc. IRE, 25, 977­

991 (1937).
11. LENZ, F., " Computation of Optical Parameters of Magnetic Lenses of Genera­

lized Bell-Type," Z. angew. Physik, 2, 337-340 (1950).
12. MALOFF, U. and EpSTEIN, D. W., Electron Optics in Television, McGraw-Hill Book

Company, Inc., New York, 1938. Excellent treatment of the optics of the
cathode-ray tube, particularly the electrostatic electron gun.

13. MORTON, G. A. and RAMBERG, E. G., " Electron Optics of an Image Tube,"
Physics, 7,451-459 (1936).

14. PICHT, ]., " Contributions to the Theory of Geometric Electron Optics," Ann.
Physik, 15, 926-964 (1932).



450 ELECTRON OPTICS

15. PICHT, J., Einfiihrung in die Theorie der Elektronenoptik, J. A. Barth, Leipzig,
1939. A primarily analytical treatment.

16. POEVERLEIN, H., "On Waves under Anisotropic Propagation Conditions,"
Z. Naturforsch., 5b, 492-499 (1950).

17. RAMBERG, E. G., "Variation of Axial Aberrations of Electron Lenses with Lens
Strength," ]. Appl. Phys., 13,582-594 (1942).

18. REBSCH, R. and SCHNEIDER, W., " Aperture Defect of Weak Electron Lenses,"
Z. Physik, 107, 138-143 (1937).

19. RECKNAGEL, A., " The Theory of the Electron Mirror," Z. Physik, 104, 381-394
(1937).

20. SCHERZER, 0., " Calculation of Third-Order Aberrations by the Path Method,"
in BUSCH, H. and BRUCHE, E., Beitriige zur Elektronenoptik, J. A. Barth, Leipzig,
1937.

21. WENDT, G., "Chromatic Aberration of Electron-Optical Imaging Systems,"
Z. Physik, 116,436-443 (1940).



Chapter 19

ATOMIC SPECTRA

Bye H A R LOT TEE. Moo R E

In Charge of " Atomic Energy Levels" Program
National Bureau of Standards

1. The Bohr Frequency Relation

1.1. Basic combination principle

v= (E1 ~ ~ ) sec-1 0)

where v is the frequency, in vibrations per second, of the emitted spectral
line; h is Planck's constant, E1 and E2 are the atomic energies (in ergs)
involved in the transition giving rise to a spectral line.

v = ~ = ~ = (f: - f:) cm-1 (2)

where c is the velocity of light; v is the wave number of the observed spectral
line, i.e., the number of waves per em expressed in em-I; * Ais the wavelength
of the observed line, expressed in em;

E1 and E2

he he

are the spectroscopic energy levels. (Ref. 3, p. 1.)

2. Series Formulas

2.1. The Rydberg equation
R

vn = v"" - (n + fL)2

where Vn is the wave number of the observed line [called v in

(1)

Eq. (2) of

* The Joint Commission for Spectroscopy has recommended that the unit of wave
number hitherto described as cm-1 be named kayser with the abbreviation K, and
that the symbol u be used for wave number instead of v. See Trans. Joint Commission
for Spectroscopy, ]. Opt. Soc. Am., 43, 411 (1953).

451
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§ 1.1] ; v'" is the limit of the series; R is the Rydberg constant; J.Iv is a constant;
n takes integral values only. When J.Iv = °and n = 2, 3, 4, 5, ... , 00 this
equation reduces to Balmer's formula for hydrogen (see below).

Rydberg's more general formula

(2 )

If J.lvl = 0, J.lv2 = 0, n1 = 2, n2 = 3,4, 5 this reduces to the hydrogen series
formula

v - R R _ R ( 1 1) as follows:n-Ji2-Ji2- Ji2-1l2
1 2 1 2

Lyman series

Balmer series

Paschen series

(3 )

(4)

(5)

(6)

2.2. The Ritz combination principle. From the formulas for the
Lyman, Balmer, and Paschen series it may be seen that the fixed terms of the
equations for the Balmer, Paschen, etc. series are the first, second, etc.,
running terms of the Lyman series. This is known as the Ritz combination
principle as it applies to hydrogen. Predictions of new series from this
principle have been verified in many spectra.

If the sharp and principal series of the alkali metals are represented,
respectively, by the equations

8harp

Principal

Vn = 1 2Po - n 28, (n = 2, 3,4)

Vn = 1 28 - n 2po, (n = 2, 3, 4)

(1)

(2)

the series predicted by Ritz are obtained by changing the fixed terms 1 2po,
to 2 2pO, 3 2po, etc., and 1 28 to 2 28,3 28 etc. The resulting equations are as
follows:

Combination sharp series

2 2po - n 28, (n = 3,4,5, ... )

3 2pO - n 28, (n = 4, 5, 6, ... )

(3)

(4)
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Combination .principal senes

2 2S - n 2pO, (n = 3, 4, 5)

3 2S - n 2pO, (n = 4, 5, 6)

(5)

(6)

Similarly, diffuse or fundamental series are predicted from the combinations
2po _ 2D, and 2D - 2Fo, respectively. Series among terms of different
multiplicities are known in many spectra. (Ref. 37, p. 15.)

2.3. The Ritz formula.
hydrogen as

By expressing the Rydberg formula for

(1)

with p and q as functions involving the order numbers n, Ritz obtained p
and q in the form of infinite series.

~ ~ ~ (2)P= n t + at + -2 + -4 + -6 + ... .n1 n1 n1

_ I b2 C2 d2q - n2 T a2 + -2 + --4 + -6 + ... (3)nz n2 nz
By using only the first two terms, the Ritz formula becomes identical with

Rydberg's general formula, which is now considered only a close approxim­
ation. Two useful forms of the Rydberg-Ritz formula are

R
Vn = T 1 - Tn = T 1 - cn+li + bjn2)2 (4)

where Tn is the running term and T1 the fixed term. Here n is an integer,
Tn denotes the absolute term value, i.e., the difference between E1jhc and
E2/hc in Eq. (2) of § 1.1, and the ionization limit of the series, and

T = R (5)
rt (n + a + b1'n)2

The solution of these equations gives the limit of the series.

2.4. The Hicks formula. Hicks expressed the denominator of
Rydberg's equation as a series

abc
n+fL+-+2+3+···n n n

The formula then becomes (Ref. 37, pp. 16-22)

R
" = "", - -;--------c-----O-~----,---=-------,-_=_

n (n + fL + ajn + b/n2 + cjn 3 + ... )2

(1)

(2)
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Shenstone has suggested a method of solving an extended Ritz formula,
and illustrated it in Cu II :

(3)

In all the series formulas, R is used for arc spectra, 4R for first spark
spectra, 9R for second spark spectra, etc. Shenstone's formula is of the
form of the Ritz formula given above, with one term added, and with 4R
used because it is applied to the first spark spectrum of Cu.

Let Xl' X 2, X3 , X 4 be the fractional parts of the denominators when the
correct limit is chosen

(4)

and let Yl' Y2' Y3 be defined by the equation

T]-T3-----
T2 - T t

(5)

T l , T 2 , etc., are running values of the limit used as approximations to derive
the final value. The right-hand side of this equation depends on observed
quantities only; the left depends on the limit chosen, and can be varied by
varying the limit.

The constants may then be found from the intermediate equations:
(Ref. 36)

Yl - Y2 = f3(Tl - T 3)

Yl = ex + f3(Tl + T 2)

Xl = fL + exT] + f3T12

3. The Sommerfeld Fine Structure Constant for
Hydrogen-like Spectra

If (6)

3.1. Energy states. Energy states of an atomic system consisting of a
nucleus and a single electron are given by

E( l ')!- 2Z2 J 1/2_~ - c2 I + ex - _ c2
he - fL. (n - j - t + vU + W _ ex2Z2)2 fL·

(1)

where E/hc is the level value in cm-l,and the term with ex2 arises from electron
spin and relativity corrections.
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(2)

is the Sommerfield fine-structure constant, where e is the velocity of light,
h is Planck's constant, e is the electronic charge, Z is the atomic number.

(3)

(5)

is the reduced mass, M being the mass of the nucleus, and m the mass of the
electron.

Each electron is characterized by the quantum numbers n, I, and j. The
quantum number j gives the total angular momentum of each electron, the
resultant of the orbital moment I, and the spin moment s. The unit of
momentum is hj2n. n has the integral values 1, 2, etc. For energy levels,
where the properties of more than one electron are considered, the vector
sums of these quantities are used, i.e., ], L, S replace j, I, s, capitals denoting
th~ vector sums of the small characters. Here L = 0, 1,2, etc., to n - 1;
] = L +t, and L - t, but for L + 0, ] = t only. By using the first terms
of the expansion, Eq. (1) becomes.

E(n,l,j) = . RZ2 + Ra2Z 4 (~ __• _1_)
he n2(1 + mjM) n3(l + mjM) 4n } + t (4)

2n2me4

R=~

where R is the Rydberg constant. (Ref. 3, p. 218; Refs. 6, 7, 8, 9, 10, 11;
Ref. 37, pp. 117, 147.)

4. Coupling

4.1. LS or Russell-Saunders coupling. The terms of a spectrum are
made up of groups of related energy levels. Hund has shown what terms
may be expected from the different configurations which the valence electrons
of the atom assume when it is excited. In addition to the total quantum
number n, which tells which shell it is in, each electron is specified by the
quantum numbers l( = 0, 1,2,3, ... for s, p, d, j, ... electrons) and s( = ± t
which states the number of units of quantized angular momenta associated
with their orbital revolutions and axial rotations). Any level rTJ represents
quantitatively one of the resultants obtained by adding vectorially the orbital
and axial angular momenta of the electrons composing a particular configu­
ration. Thus L = 0, 1,2,3, for S, P, D, F, ... terms; and S = 0, t, 1, l,
2, ... for singlets, doublets,. triplets, .... The inner quantum numbers, ],
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The multiplicity,

Jmax=L+ S

Jmln =L-S

and all intermediate values differing by unity are included.

which represent mechanically the resultant angular momentum of the atom,
are limited by the relations

r= 2S + 1
With the orbital motions of two electrons coupled together to give a

resultant L *, and the spins of the same electron coupled together to form S*,
both L* and S* will in turn be coupled to form J*. The quantum con­
ditions imposed upon this coupling are that ]* = VJ(] + 1) and that
J take non-negative integral values. The g-values calculated from Eq. (3)
of § 6.1 hold for LS coupling. (Ref. 37, pp. 184-186.)

jj-coupling. In this type of coupling the interaction between the spin of
each electron and its own orbit is greater than the interactions between the
two spins and the two orbits, respectively, i.e., Land S are no longer con­
stants, and the formula for Lande g-values does not hold. (Refs. 17, 18;
Ref. 37, p. 196.)

jl-coupling. This intermediate coupling is conspicuous in the spectra
of the inert gases. Perturbations of g-values caused by configuration inter­
action, and various types of coupling, are well known in a number of spectra.
(Refs. 15,20,21, 33.)

5. Line Intensities

5.1. Doublets. LinJ:s due to 28 - 2po transitions

Designation
I

28 1
°2

2po 1 Xl12
2po I X 2°2

Here Xl and X 2 are the observed lines. The quantum weights of the 2p
levels are 2J + 1. For 2pOI l, J = 1 -21 and the quantum weight is 4.

2
For 2POot, J = 0i and the quantum weight is 2. The ratio of the intensities
of the lines Xl and X 2 is proportional to 2J + 1, i.e., 4:2 or 2:1.

This example is oversimplified, and for multiplets of more than two lines
the following sum rules must be taken into account.

1. The sum of the intensities of all lines of a multiplet which start from
a common initial level is proportional to the quantum weight (2J + 1) of
the initial level.
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2. The sum of the intensities of all lines of a multiplet which end on a
common final level is proportional to the quantum weight (2J + 1) of the
final level.

A Fourier analysis of precessing electron orbits in conjunction with the
sum rules leads to the following formulas for intensities.

F' . . (II) 1. !3p - 3D multiplets for example, I
. ortransltlOns • - ~ . . 1 2 1. 2transItIOns ~, =

U-l)~J:

1= B(1.+Jj-5+1)(~+1+5 )(1.+J-5)(1.+ J-5-1)
J

1~1:

1= -B(1.+1+5+1)(L+ J-5)(1.-J+5)(1.-1-5-1)(2J+1)
JU+l)

U+l)~J:

1= B(1.-J+5)(1.-J+5-1)(~-J-5-1)(1.-J-5-2) (3)
1+1 ]= 1

For transitions L --* L (D - D multiplets for example, L = 2) the equa­
tions are

U-l)~I:

1= =.A(LtJ+5+1)(L+]-5)(L-1+5+1)(L-]-5)
]

J~]:
1= A[L(L+1)+]U+1)-5(5+1)J2(2]+1)

]U+1)

U+1)~1:

1= -A(L+J-5+2)(L+ J-5+1)(1.-J+5)(L-J-5-1)
U+1)

(4)

(5)

(6)

The constants A and B may be omitted, since they apply to temperature
corrections and to Einstein's v4 correction, which will be very small for
multiplets of narrow separation.
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The relative theoretical intensities in a 3p - 3D multiplet can be deter­
mined from these formulas as follows.

3D. 3D. 3D] Sum I Ratio

3P. 168 30 2 200
1

5
3p, 90 30 120 3
3Po

I 40 40 1
1--168 --- 120

---- -----

Sum 72
---

Ratio 7 5 3

L = 1 for a P term; L = 2 for a D term. L = 2 in Eqs. (1), (2), and (3).
The subscripts 3, 2, 1 and 2, 1, °represent the] values, or inner quantum

numbers, for 3D and 3p terms respectively. 8 = 1 for triplet terms, the
superscript denoting the multiplicity, 28 + 1 (3 in this case).

In Eq. (1) ] has the values 3, 2, 1, giving the intensities along the main
diagonals of the multiplet: 168, 90, 40. In Eq. (2) ] has the values 2, 1,
giving the intensities of the first satellite lines in the multiplet; 30, 30. In
Eq. (3) ] = 1, giving the intensity of the second satellite line in the mul-
tiplet: 2. (Ref. 37, pp. 120, 204-206.) .

Russell gives the quantum formulas for theoretical intensities for unper­
turbed L8 coupling, in the following form:

Ordinary multiplets (SP, PD, etc.)

X= (r+k-n+l)(r+k-n)(k-n+l)(k-n) (7)
r+k-2n+l

2(r + k -2n) (r + k -n)n(k -n) (r -n) (.8)
Y = (r + k - 2n + 1) (r + k - 2n - 1)

z = (r - n) (r - n - l)n(n + 1) (9)
r+k-2n-l

s = rk(k2 - 1); x denotes the intensity of a line in the principal diagonal
of the multiplet; y denotes the intensity of a line that is one of the first
satellites; z denotes the intensity of a line that is one of the second satel­
lites; s is the sum of the intensities of all the lines of the multiplet; r is the
multiplicity; k has the values 2, 3, 4, 5 for the combinations SP, PP, PD,
DD, etc. ; n is the number of the line in the diagonal to which it belongs.
The leading line of the multiplet is always Xl.

Along with these formulas he gives tables of theoretical intensities for
multiplicities 2 to 11 and for term types as far as I terms. (Refs. 5, 12, 29,
30, 34, 35.)
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6. Theoretical Zeeman Patterns

459

6.1. Lande splitting factor. An external magnetic field causes each
energy level to be split up into (2J + 1) sublevels. When the field is weak
enough, these sublevels will be equidistant and lie symmetrically around
the original position of the level without field. The distance between them
is proportional to the field strength H. Since H is the same for all levels of a
given atom it is convenient to express the Zeeman splitting in terms of the
Lorentz unit L (in cm-I ).

He
L=--=~v

47Tmc2 (1)

Here e is the charge on the electron in electrostatic units, m is the mass of
the electron, and c is the velocity of light.

Expressed (in cm-I ) in terms of the normal Zeeman triplet this reduces to

~v=~m=gm
J

(2)

The distance between the sublevels expressed in Lorentz units is denoted
by g, the Lande splitting factor. The g-factor represents the ratio of the
magnetic to the mechanical moment of the state, the former expressed in
Bohr magnetons, he/47Tmc; the latter in units h/27T. It must be noted that m
in Eq. (2) is the magnetic quantum number and must not be confused with
the m used in the denominator of Eq. (1) and in the expression defining the
Bohr magneton. (Ref. 37, pp. 52, 53, 157, 158; Ref. 22.)

The quantity g is expressed as a function of the quantum numbers which
describe spectroscopic energy levels and terms,

= 1 + J(J+ 1) + S(S + 1) -L(L + 1)
g 2J(J:t- 1)

(3)

For details of the theory and calculation of g-values see BACK, E. and
LANDE, A., Zeemaneffekt und Multiplettstruktur der Spektrallinien, Julius
Springer, Berlin, 1925, p. 42; also KIESS, C. C. and MEGGERS, W. F., Bur.
Standards J. Research, RP 23, 1,641-684 (1928); MEGGERS, W. F., " Zeeman
Effect," Enc. Brittanica, 1953, 4 pp.

6.2. The Paschen-Back effect. In a very strong magnetic field, the
coupling between all the individual magnetic vectors may be broken down,
regardless of the original coupling scheme, so that each part will quantize
separately with the field H. Equation (3) of §6.1 does not hold, owing to the
Paschen-Back interaction, in which the magnetic levels are displaced from
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their LS-coupling positions. The displacement E is given by the equation:

12

E = 8 (1)

where 8 is the distance between the two repelling levels, and I, the inter­
action factor is

1 = [.11-L + S )(J+L-S)(L+S+1+J)(L+S+1-J)J 1/2(J2 _ M2)1/2 (2)
4J2(2J-l)(2J+ 1)

Values of1 and 12 for all term combinations likely to be affected by Paschen­
Back interaction have been tabulated by Catalan. (Refs. 13, 14, 15, 19, 23;
Ref. 37, p. 231.)

6.3. Pauli's g-sum rule. This rule is that out of all the states arising
from a given electron configuration the sum of the g-factors for levels with
the same J-value is a constant independent of the coupling scheme. (Refs.
25, 31; Ref. 37, p. 222.)

7. Nuclear Magnetic Moments

7.1. Hyperfine structure. Approximate formulas for the calculation
of nuclear magnetic moments from observed hyperfine structure separations.

For s-electrons

(I) _ 3a . no
3

•. 1838
g - 8Rex2 Z,Zo~ ~(t~ZJ

For non s-electrons

g(/) = aZ,. )(j + 1) (l + t). ~~,Zi) . 1838
~v 1(1 + 1) • K(j,Zi)

(1)

(2)

where 1 is the nuclear moment in units hj27T; g(/), the nuclear g-value, is the
ratio of the magnetic to the mechanical moment of the nucleus, the former
expressed in "proton magneto-cs" ehj47TMc, where M is the mass of the
proton. For a single electron a is used instead of A, where A is equal to
the distance between two adjacent hyperfine levels divided by the largest of
their F-values and counted positive when the larger F value belongs to the
higher energy, F being the fine structure quantum number, the resultant of 1
and J; J the inner quantum number is the vector sum of j; I. the azimuthal
quantum number is the vector sum of I; and a = the interval factor for
hyperfine structure. R is the Rydberg constant; ex is the Sommerfeld fine­
structure constant; no is the Rydberg denominator or effective principal
quantum number; Zo is the effective nuclear charge of the outer rebion of the
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(3)

(1)

(2)

atom; Zo = 1 for a neutral atom, 2 for a singly ionized atom, etc.; Zi is the
average effective nuclear charge of the inner region of the atom; Zi = Z for
s-e1ectrons; Zi = Z - 4 for p-e1ectrons; K(j,Zi) is the relativity correction by
which the equation for the hyperfine structure must be multiplied; ;"(I,Zi)
is the relativity correction by which the equation for the multiplet separation
~v must be multiplied; where ~v is the spin doublet separation for fine
structure. (Ref. 16.)

8. Formulas for the Refraction and Dispersion of Air for the
Visible Spectrum

8.1. Meggers' and Peters' formula. Complete sets of observations
made with dry air at atmospheric pressure and at temperatures of 0, 15,
and 30° C are closely represented by the following dispersion formulas.

(n-l)o X 107=2875.66+ 13.412 + 0.3777
;"2 X 10-8 ;"4 X 10-16

( 1) 107 ---- 2726 43 12.288 U.3555
n - 15 X ---- . +;"2 X 10-8 + ;"4 X 10-16

( 1) 107 - 2589 72 12.259 0.2576
n - 30 X - . + X2X 10-8 + ;"4 X 10-16

where;" = wavelength in air expressed in angstroms; (n - 1) X 107 = re­
fractivity. (Ref. 28.)

Tabular values of (n - 1) X 107 and of ;"(n -1) X 107 per angstrom
(2000 A to 7000 A), and per 10 A (7000 A to 10000 A) for normal pressure
and 15° C, from the above formulas are given in the standard table used to
convert wavelengths in air to wave numbers in vacuo, e.g., KAYSER, H.,
Tabelle der Schwingungszahlen, rev. ed. (prepared by Mcggers, W. F.),
Edwards Bros., Inc., Ann Arbor, Mich., 1944. (See also Ref. 1.)

For wave numbers of infrared spectral lines beyond 10000 A see Ref. 2.

8.2. Perard's equation. Perard's equation for CO2-free dry air IS

(n - 1)10
6

= [288.02 + l'~:~ + 0.O;}6] It (1)

v _!z(l +f3~ . _ ~1~=
/ 760(1 + 760f3) 1 + 0.0037160

where;" = wavelength in air (microns), h = pressure (mm), 0 = tempera­
ture (oq, f3 = 2.4 X 10-6 (which can be taken as zero without appreciable
error). (Ref. 32.)
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8.3. The formula of Barrell and Sears. Barrell and Sears give the
following equation for the refractivity of moist, normal air.

( -1)106= [0 37812'1+ 0.002,141,4 + 0.000,017,93J
nt,v,! . ";\2 ,V

{1 + (1.049 - 0.0157t)p X 1O-6}
X p 1 + 0.003,661t '

[
0.000,680J f

- 0.0624 - A2 1+ 0.003,661t

This equation is applicable to ranges of temperature t = 10-300 C, and
pressure p = 720-800 mm. The quantity (nt,p,j - 1) represents the refrac­
tivity of atmospheric air containing water vapor at pressure f mm, and A is
the wavelength in normal air expressed in microns. (Ref. 4.)

The formula of Kosters and Lampe is

( _ 1)106 = [268 036 + 1.476 + 0.01803] _L . 1 + 20a
nt,p . A2 A4 760 1 + at

(2)

where Arefers to the wavelength in vacuo, a assumed to be 0.00367. Their
results refer to dry, CO2-free air for the visible spectrum (exact range not
specified). The equation is intended to apply only to small departures of
temperature and pressure from 200 C and 760 mm, respectively. (Ref. 24.)

From recent study of the spectrum of Hg198, Meggers concludes that" the
unique properties of Hg198 force the conclusion that a progressive scientific
world will soon adopt the wavelength of green radiation (5461 A) from Hg198

as the ultimate standard of length." Accurately measured relative wave­
lengths in this spectrum tested by the combination principle, indicate that a
revision of the dispersion formulas is necessary. (Refs. 26,27.)

Barrell* has recently derived a new formula representing the arithmetical
mean of data from three different laboratories, as follows: .

(n - 1)106 = 272.729 + (1.4814/A,.2) + (0.02039/A8
4) •••

where A8 = wavelength in standard air, expressed in microns.
At the 1952 meeting of the Joint International Commission for Spectros­

copy, Edlen+ proposed a solution to this problem by suggesting that the

* H. BARRELL, ]. Opt. Soc. Am., 41, 297 (1951).
+ B. EDLllN, ]. Opt. Soc. Am., 43, 339 (1953).
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empirical Cauchy formulas previously used be replaced by a dispersion
formula of the Sellmeier type, which has physical meaning:

n - 1 = 2: A;(al _a2)-1

where ai are resonance frequencies of the gas. He adopts as the formula
that gives the" best representation of the observed values :"

a being the vacuum wave number expressed in fL-l. "In order to preserve
the usefulness of Kayser's Tabelle der Schwingungszahlen," he provides a
table of corrections to be applied to the wave numbers given in Kayser.

The Joint Commission for Spectroscopy* has recommended the use of
the tables of Edlen for correcting wavelengths in standard air to wavelengths
in vacuum. (Ref. 38.)
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Chapter 20

MOLECULAR SPECTRA

By L. HER Z B ERG AND G. HER Z B ERG

Division of Physics
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I. General Remarks

The motions in a molecule are determined by its Schrodinger equation
(see § 1.3 of Chapter 21). The eigenvalues of the Schrodinger equation
are the t'tationary energy values of the system. To a usually satisfactory
approximation the energy can be resolved into a sum of contributions due to
electronic motion, vibration, and rotation.

(1)

The observed spectra correspond to transitions between these energy
levels according to the Bohr frequency condition

hcv ,= E' - E" (2)

where the' and" refer to the upper and lower states, respectively, and where
v is the wave number.

The transition probabilities are determined by the eigenfunctions of the
Schrodinger equation by way of the matrix elements of the dipole moment (p)
or other quantities considered, e.g.,

Sif;'pif/'*dT

2. Rotation and Rotation Spectra

2.1. Diatomic and linear polyatomic molecules

a. Moments of inertia. The moment of inertia about an axis perpendic­
ular to the figure axis is defined by

I B = "'2:, miri2 (1)

where m i stands for the mass of an individual nucleus, and r i for its distance
from the center of mass. The moment of inertia about the figure axis I A

is very small.

465
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For the special case of a diatomic molecule we have

I B = fLr2 (2)

where

is the" reduced mass," and r is the internuclear distance.

b. Energy levels. The rotational energy levels of the rigid diatomic or
linear polyatomic molecule are given by the expression

f; = F(J) = Bj(J -+ 1) (3)

where Er is the rotational energy (in ergs) and F(J) is the rotational term
value (in cm-I). The rotational constant B is given by

B = _h_ = 27.98 30 X 10-40

8112cIB I B

j is the rotational quantum number corresponding to the angular momen­
tum J whose magnitude is

h h
211 Vj(J -+ 1) : 211 j

For the nonrigid diatomic or linear polyatomic molecule we have

:; = F(J) = B j(J -+ 1) - DJ2(J -+ 1)2 -+ ... (4)

where D is. a rotational constant representing the influence of the centri­
fugal forces. In the case of a diatomic molecule of vibrational frequency
w (in em-I), the constant D, in a first approximation, is given by

4B3
D=-

w2

In a polyatomic molecule, D depends in general on all the vibrational
frequencies of the molecule.

c. Eigenfunctions. The rotational eigenfunctions of a diatomic or linear
polyatomic molecule are the so-called surface harmonics

tPr = NrPJIMI (cos8-)eiM<p (5)

where ep is the azimuth of the line connecting the mass point to the origin,
taken about the z axis; 8- is the angle between this line and the z axis; M is
a second quantum number (the so-called magnetic quantum number) which
takes the values M = j, j - 1, j - 2, ... , - j, and which represents
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in units h/21T the component of the angular momentum J in the direction
of the z axis; p)MI (cos if) is a function of the angle if, the so-called associated
Legendre function (§ 8.11 of Chapter 1); N r is a normalization constant.

The probability of finding the system oriented in the direction (if, cp) is

if;rif;r*= N r2[PJ IMI (cos if)] 2 (6)

that is, the probability is independent of cp.

d. Symmetry properties. A rotational level is called positive or negative
(+ or -) depending on whether the total eigenfunction if; remains unaltered
or changes its sign by reflection of all the particles (electrons and nuclei) at
the origin (inversion). In addition, if the molecule has a center of symmetry,
a rotational level is symmetric (s) or antisymmetric (a) depending on whether
or not the total eigenfunction if; of the system (apart from the nuclear spin
function) remains unchanged or changes sign, when all nuclei on one side
of the center are simultaneously exchanged with the corresponding ones on
the other side.

e. Statistical weight. The statistical weight g of a rotational state IS

dependent on two factors
(7)

where gJ depends on the over-all rotation of the molecule and is equal to
the number of possible orientations of J in a magnetic field

and gI depends on the nuclear spins, and, if the molecule has a center of
symmetry, on the statistics of the nuclei.

For molecules without a center of symmetry we have

where 11' 12 , ••• are the spins of the individual nuclei. Since in this case
gI is the same for all rotational levels, it can, for most purposes, be omitted.

If the molecule has a center of symmetry and if the number of pairs of
identical nuclei following Fermi statistics is odd (while the number of pairs
of identical nuclei following Bose statistics is even or odd), the statistical
weight due to the nuclear spins is

for the symmetric rotational levels (§ 2.ld), and

gIa = t[(2Ix + 1)2(2Iy + 1)2(2Iz + 1)2+ (2Ix + 1) (2Iy + 1) (2Iz + 1) ...]
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for the antisymmetric rotational levels. If the number of pairs of identical
nuclei following Fermi statistics is even, the situation is reversed. Here
X, Y, Z, .. , refer to the different pairs of nuclei.

If only one pair of identical nuclei has a nonzero nuclear spin I, the ratio
of the statistical weights of the symmetric to the antisymmetric rotational
levels becomes simply (I + 1)/1 or 1/(1 + 1), depending on whether the
nuclei follow Bose or Fermi statistics.

f. Thermal distribution of rotational levels. The population N J of the
various rotational levels is given by the general formula

N J = ~gI(2j + 1)e-BJ(J+llhc/kT (8)

Here T is the absolute temperature and k the Boltzmann constant, B is the
rotational constant, as defined in § 2.1b, gI is the statistical weight due to
the nuclear spin, as discussed in §2.le, and Qr is the rotational partition
function

Qr = L, gI(2j + 1)e-BJ(J+llhc/kT

g. Pure rotation spectrum. A pure rotation spectrum in the far infrared or
microwave region can occur only in molecules with a permanent dipole
moment, that is, in molecules without a center of symmetry. The selection
rules are

that is, positive levels combine only with negative levels, and

J1j = r - j" = 1

where rand j" are the rotational quantum numbers of the upper and lower
states, respectively. Accordingly, the wave-numbers of the pure rotation
spectrum are given by the formula

v = 2B(] + 1) - 4D(] + 1)3 + ...
where D ~ B (§ 2.lb) and j stands for j".

(9)

A Raman spectrum can occur only if the polarizability of the molecule
changes during the transition. This is the case for the rotation of diatomic
and linear polyatomic molecules, whether or not there is a center of symmetry.
The selection rules referring to the symmetry of the rotational states (§ 2.1d)
are

+ -oE--+ +, - -oE--+ -, + ~I-+ -

and s ~-+ s, a~ a, s ~I-+ a
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that is, positive levels combine only with positive, negative only with nega­
tive, symmetric only with symmetric, and antisymmetric only with anti­
symmetric levels. The selection rule for the rotational quantum number is

I).J = 0, ±2 (10)

that is, besides the undisplaced line (I).J = 0) one observes two lines both
with I).J = ]' - J" = + 2, one with the lower state as the initial state
(Stokes line) and one with the upper state as the initial state (anti-Stokes line).

The wave number shifts are given by the formula

I I).v I = (4B - 6D) (J +!) - 8D(J + !)3
or, since always D ~ B, to a very good approximation

(11)

(12)

where J, as always, stands for J", the rotational quantum number of the
lower state involved.

For molecules with a center of symmetry, corresponding to the alternation
of statistical weights for the symmetric and antisymmetric rotational levels,
an alternation of intensities will occur. If the spins of all nuclei with the
possible exception of the one at the center are zero, alternate lines will be
missmg.

2.2. Symmetric top molecules

a. Moments of inertia. A symmetric top molecule is characterized by the
fact that two of its principal moments of inertia are the same (IB)' and that
the third (IA) is of the same order of magnitude. The axis of the third mo­
ment of inertia is called the figure axis of the molecule. If 1A < 1B' we
speak of a prolate symmetric top; if 1A > 1B' of an oblate symmetric top.

b. Energy levels. The rotational energy levels of a rigid symmetric top
molecule are given by the expression

~; = F(J,K) = BJ(J + 1) + (A - B)K2 (1)

Here Er is the rotational energy (in ergs), F(J,K) the rotational term value
(in em-i); A and B are rotational constants given by

h h
B=--- A=---

8Tr2clB ' 8Tr2clA

and J and K are rotational quantum numbers. Here J corresponds to the
total angular momentum J, and K corresponds to the component of J in the
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direction of the figure axis; therefore ] = K, K + 1, K + 2, All
rotational levels with K > 0 are doubly degenerate.

For the nonrigid symmetric top molecule, the energy formula is

Er = F(J,K)
he

= B](J + 1) + (A - B)K2 - DJj2(J + 1)2

- DJK](J + 1)K2 - DKK4 + ...

l
J

(2)

where DJ, DJK, and DK are rotational constants corresponding to D in the
linear molecule (§ 2.1b).

c. Eigenfunctions. The rotational eigenfunctions of the symmetric top
are given by

(3)

Here 8-, cp, andX are the so-called Eulerian angles, 8- is the angle of the figure
axis of the top with the fixed z axis, cp is the azimuthal angle about the z axis,
and X is the azimuthal angle measuring the rotation about the figure axis;
] and K are rotational quantum numbers as defined in (§ 2.2b); M is the
magnetic quantum number which gives the component of J in the direction
of the z axis in units hj27T and can have the values ], ] - 1, ... , -]. The
function eJKM(8-) depends in a somewhat complicated way on the angle 8-;
it contains the so-called Jacobi (hypergeometric) polynomials (see § 10.7 of
Chapter 1).

d. Symmetry properties. In the nonplanar symmetric top molecule a
reflection of all particles at the origin (inversion) leads to a configuration
which cannot also be obtained by rotation of the molecule. Corresponding
to these two configurations of the molecule, each rotational level ], K is
doubly degenerate as long as the potential hill separating the two configu­
rations is infinitely high. For a finite potential hill, a splitting occurs into
two sublevels which have opposite symmetry with respect to an inversion.
The eigenfunctions of these sublevels contain equal contributions from the
positive and negative" original" levels (inversion doubling).

For K > 0 the K degeneracy exists in addition to the inversion doubling,
so that each level with a given] and K (> 0) consists of four sublevels.

In the planar symmetric top molecule no inversion doubling occurs.
Each rotational level ], K(> 0) consists of two sublevels either both positive
or both negative with respect to inversion.

For molecules which are symmetrical tops due to their symmetry,
additional symmetry properties arise corresponding to the property sym-
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metric-antisymmetric in linear molecules. Levels belonging to different
species are distinguished by symbols A, E, etc.

e. Statistical weights. In the symmetric top molecule the statistical
weight of a rotational state due to the over-all rotation is

gJK = 2J + I, for K = 0

gJK= 2(2J + 1), for K > 0

For molecules without symmetry the statistical weight due to the nuclear
spm IS

gl = (211 + I) (212 + I) (213 + 1) ...

In this case gl contributes only a constant factor to the total statistical weight

and can usually be omitted.
If the molecule has symmetry, rotational levels of different species have

different statistical weights depending on spin and statistics of the identical
nuclei. If, for instance, the figure axis of the molecule is a thfeefold axis
of rotation, in a totally symmetric vibrational and electronic state the levels
with K = 0, 3, 6, 9, .. .(A) have

gl = t(21 + I) (412 + 41 + 3)

while those with K = 1,2,4,5, 7, 8, .. , (E) have

gl = t(21 + 1) (412 + 41)

If the spin of all the identical nuclei is zero, the levels with K = 1,2,4,5,
7, 8, ... are entirely missing.

f. Thermal distribution of rotational levels. The population of the various
rotational levels (using the same notation as in (§ 2.1f) is given by

where Q - "" UlU e_[BJ(J+!)+(A-B)K2]hc/kT
r - "'-I" ..,JK

J.K

(4)

and gJK and gl are given in §2.2e.
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g. Pure rotation spectrum. A pure rotation spectrum in the far infrared
and microwave region can occur only if the molecule has a permanent dipole
moment. For the accidental symmetric top the selection rules are

!:,.K = 0, ±l; !:,.j = 0, ±l; + ~-?- -, + +--1--+ +, -+--1-+­

For a molecule which is a symmetric top because of its symmetry the same
selection rules hold, but !:"K = ±l is excluded. In addition, only states
having the same species of the rotational eigenfunction combine with one
another (e.g., A +---+ A, E +---+ E, A +--1-+ E for molecules with a threefold
axis of symmetry).

The wave-numbers of the pure rotation lines when the molecule has
an axis of symmetry are given in a first approximation by the formula

v = 2B(J + 1)

or, if centrifugal stretching is taken into account,

(For definition of the constants B, DKJ , and DJ , see §2.2b).

(5)

(6)

For the rotational Raman spectrum, in the case of the accidental symmetric. .
top the selectIOn rules are

!:,.j = 0, ±l, ±2; !:,.K = 0, ±l, ±2

and + +---+ +, - +---+~, + +--1-+-

If the molecule is a symmetric top because of its symmetry, the same
selection rules apply except that transitions with !:,.K ± 1, ±2 are no longer
possible and, those with !:,.j = ±1 occur only for K;L:- 0. In this case
the Raman lines form two branches on either side of the undisplaced line
with the displacements

I!:"v 1= F(J + 2,K) -F(J,K) = 6B + 4Bj,

and

I!:"v I= F(J + I,K) ~F(J,K)= 2B + 2Bj,

neglecting centrifugal stretching terms.

j = 0, 1, ... (S-branches)

j = 1,2, ... (R-branches)

2.3. Spherical top molecules

a. Moment of inertia and energy levels. A spherical top is defined as a
rotating body in which all three principal moments of inertia are equal, that is,

IA=IB=Ic=I
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The energy levels of a spherical top molecule are therefore given by (com­
pare § 2.2b)

f; = F(]) = BJ(] + 1), (1)

b. Symmetry properties and statistical weights. In the case of a spherical
top, the distinction between positive and negative rotational levels can be
ignored since they always occur in close pairs, and in no case of spherical top
molecules has the inversion doubling been resolved.

The statistical weight of a given rotational level due to the over-all rotation
IS

and that due to the nuclear spin is

gI = (211 + 1) (21z + 1) (213 + 1) .. ,

For molecules that are spherical tops on account of their symmetry there are
additional symmetry properties, e.g., A, E, and F for tetrahedral molecules.
The over-all statistical weight is then a product of (2J + 1) times a factor
that depends in a complicated way both on J and the spin of the identical
nuclei (ref. 10).

c. Pure rotation spectrum. Molecules which are spherical tops on account
of their symmetry have no pure rotation spectrum in the infrared because
they have no permanent dipole moment. Accidental spherical top molecules
may have a permanent dipole moment and, consequently, a pure rotation
spectrum. The selection rule is

~J= 0, ±l

leading to the same wave-number formula as for linear molecules (§ 2.lg).

Molecules which are spherical tops on account of their symmetry have
no pure rotational Raman spectrum, since the polarizability does not change
during the rotation. In accidental spherical top molecules a rotational
Raman spectrum may occur. The selection rule is

~J= 0, ±1, ±2

The Raman displacements are the same as those of a symmetric top molecule
(§ 2.2h).
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2.4. Asymmetric top molecules

a. Moments of inertia. The asymmetric top molecule is defined as one
in which all three principal moments of inertia are different from each other.

I A ~IB ~Ic (IA <IB <Ie)

b. Energy levels. The energy levels of the asymmetric top are repre­
sented by the formula

F(JT) = i(B + C)](J + 1) + [A - i(B + C)]WT (1)

Here A = hj81T2cIA' B = hj81T2cJB' C = hj81T2cIc. The symbol 7" numbers
the 2J + 1 levels of a given J in the order of their energy, i.e.,

7"=-J,-J+l, "', +J
and W

T
are the roots of algebraic equations containing A, B, and C. For

the lowest values of J one has

J = 0: Wo = 0

J = 1: WT = 0
WT

2
- 2WT + (1 - b2) = 0

J = 2: WT - 1 + 3b = 0
W

T
-I - 3b = 0

W
T
-4= 0

WT
2 -4WT -12b2 = 0

J = 3: WT -4= 0
W

T
2 - 4WT - 60b2 = 0

WT 2 - (10 - 6b)WT + (9 - 54b -15b2) = 0
WT 2 - (10 + 6b)WT + (9 + 54b - 15b2) = 0

J = 4: WT 2 - 10(1 - b)WT + (9 - 90b - 63b2) = 0
WT 2 - 10(1 + b)WT + (9 + 90b - 63b2) = 0
W/ - 20WT + (64 - 28b2) = 0
WT3 - 20WT2 + (64 - 208b2)WT+ 2880b2= 0

Here b stands for
C-B

b = 2[A - HB + C)]

For higher values of J see (Refs. 7, 12, 14, 18).
The average of the levels with a certain J follows accurately (neglecting

centrifugal stretching) the formula for the simple rotator with an average
rotational constant, that is,

LqF(JT) = ~ (A + B + C)J(J + 1)
2J + 1 3

(2)
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When two of the three principal moments of inertia are nearly equal, the
formulas for the symmetric top can be applied (see §2.2b) if the average
of the two corresponding rotational constants (B and C or A and B) is used
in place of B.

c. Symmetry properties. Apart from the symmetry property pos1tlve­
negative with respect to inversion, which is unimportant for asymmetric top
molecules, the rotational levels are distinguished by the behavior of their
eigenfunctions with respect to rotations by 1800 about the axes of largest and
smallest moment of inertia (C2c and c2a). There are thus four different
types (species) of rotational levels, briefly described by ++, +-, -+, and
- -, where the first sign refers to the behavior of the rotational eigenfunction
with respect to C2c, the second to the behavior with respect to c2a.

The highest level (J-tJ) of each set with a given I is always + with respect
to C2c, the two next are -, the two next +, and so on. The lowest level
(J-I) of each set with a given I is always+with respect to c2a, the two next-,
the two next +, and so on.

lf an asymmetric top molecule has elements of symmetry, the eigen­
functions have additional symmetry properties corresponding to the exchange
of identical nuclei, e.g., A and B (similar to a and s of linear molecules) for
molecules with one twofold axis and A, B1 , B2 , B 3 for molecules with three
twofold axes.

d. Statistical weights. For the asymmetric top molecule the statistical
weight of a rotational level IT due to the over-all rotation of the molecule is

If the molecule has no axis of symmetry, the statistical weight due to the
nuclear spins is

gj = (2I1 + 1) (2I2 + 1) (2I3 + 1) ...

If the molecule has one twofold axis of symmetry, the dependence of the
statistical weights of the symmetric and antisymmetric rotational levels on
the spins and statistics of the identical nuclei is the same as in linear mole­
cules (§ 2.le). If there are three axes of symmetry, more complex relations
hold (Ref. 10).

e. Pure rotation spectrum. Asymmetric top molecules in general have a
permanent dipole moment, and therefore have a pure rotation specLrum in
the far infrared or microwave region. The selection rule for I is

~I = 0, ±l
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If the molecule has no symmetry the only further restriction is that levels
of the same species do not combine with each other

+++-1-+++, +-+-1-++-, -++-1-+-+, --+-1-+--
If the molecule has an axis of symmetry, only those rotational levels can
combine with one another whose eigenfunctions have the same behavior
with respect to a rotation by 1800 about this axis, and opposite behavior with
respect to similar rotations about the other two axes. Thus if the dipole
moment lies in the axis of least moment of inertia (a axis) only the transitions

++ +--+-+ and +-+--+--
can take place. If the dipole moment lies in the axis of intermediate moment
of inertia (b axis) only the transitions

++ +--+-- and +-+--+-+
can take place. If the dipole moment lies in the axis of largest moment of
inertia (c axis), only the transitions

++ +--+ +- and -+ +--+--
can take place.

f. Raman spectrum. The polarizability of an asymmetric top molecule in
general changes during the rotation, and therefore as a rule a rotational
Raman spectrum will occur. The selection rule for J is

!1J = 0, ±l, ±2

If the molecule has no symmetry, transitions between levels of any of the
symmetry types (+ +, +-, -+, --) can occur. If the molecule has
at least one twofold axis of symmetry, only levels of the same species can
combine with each other, that is

++ +--+ ++, +- -<----+ -1--, -+ +--+-+, --~--

2.5. Effect of external fields

a. Zeeman effect. In an external magnetic field of intensity H, a state
of angular momentum J is split into 2J + 1 components of energy

(1)

where Wo is the energy without field and PH the mean value of the component
of the magnetic moment of the molecule in the field direction. If the
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magnetic moment is due to the orbital motion of the electrons (orbital angular
momentum = Ah/27T (see § 5.1), one has

A2
PH = j(J + 1) MfLo

where M = j, j - 1, ... , - j

is the quantum number of the component of .T in the field direction, and where

e h
fLo = ~c· 27T

IS the Bohr magneton. If the magnetic moment IS due to the electron
spin only (8 ~ 0, A = 0) one has

PH = 2MsfLo

where Ms =8, 8-1, ... , -8

where

If both orbital motion and electron spin are contributing to PH more com­
plicated formulas hold (Ref. 9). If the orbital and the spin angular momen­
tum of the electrons is zero (A = 0, 8 = 0) as is usual for the electronic
ground states of molecules, one has

PH = g,MfLon

e h
/Lon = 2m e . 2n

p

is the nuclear magneton (m p = mass of proton) and where gr is a number of
order 1 characteristic of the particular molecular state.

The selection rule for the quantum number M is

LlM=O, ±l (M = °+--1_ M = °for Llj = 0)

where LlM = 0 applies when the field is parallel to the electric vector of the
incident radiation, ~M = ±1 when it is perpendicular to this vector.
From these formulas it follows that for A = 0, 8 = °in a magnetic field the
lines of the rotation spectrum split into three components whose spacing
is (in em-I)

Llv =&i-Lon H
he

(2)

Transitions between the Zeeman levels without change of rotational
level may occur as magnetic dipole radiations. Their wave number is

v = grfLonH (3)
he
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b. Stark effect. In an electric field (of intensity E) the values of Mare
the same as in a magnetic field (§ 2.5a) but levels with the same IM [ coin­
cide. Thus there is a splitting into only J + 1 or J + ! component levels
(depending on whether J is integral or half integral). The energies of these
levels are given by

W=Wo-pBE (4)

where PE is the mean component of the electric dipole moment in the field
direction. For molecules without permanent dipole moment

PE= aJ1M1E

For linear or symmetric top molecules with a permanent dipole moment f-L'

_ _ f-LMk _ 47T2[of-L2E \ jP - M2) (P - K2)
f-LE - + J(J + 1) h2 ! ]3(2J -1)(2J + 1)

[(J + 1)2 - M2J [(J + 1)2 - K2] (
- ._-(j + 1)3(2J +-1)(2[+3-)- \

Here k = ±K. For diatomic molecules K must be replaced by A, for linear
polyatomic molecules by l (see Ref. 10). If K (or A or l) is zero the pre­
ceding equation simplifies to

_ 4rr21of-L2E [ J(J + 1) - 3M2 ]
/hE = -h2- J(J + 1) (2J - 1) (2J + 3)

that is, only a quadratic, no linear Stark effect occurs.
The same selection rule applies for M as in the case of the Zeeman effect.

But the line splittings in the rotation spectrum are not as simple.

2.6. Hyperfine structure (influence of nuclear spin).
If one of the nuclei of the molecule has a. nonzero spin I, the total angular

momentum F will be the vector sum of J and I. The corresponding
quantum numbers are

F=J+l, J+l-l, ... , IJ- 1
1

(1)

For J > I there is thus a splitting into 21 + 1 hyperfine structure compo­
nents. The magnitude of the splitting depends on the interaction of the
nuclear spin with the rest of the molecule.

For purely magnetic interaction the energies of the component levels are
given (Ref. 8) by

'K2 )
W= Wo + (J(; + 1) + b [F(F+ 1) - J(J + 1)-1(1 + 1)]

where a and b are constants depending on the nuclear magnetic moment
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and the magnetic moment due to rotation (§ 2.5a). According to this
formula the separl,ltion of successive levels is proportional to F + 1 (" inter­
val rule ").

If the nucleus of spin 1 c;r:. 0 has an electric quadrupole moment, a hyper­
fine structure splitting arises on account of the electrostatic interaction with
the electric field produced by the other nuclei and the electrons at the
position of the nucleus considered. This interaction energy is usually
much larger than the magnetic interaction energy. For diatomic, linear
polyatomic, and symmetric top molecules, the energy levels are given to a
first, good approximation by

_ 2 ( 3K2 )iG(G+l)-tI(I+1)J(]+1)
W - Wo + e qQ J(J + 1) - 1 --1(21 - 1) (2r--~--1) (2J + 3) (2)

and where

where Q is the quadrupole moment of the nucleus in cm2, eq is the average
inhomogeneity of the electrostatic field at the position of the nucleus in the
direction of the z axis

eq - (02 V ) = J3z
2- r

2
de

- OZ2. average r5

G = F(F + 1) -1(1 + 1) - J(] + 1)

Higher approximations and the case of molecules with two nuclei having
a nonzero quadrupole moment have been considered by Bardeen and Townes
(Ref. 1).

Transitions between the hyperfine structure levels follow the selection
rules

IlF=O, ±l; F=O+--I---+F=O

For more details see Gordy (Ref. 6).
In a magnetic field each component level of the hyperfine structure splits

into 2F + 1 components distinguished by

MF=F, F-l, ... , -F

The energy in the field is obtained from the first equation in (§ 2.5a) by
substituting

where (Ref. 11),

[F(F+1)+J(J+l)-I(I+l)]gr + [F(F+ 1)+1(1+1)-J(]+ l)]gj
gF = 2F(F+l)

and gr and gj are rotational and nuclear g-factors (for gr see §2.5a). The
selection rule for M F is
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3. Vibration and Vibration Spectra

§3.1

3.1. Diatomic molecules

a. Energy levels. The vibrational energy levels of a diatomic molecule
can be represented by the formula

G(v) = w.(v + t) -wexe(v + t? + weYe(v + t)3 + wez'(v + t)4 + ... (1)

where v is the vibrational quantum number which assumes the values
0, 1,2, ''', and where We is, apart from a factor c, the vibrational frequency
for infinitesimal amplitude. One has in general WeZe< WeY. < WeX e< We
and frequently WeZe R::! 0 and weYe R::! 0. The frequency We is related to
the force constant ke in the equilibrium position by the relation

We = v:sc = 2~C ~:~
or ke = 47T2fA'C 2We2= 5.8883 X 1O-2fA'Aw e2 dyne/cm

where fA' and fA'A(= f-LNA) stand for the reduced mass in grams and in atomic
weight units (016 = 16), respectively.

The zero-point vibrational energy of a diatomic molecule is

G(O) = tWe -iwexe + !weYe + l6weze + .,. (2)

If the vibrational energy is measured relative to the lowest level the vibra­
tional formula may be written

Go(v) = wov -woxov2 + woYov 3+ wozov 4
.,. (3)

If higher powers of (v + t) are negligible, the vibrational constants We>

WeX., etc. are related to the constants wo, WoXo, etc. by the formulas

WeZe = WoZo

WeYe = WoYo - 2woZo

wexe'= WOXo + fwoYo - fWoZo

We = Wo + WOXo + !-woYo - !woZo

The separation of successive vibrational levels is

~Gv+t = G(v + I) - G(v) = Go(v + I) - Go(v)

= (we -WeXe+weYe +weZe) - (2w exe - 3weYe - 4w ez e)(v + t)
+ (3w eYe + 6wez e) (v + t 2 + 4wez e(v + t: 3 (5)

= (wo - WoXo + WoYo + woZo) - (2woxo - 3woYo - 4wozo)v

+ (3woYo + 6WoZO)v2 + 4woZov3
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b. Potential functions and dissociation energy. For a harmonic oscillator
the potential energy is given by

V = tkx2 (6)

where k is the force constant (§ 3.1a) and x = r - re is the displacement from
the equilibrium position (re)' If anharmonicity is taken into account the
potential energy may be represented by a power series

V = tkx2(1 + alx + a2x
2 + ...) (7)

or, if large internuclear distances are considered, by a Morse function

V(r - re) = De[l - e-/l(r-l-,)]2 (8)

Here De is the dissociation energy referred to the minimum of the potential
energy and

~
--- ~-

_ 21T2CfL _ 7 fLAf3 - Deh We - 1.2177 X 10 We De

where fLA is in atomic weight units (016 = 16) and De is in em-I.
The dissociation energies De and Do are the energies required to dissociate

the molecule from the minimum and from the lowest vibrational level,
respectively. Therefore

De = Do + G(O)
Quite generally Do is given by

Do = !. I:1GvH
v

If the Morse function is a good approximation, the cubic and quartic terms
in the energy expression vanish (weYe = WeZe !'o:! 0) and

2 W 2D _.WO D _ _ e_
O - 4woxo' e - 4w"x

e

This approximation is frequently very poor.

c. Eigenfunctions. As long as the anharmonicity of the vibration is
small, the vibrational eigenfunctions' are approximated by the harmonic
oscillator eigenfunctions. These are the Hermite orthogonal functions

tPv(x) = Nve-trxx2Hi~x) (9)

where N v is a normalization factor, Hv(-Vrxx) the Hermite polynomial of the
vth degree (see § 12.1 of Chapter 1), and

41T2fLvosc 21Tv/ik
cx= h =~-

For the anharmonic oscillator eigenfunctions see Refs. 3 and 5.
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where

d. Selection rules and spectrum. An infrared vibration spectrum can
occur only if the molecule has no center of symmetry, that is, if it does not
consist of two like nuclei. A vibrational Raman spectrum occurs for both
symmetrical and asymmetrical molecules. For the harmonic oscillator the
selection rule for the vibrational quantum number is (both in the Raman
effect and the infrared)

!1v = ±l
For the anharmonic oscillator no strict selection rule exists, but transitions
with !1v = I are much stronger than those with !1v = 2, those with !1v = 2
much stronger than those with !1v = 3, and so on.

Absorption of light by the molecule in the ground state produces a series
of bands whose wave numbers correspond to the energies of successive
vibrational levels

The same formula holds for the displacements observed in the Raman
spectrum.

e. Isotope effect. The vibrational constants of an isotopic molecule
[designated by the superscript (i)] are related to those of the " normal"
molecule by the formulas

_ r;
p - 'V fL(i)

and fL and fL(i) are the reduced masses (see §2.la) of the" normal" and the
isotopic molecules, respectively. The vibrational absorption bands of an
isotopic molecule are given by the furmula (see § 3.ld).

Vabs(i) = pwe[(v + t) - t] - p2wexe[(v + t? -iJ
+ p3weye[(v + t)3 -!J + ...

The vibrational isotope shift is therefore

!1v = !Jabs - Vabs(i)

= we(1- p)v -wexil - p2) (v2+ v)

+ weyil - p3) (v3+ !v2+ iv) + ...

} (12)

} (13)
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If p is close to one, the vibrational isotope shift is approximately given
by the expression

~V = (1 - p)v~Gv+t

3.2. Polyatomic molecules

(14)

a. Normal vibrations and normal coordinates. The potential and kinetic
energies of a system of N particles of masses m i for small displacements
from the equilibrium position are given by

and

v = ! k kiiqiqi
ii

T - 1 ~b ..
- 2" ~ iiqiqi

ij

(1)

(2)

where the qi may either be 3N Cartesian displacement coordinates or, for
nonlinear molecules, 3N - 6, for linear molecules, 3N - 5 internal dis­
placement coordinates such as changes of internuclear distances. The
k ii (= k ii) are force constants, the bii (= b ii) are constants depending on
the masses and geometrical parameters of the molecule. By the linear
transformation

new coordinates ~i' so-called normal coordinates, can be formed such that
both V and T are sums of squares.

(3)

(4)

that is, the motion in the molecule in this approximation may be considered
as a superposition of 3N or 3N - 6 or 3N - 5 independent harmonic
oscillators described by the normal coordinates ~i such that

~i = ~iO cos (27TVit + CPi)

In each such normal vibration all nuclei in the molecule carry out simple
harmonic motions about their respective equilibrium positions with one
and the same frequency Vi which is related to Ai by

(5)
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The 11;, that is, the frequencies of the different nonnal vibrations, are deter­
mined by the secular equation :

I

ku - bull kl2 - bl21l
k21 - b211l k22 - b221l
k 31 - b311l k 32 - b321l

I··· ......

kl3 - bl31l
k 23 - b231l
k33 - b331l =0 (6)

If Cartesian coordinates are used, six or five of the II; are found to be zero
depending on whether the molecule is nonlinear or linear, respectively.
These zero roots correspond to the nongenuine normal vibrations (null
vibrations) : the translations and rotations. When two or three Ili are equal,
we have doubly or triply degenerate normal vibrations.

The fonn of a given normal vibration gj can be obtained from the trans­
formation equations by putting all other gi equal to zero. The coefficients
Cij are the minors of the above determinant.

Special cases. The general relation between the force constants and
the frequencies of the nonnal vibrations is given by the determinantal
equation (6) above. In the most general case there are tn(n + 1) force
constants, (n = 3N - 6 or 3N - 5) while there are only n normal frequencies.

If the molecule has symmetry the normal vibrations also have certain
symmetry properties. For a given molecular symmetry there are a number
of symmetry types (or species) of the normal vibrations. For example, if the
molecule has a single plane of symmetry there are two species of normal
vibrations, those that are symmetric with respect to that plane and those
that are antisymmetric with respect to it. They are designated A' and A",
respectively. For a molecule with two mutually perpendicular planes of
symmetry there are four species which may be characterized by ++, --,
+-, - + where the two signs indicate the behavior with respect to the two
planes. These four species are designated AI, A 2 , B I , and B 2 , respectively.
For other cases see Ref. 10.

In the case of a symmetrical molecule, if the original coordinates are
appropriately chosen (symmetry coordinates) the secular determinant can
be factored into as many smaller determinants as there are different species.
The degree of each of these subdeterminants, that is, the number fj of
vibrations of the particular species j can be readily obtained from the number
of the various atoms in the molecule. The number of force constants
belonging to each species is tfifj + 1) and therefore the total number
of force constants is ~ tfifj + 1) which is smaller, often much smaller,
than tn(n + 1). But even then the number of force constants is in general
larger than the number of normal frequencies.
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In order to reduce the number of unknown force constants, often sim­
plifying assumptions are made about the restoring forces in the molecule.
The assumption most often used is that of valence forces, that is, of a strong
restoring force in the line of every valence bond and a weaker one opposing
a change of the angle between two valence bonds connecting one atom with
two others.

Thus, if in nonlinear symmetric XY2 molecules ki is the force constant of
the XY bond and klJ the force constant of the Y-X-Y angle, the following
simple relations between the frequencies and force constants are obtained
by solving the corresponding secular equations :

(7)

4 2 2
(

1 2my. 2 ) hI
7T J!a = + -- sm Ci -

mx my

(9)

(8)

I

I
16 4 2 2 _ mx + my + mz k k

7T VI Va - 1 2
mXmymZ

47T2J!a2 = (1 + 2my)~~
mx my

For linear XYZ molecules, if k i and k2 are the force constants, II and 12
the lengths of the XY and YZ bonds, one finds

42( 2+ 2)_k(1 + l)+k(l I 1')7T J!I Va - 1 - - 2 - T -
mx my ,my mz,

Here mx and my are the masses of the atoms X and Y, Ci is half the Y-X-Y
angle, and I is the XY distance.

For linear symmetric XY2 , one finds

4 22- ki
7T J!I ---

my

b. Energy levels. In the approximation in which the normal vibrations
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are well defined, that is, when the potential energy contains only quadratic
terms the vibrational energy is simply

G(V1,V2,Va,···) = ~ Wi(Vi +!) (10)

where Vi is the vibrational quantum number of the ith normal vibration
and Wi = vilc. If the potential energy contains higher powers, that is

and if there are no degenerate vibrations, the vibrational energy becomes

G(V1,V2,Va,···) = k wbi + t) + k k Xik(Vi + t) (v k + t) + .. ' (11)
i i k~i

Here the anharmonicity constants X ik are small compared to the Wi if the
deviations from a quadratic potential are small; the Wi are now the (classical)
vibrational frequencies in cm-1 for infinitesimal amplitudes (so-called zero­
order frequencies).

The zero-point vibrational energy is

(12)

Referred to this lowest energy level the vibrational energy may also be
written

where

G O(V1,V2,···) = k WiO V i +~ ~ X ik
O

ViVk + ...
i i k~i

0_ 1 ~
Wi - Wi + Xii + -2~ Xii' + ...

k¥i

(13)

The wave numbers of the 1-0 bands, the so-called fundamentals, are given by

Vi = WiO + X ii
O = Wi + 2X ii + 2

1
~ X ik + ...
k¥i

where Xii' = X ki , and, if higher powers are neglected, X ik
O = X ik•

If degenerate normal vibrations are present the previous energy
has to be replaced by

formula
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In this equation d i is the degree of degeneracy; the li are integral numbers
which assume the values

li = Vi> Vi - 2, Vi - 4, lor 0

and the gik are constants of the order of the Xik (not to be confused with
the potential constants gijkl)'

The zero-point energy in the presence of degenerate vibrations is

G(O 0 ) - ~ d i 1 ~ ~ didk
, ,... - kI Wi 2" T "'-t kI X ik -4- .. ,

i i k~i

(15)

The vibrational energy referred to the lowest vibrational energy level is

where Wi
O

= Wi + Xiidi + 2
1 :k Xikd/c + ...

k""i

(17)

and where X ik
O = X ik ' if higher powers are neglected. The fundamentals are

Vi = wl + Xii + gii = Wi + X ii(1 + d i ) + 2
1 :k xi/cdk + gii

k""i

where, as previously, Xik = X ki•

c. Eigenfunctions. The total vibrational eigenfunction of a polyatomic
molecule is, to a first approximation, the product of 3N - 6, or, in the case
of a linear molecule, 3N - 5, harmonic oscillator functions (§ 3.lc).

.J;v = TI.J;Mi) = TINvrtaii;(Hv/~ti)

where exi = 27TCWilh.

d. Selection rules, vibration spectra. In the harmonic oscillator approxi­
mation, the only allowed transitions are those in which one vibration changes
its vibrational quantum by one unit, i.e.,

D..vi =±l, D..v,,=O
If the anharmonicity of the vibrations is taken into account also transitions
in which Vi changes by several units or in which several Vi change will
occur. But they are in general less intense than the fundamentals.

If the molecule has symmetry, certain rigorous selection rules for vibra­
tional transitions hold irrespective of the degree of anharmonicity. Quite
generally a vibrational transition v' +-+ v" is allowed in the infrared when
there is at least one component of the dipole moment M that has the same
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species (i.e., the same behavior with respect to the symmetry operations
permitted by the symmetry of the molecule) as the product f,,'f,v". A
vibrational transition v' +---+ v" is allowed in the Raman effect if at least one
component of the polarizability tensor has the same species as the product

tP,v'ifiv".
As a result, for example, for molecules with a center of symmetry, transi­

tions that are allowed in the infrared are forbidden in the Raman spectrum,
and those allowed in the Raman spectrum are forbidden in the infrared.

A table of the species of the components of the dipole moment and of the
polarizability for the more important point groups is given in Ref. 10.

For molecules for which the inversion doubling (§ 2.2d) is not negligible
the additional selection rule has to be taken into account that in the infrared
only sublevels of opposite parity can combine with one another (+ +---+ -),

whereas in the Raman effect only sublevels of the same parity can combine
with one another (+ +---+ +, -....---+ -).

c. Isotope effect. For two isotopic molecules the product of the w(i)/w

values for all vibrations of a given symmetry type is independent of the
potential constants and depends only on the masses of the atoms and the
geometrical structure of the molecule according to the following formula
(Teller-Redlich product rule)

W
I

(il
W2

(il

WI w 2

(18)

Here quantities with the superscript (i) refer to one of the isotopic molecules,
quantities without superscript to the other; WI' W2' .•• , Wf are the zero order
frequencies of the f (genuine) vibrations of the symmetry type considered;
mI , m2 , ••• are the masses of the representative atoms of the various sets (each
set consisting of those identical atoms that are transformed into one another by
the symmetry operations permitted by the molecule); ex, fl, ... are the numbers
of vibrations (in lusive 0 f nongenuine vibrations) that each set contributes to
the symmetry type considered; M is the total mass of the molecule; t is the
number of translations of the symmetry type considered; Ix, I y' I z are the
moments of inertia about the x, y, and Z axes; DX, Dy, DZ are 1 or 0 depending
on whether or not the rotation about the x, y, or z axis is a nongenuine
vibration of the symmetry type considered. Both on the left and right hand
side (in ex, fl, ..., t, DX, Dy, DZ) a degenerate vibration is counted only once.
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4. Interaction of Rotation and Vibration:
Rotation-Vibration Spectra

489

4.1. Diatomic molecules

a. Energy levels. The interaction of rotation and vibration causes the
rotational energy of a vibrating molecule to be somewhat different from that
Ofl nonvibrating molecule. One has for the term values of the rotating
vi~)fator

T = G(v) + Fv(J)

where G(v) is given by the previous formula (§ 3.1a) and where

(1)

Here

and

Fv(J) = BvJ(J + 1) - Dvj2(J + 1)2 + ...
B v = Be - cxe(v + t) + ...

The constants Be and De refer to the equilibrium position and are defined
by formulas entirely similar to those previously given for Band D (§ 2.1b).
The constants CXe and f3e are small compared to Be and De, respectively, and
are determined by the form of the potential function.

b. Selection rules and spectrum. For rotation-vibration spectra the same
selection rules apply as for the pure rotation and the pure vibration spectrum
separately. Therefore the vibrational quantum number can change by

~v = ±1, ±2,

with ~v = ± 1 giving by f~r the strongest transitions.. The selection rules
for the rotational quantum number, assuming that there is no electronic
angular momentum about the internuclear axis, are, in the case of infrared
transitions

~J=]'-]"=±l

and in the case of Raman transitions

~J = ]' - ]" = 0, ±2

Hence in the infrared a rotation-vibration band consists of two branches, an R
branch (~J = +1) and aPbranch (~J = -1) which are given by (neglecting
small terms in D' and D")

VR = Vo + 2Bv' + (3Bv' - Bv")J + (Bv' - Bv")j2

Jlp = Jlo - (Bv' + Bv")J + (Bv' - Bv")j2

(J = 0,1, )

(J = 1,2, )
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Here vo, the vibrational energy difference between the two states (band
origin), is given by Vabs in § 3.Id; ] is the rotational quantum number ]"
of the lower state.

In the Raman effect a rotation-vibration band consists of three branches,
an S branch (11] = +2), an 0 branch (11] = -2), and a Q branch (11] = 0).
Formulas for these branches may be found in Ref. 9.

c. Combination differences and combination sums. The combination
differences

R(J - 1) - P(J + 1) = F,,"(J + 1) -F,,"(J - 1) = 112F"(J)

= (4B,," - 6D,,") (J + t) - 8D,,"(J + t)3

R(J) - P(J) = F,,'(J + 1) - F,,'(J - 1) = 112F'(J)

= (4B,,' - 6D,,') (J + t) - 8D,,'(J + t)3
are used to separate the rotational energy levels of the upper and lower
vibrational states and to determine the rotational constants.

The combination sums

R(J - 1) + P(J) = 2vo+ 2(B,,' - B,,")j2 - 2(D,,' - D,,")j2(j2 + 1)

are used to determine the band origins (zero lines) and the differences
(B,,' - B,,") and (D,,' - D,,") of the rotational constants.

Similar combination relations apply to the Sand 0 branches observed
in the Raman effect.

4.2. Linear polyatomic molecules

a. Energy levels. The rotational term values of a vibrating linear poly­
atomic molecule are given by the same formula as those of diatomic mole­
cules (§ 4.1) except that B" depends now on the vibrational quantum numbers
of all the vibrations. We have

B[,,] = B"l"'''' .,. = Be - ~lXi(Vi + ~i) (1)

where the lXi are small constants similar to lXe for diatomic molecules and
where di is the degeneracy of the vibration i. Here Be is the rotational
constant for the equilibrium position and is given by

h
Be = 8n2cIe

where Ie is the moment of inertia in the equilibrium position. The rota­
tional constant Booo"" obtainable from the pure rotation spectrum, for the
lowest vibrational level is given by

~ d·
B[o] = Booo'" = Be - ~ lXi i
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Vibrational levels with 1= 1,2, ... , (II, A, ... vibrational levels) are
doubly degenerate (§ 3.2a). With increasing rotation a splitting of this
degeneracy arises (I-type doubling). As a result there are two rotational
term series with slightly different rotational constants, Evc and E vd. The
splitting is given by

Av = qJ(J + 1) = (EvC - Evd)J(J + 1) (2)

The splitting constant qi for a given perpendicular vibration Vi IS of the
same order as C'ii. For detailed formulas see Ref. 15. The two levels of a
given] have opposite parity (+, -).

b. Selection rules and spectrum. The selection rules for rotation-vibra­
tion spectra of linear polyatomic molecules are the same as for diatomic
molecules (§ 4.1b) if the quantum number I of the vibrational angular
momentum is zero in both the upper and lower states, i.e., if I' = I" = 0.
In this case the same two branches occur.

If l' or I" or both are different from zero, in addition to the transitions
discussed in § 4.1b, in the infrared, transitions with A] = °occur; in the
Raman effect, transitions with A] = ± 1 occur. That is, the selection rules
are

A] = 0, ±1 (infrared)

A] = 0, ±1, ±2 (Raman effect)

At the same time the symmetry selection rules

+ +--+ -, s +--1-+ a (infrared)

+ +---+ +, - +---+ -, S +--1--+ (Raman effect)

must be obeyed.
The additional possibility A] = ° in the infrared gives rise to a Q branch

whose formula is

VQ = Vo + (E' - E")]+ (E' - E")j2 (3)

In the Raman spectrum in such cases P and R branches in addition to the
S, 0, and Q branches can occur.

According to the preceding selection rules, when Ii is different from zero a
transition between the two components of an I-type doublet can occur. Such
transitions occur in the microwave region and are represented by the formula

v = qJ(J + 1) (4)
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4.3. Symmetric top molecules

a. Energy levels. As for linear molecules, the term values of a vibrating
symmetric top molecule can be represented as the sum of vibrational and
rotational term values

(1)

In the case of a nondegenerate vibrational level and neglecting the effect of
centrifugal forces, the rotational term values are given by

(2)

where [v] stands for the set of vibrational quantum numbers Vi> v2 , v 3 , ••• and
where

B[v] = Be - I (Xi
B

( Vi + ~i) + ...

A[v] = A. - I (Xi
A

( Vi + ~i) + .. ,
The (X/ and (Xi

A are constants similar to (x. of diatomic molecules and

B = hand A e = _ h _
• 87T2c1Be 87T2c1A e

are the rotational constants corresponding to the equilibrium posItIon.
In a degenerate vibrational level the Coriolis interaction of the degenerate

components causes an additional term

(3)

which has to be added to the previous expression for F[v](],K). Here Si
is a constant, O:s Si ~ 1, measuring the magnitude of the vibrational
angular momentum of the degenerate vibration Vi in units hj27T and Ii = Vi'
Vi - 2, ... , 1 or 0 is the azimuthal quantum number of the degenerate vibra­
tion. For a state in which only one degenerate vibration is singly excited
(Ii = 1) the additional term is

leading to an increasing splitting of the degeneracy with increasing K.
The individual Si are complicated functions of the potential constants and

other parameters of the molecule. But the sums of the Si of all vibrations
of a given species are independent of the potential constants. For example,
for axial XY3 molecules (pyramidal or planar)

1A B
1:3 + 1:4 = 21~ -1 = 2A- l
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for axial XYZa molecules
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IA B'4 + '5 + '6 = 2IB = 2A

for axial WXYZa molecules

'5 + '6 + '7 + '8 = 2~ + 1 = 2~- + 1

For X 2Y6 molecules of point group DSh or DSd

IA B'7 + '8 + '9 = 0, and '10 + '11 + '12 = 2IB = 2A

b. Selection rules and spectrum.

Infrared. The selection rules for the vibrational quantum numbers are
the same as for the pure vibration spectrum. If the molecule is a symmetric
top on account of its symmetry, the (vibrational) transition moment can be
only either parallel or perpendicular to the figure axis. For an accidental
symmetric top any orientation with regard to the figure axis is possible.

If the transition is parallel to the figure axis (/1 band), the selection rules
for the rotational quantum numbers are

6.K = 0, 6.J = 0, ±l (6.J = 0 forbidden for K = 0)

and if the transition moment is perpendicular to the figure axis C.l band)

6.K = ±l, 6.J = 0, ±l

If the transition moment has a general direction with respect to the figUre
axis, changes of the rotational quantum numbers allowed by either set of
selection rules may occur, i.e., the resulting band has both a 1\ and a..l com­
ponent (hybrid band).

Both II and ..1 bands consist of a number of subbands corresponding to
the different values of K. Each subband consists of a P, a Q and an R
branch corresponding to 6.J = -1, 0, and +1, respectively, similar to the
bands of linear molecules.

The zero lines of the subbands of a II band or of the II component of a
hybrid band are given by

vosulJ = Vo + [(A[v] , - A[v() - (B[v] , - B[v()]K2 (4)

those of a ..1 band or of the ..1 component of a hybrid band are given by

vosulJ = Vo + (A[v]' - B[v]') ± 2(A[v]' - B[v/)K

+ [(A[v]' - B[v]') - (A[vJ" - B[vt)]K2 I (5)
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Here it is assumed that both states involved are nondegenerate or, if degene­
rate, of such a nature that the effect of Coriolis forces can be neglected. If
this is not the case the term - 2A[v] ~ (± (ji)K has to be added to the
energy formula, and the subband formulas are correspondingly changed.
For example, if the upper state is degenerate with £i c;C- 0, Ii = 1, and the
lower state nondegenerate, the subbands of the resulting -.l band are given by

vosub = Vo + [A[v]'(l - ni) - B[v]'J ± 2[A[v]'(l - £i) - B[v]'JK

+ [(A [v] , - B[vJ') - (A v" - B v")JK2
i (6)
\

where the upper sign holds for I:1K = +1 and the lower for I:1K = -l.
Neglecting the dependence of A and B on the Vi' the spacing of the subbands
is 2[A(1 - £i) - B] instead of 2(A - B) for a nondegenerate upper state.

The intensities of the lines in absorption are given by the expression

(7)

where the statistical weight factors gKJ are the same as those given in § 2.2e
and the intensity factors AKJ are

I:1J=+l:

I:1J = °:
I:1J= -1:

I:1J = +1 :

I:1J = 0:

I:1J=-l:

(J + 1)2 _ K2

AKJ = (J + 1) (2J + 1)

K2

A KJ = J(J+1)

j2_K2

AKJ = J(2J + 1)

A _(J+2±K)(J+1±K)
KJ- (J + 1) (2J +1)

A _(J+1±K)(J=f K )
KJ - ---- J(J + I)--

A _ (]- 1 =r K) (J =r K)
KJ- - J(2J + 1-)-

(I:1K = 0)

(I:1K = ±1)

(8)

(9)

Here K and J refer to the rotational quantum numbers of the lower state.
For K = 0, I:1K = +1 the values given by the formulas have to be multiplied
by 2.

Raman effect. The vibrational selection rules are again the same as for
the pure vibration spectrum (§ 3.2d). In the most general case of an acci­
dental symmetric top with arbitrary orientation of the polarizability ellipsoid
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with respect to the momental ellipsoid the selection rules for the rotational
quantum numbers are

11K = 0, ±1, ±2; I1J = 0, ±1, ±2 (J' + ]" > 2)

If the molecule has symmetry and if therefore the figure axis coincides
with one of the symmetry axes, only certain components of the matrix ele­
ments of the polarizability cx are different from zero and only certain of the
above transitions can occur.

For vibrational transitions for which only [cxzz]nm or [cxxx + CXyy]nm or
both are different from zero, only 11K = °occurs. Here it is assumed that
the z axis is the figure axis; [cxzz]nm stands for the integral f cxzzt/;nt/;m*dt,
and similarly in other cases. For axial molecules 11K = °applies to all
transitions for which t/;nt/;m* is totally symmetric. For vibrational transitions
for which only [cxxz]nm or [cxyz]nm or both are different from zero, only
11K = ± 1 applies, and for vibrational transitions for which only [cxxx - CXyy]nm
or [CXXy]nm or both are different from zero, 11K = ±2 applies.

Inversion spectrum. The inversion doubling which occurs for all non­
planar molecules (§ 2.2d) is usually negligibly small. But for molecules
like NHs for which the two configurations obtained by inversion are separated
by only a comparatively small potential barrier, an appreciable doubling
arises. The rotational constants in the two component levels are slightly
different, that is, one has

Frv]S(J,K) = Brv{J(J + 1) + (Arv]s - Brv{)K2 + .
Fr1'la(J,K) = Brv1aJ(J + 1) + (Arv1a - B[v]a)K2 + . (10)

where the superscripts s and a refer to the levels whose vibrational eigen­
functions are symmetric and antisymmetric with respect to the inversion.
Transitions from one set of levels to the other occur in the microwave region,
the selection rules being

11J = 0, 11K = 0, K 7:- 0

The resulting lines are therefore given by the formula

11= 110 + (Brv]s - B[vla)J(J + 1)

+ [(Arv1S - Arv1a) - (Brv1S - B[vl a)]K2 + ... (11)

where 110 is the inversion splitting for zero rotation. Slight deviations of the
observed microwave spectra from this formula can be accounted for by
adding higher (quartic) terms to it.
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4.4. Spherical top molecules

a. Energy levels.-The energy of a vibrating spherical top is the sum of
the vibrational energy G(VI> v2, v3 ' ... ) and the rotational energy

where B - B ~ B( di )
[vj - e - ~ (J(i \ Vi + 2 + ...

(1)

For a molecule that is a spherical top on account of its symmetry (e.g.,
CH1) doubly and triply degenerate vibrational levels occur. In the case of
"he latter (but not of the former) the Coriolis interaction produces a splitting
into three sets of levels given by

F[vt(J) = B[vJf(] + 1) + 2B[vj'i(] + 1)

F[vjO(]) = B[vJf(J + 1)

F[vj-(]) = B[vJf(J + 1) - 2B[vj';}

(2)

where 'i is a constant giving the vibrational angular momentum in units
h/271" (compare §4.3a).

b. Selection rules and spectrum. For the accidental spherical top the
selection rules for J are the same as for the symmetric top, both in the infrared
and the Raman effect (§ 4.3b). For a molecule that is a spherical top on
account of its symmetry, additional rules apply.

In the infrared the most common vibrational transitions are F 2 - AI'
Of the three components of the upper state the F+ levels combine with the
lower state only with I1J = -1, the Fo levels only with I1J = 0 and the
F- levels only with I1J = +1. Therefore F 2 - Al bands have only three
branches represented by the formulas

R(J) = Vo+ 2B[vj' - 2B[vj"i + (3B[vJ' - B[vj" - 2B[vj";)]

+ (Brvj ' -B[v()j2

Q(J) = Vo+ (Brvj ' - Brv()J + (B[vj' - B rv()j2

P(]) = Vo - (Brvj ' + B rv( - 2B[vj'L)] + (Brvj ' - Brv()j2

,

I
> (3)

)
In the Raman effect, for Al - Al vibrational transitions only I1J = 0

occurs, that is, only a Q branch. But in F2 - Al vibrational transitions all
five I1J values are possible for each of the three sublevels of the F2 state;
the resulting bands therefore consist of fifteen branches.
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(1)

4.5. Asymmetric top molecules

a. Energy levels. To a good approximation the rotational energy levels
of a vibrating asymmetric top molecule are obtained from those of the non­
vibrating asymmetric top molecule (§ 2Ab) by substituting effective values
of the various rotational constants corresponding to the vibrational revel
considered, that is

where A[v] = A e- L: cx/(vi + t)
B[v] = Be -:L: CX/(Vi + t)
C[v] = C e - L: CXt(Vi + t)

and where the quantities W'/v] are given by equations similar to those in
(§ 2Ab), except that the constants A, B, C are to be replaced by A[v], B[vj,
and C[V].

b. Selection rules and spectrum. The selection rules for the rotation­
vibration spectra of asymmetric top molecules are the same as those for the
vibration and the rotation spectra separately, except that it is now the direction
of the change of dipole moment and change of polarizability that determines
the infrared and Raman transitions respectively. The fine structure of the
bands is always very complicated and cannot be represented by simple
formulas, except if the molecule approaches the limiting case of a symmetric
top (A =B or C =B). For more details see Ref. 10.

4.6. Molecules with internal rotation

a. Energy levels

Free rotation. When one part of a symmetric top molecule can rotate
freely relative to the other about the figure axis, the following term has to be
added to the ordinary rotational energy F(J,K)

A IA 2( A )2Ft(kI,k) =~ kI - k A";

Here Al and A 2 are the rotational constants corresponding to the partial
moments of inertia fAll) and f A (2); k(= ±K) is the quantum number of the
component of the total angular momentum J about the top axis; ki is the
quantum number of the angular momentum of part 1 [moment of inertia
fAll)] of the molecule and assumes the values

ki = 0, ±l, ±2,
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A
For molecules with IA

1
= lAo or ~ = t the term F t simplifies to

Al

(2)

wh~re K i = IkI - k2 I is the quantum number of internal rotation.
Hindered rotation. The limiting case of hindered rotation is that of

torsional oscillation in a periodic potential field with n potential minima

. 2)
V(X) = V(x ± :

If a cosine form is assumed for the hindering potential

v = tVo(l - cos nx)

(3)

the energy levels in the neighborhood of the minima for large Voare those of
a harmonic oscillator:

(4)

where the torsional frequency Wt is given by

or, for a molecule with two equal parts

Wt = 2n-y/VoA

For small values of Vo the vibrational motion of the molecule becomes a
hindered rotation. The energy levels corresponding to this intermediate
case can be found qualitatively by interpolation between those of the two
limiting cases, free rotation and torsional oscillation (Ref. 10). Quantitative
discussions of this intermediate case have been given in Refs. 4, 13, 16, and 17.

b. Infrared spectrum. For symmetrical molecules there is no pure rotation
spectrum corresponding to free rotation. For the vibration-rotation spec­
trum the selection rules for the quantum number K i of the internal rotation
are 1~.Ki = 0 for D.K = 0 and D.Ki = ±1 for D.K = ±1. As a con­
sequence the II bands of a symmetric top molecule are not affected by
the presence of internal rotation, while in the .1 bands each of the line­
like Q branches is split into a number of nearly equidistant "lines" of
spacing 2B.

In slightly asymmetric molecules the internal rotation is infrared active.
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For the pure internal rotation spectrum the selection rules are

ill = 0, ±l, ilK = ±l, ilK! = ±l, ilK2 = °
where K! = \ k! \' and K 2 = Ik2 1. Therefore the Q " lines" of the free
internal rotation spectrum form the double series

(5)

where the upper signs hold for positive ilK and ilK!, the lower signs for
negative ilK and ilK!.

For the rotation-vibration spectrum we have in the case of II bands
(ilK = 0) the selection rule

ilK! = 0, ilK2 = °
and in the case of 1- bands (ilK = ±l)

ilK! = ±l, ilK2 = ° or ilK! = 0, ilK2 = ±l

depending on whether the dipole moment of the vibrational transition is in
part 1 or part 2 of the molecule. The structure of the t I bands is therefore
not affected by the presence of internal rotation, while in the 1- bands each
subband corresponding to a given K and ilK is resolved into a number of
sub-subbands corresponding to the different K! values and ilK! = ± 1 or
to the different K 2 values and ilK2 = ± 1 depending on whether the
oscillating dipole moment is in part 1 or part 2. For ilK! = ± 1 the spacing
of the sub-subbands is 2A!, for ilK2 = ± 1 it is 2A2•

5. Electronic States and Electronic Transitions

5.1. Total energy and electronic energy. The energy of a molecule
may be written as the sum of electronic, vibrational, and rotational energy
(Section l):

or in wave number units (term values)

T= Te+G+F

The total eigenfunction can be expressed as

(1)

where o/e is the electronic eigenfunction, o/v the vibrational eigenfunction,
and 0/1' the rotational eigenfunction.
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The different electronic states of a molecule are characterized by certain
quantum numbers and symmetry properties of their eigenfunctions. For
diatomic and linear polyatomic molecules the orbital angular momentum A

about the internuclear axis is defined and has the magnitude Ah/27T, where A
is the corresponding quantum number which can assume only integral
values. Depending on whether A = 0,1,2, ... , we distinguish Z:,n,~, ...
states. For nonlinear molecules different types (species) of electronic
states arise depending on the symmetry properties of the nuclear frame. For
example, for molecules with two mutually perpendicular planes of symmetry
there are four types of electronic states, AI' A 2, BI , and B 2 (see § 3.2a).
These species are precisely the same as those of the vibrational levels (see
the tables in Ref. 10).

Each electronic state has a multiplicity (2S + 1) depending on the value
of the quantum number S of the resultant electron spin of the molecule.

No general formulas for the energies of the electronic states of a molecule
can be given except for those states in which one electron is excited to orbitals
of increasing principal quantum number n. In this case one has to a good
approximation

R
T e = A - ( )2n-a

(2)

where A is the ionization potential, R the Rydberg constant, and a

the Rydberg correction.

5.2. Interaction of rotation and electronic motion in diatomic and
linear polyatomic molecules

a. Multiplet splitting. The total angular momentum J is the vector
sum of the angular momentum of the nuclear frame, the electronic orbital
angular momentum A, and the electron spin S. The total angular momen­
tum apart from spin is designated K.* For the corresponding quantum
numbers we have

] = K + S, K + S -1, IK-SI
The interaction of rotation and electron spin (which increases with in­

creasing rotation) causes a variation of the multiplet splitting with K or J.

* In a recent report, the Joint Commission for Spectroscopy [J. Opt. Soc. Am., 43,
416 (1953)J recommends N in place of K as a designation of angular momentum apart
from spin and of the corresponding quantum number.
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The following formulas give the rotational term values for some impOl;tant
cases referring to diatomic and linear po1yatomic molecules:

z~ states (A = 0, S = t)

FI(K) = B,)C(K + 1) + trK

Fz(K) = B"K(K + 1) - tr(K + 1)
} (1)

Here FI(K) and Fz(K) refer to the levels with] = K + i and ] = K - i,
respectively, and 'Y is a small coupling constant (y -< B,,).

3~ states (A = 0, S = 1) (Schlapp's formula)

f<\(K) = B"K(K + 1) + (2K + 3) B" - A

- V(2K + 3)ZB"Z + AZ
- 2An" + y(K + 1)

F2(K) = B"K(K + 1) (2)

F 3(K) = B"K(K + 1) - (2K - I)B" - A

+ V(2K -1)ZB"Z +;\Z -2AB" -yK

Here FI(K), Fz(K), F 3(K) refer to the levels with ] = K + 1, ] = K, and
] = K - 1, respectively, and Aand yare small coupling constants.

zII, z~, ... states (A = 1,2, ... , S =!) (Hill and Van Vleck's formula)

FI(J) = B,,[(J + W-N -lV4(J + W+ Y(Y -4)N] - D"r }

Fz(J) = B,,[(J + i)2 -N + tV4(J + W + Y(Y -4)N] (3)

- D,,(J + 1)4

Here Y = AlB", where the coupling constant A is a measure of the strength
of the coupling between the spin S and the orbital angular momentum l\. ;

FI(J) is the term series that forms for large rotation the levels with
] = K +!' while Fz(J) forms for large rotation the levels with J = K - t.

b. Lambda-type doubling. The II, ./)., ... states of diatomic and linear
po1yatomic molecules are doubly degenerate if the molecule is not rotating.
In the rotating molecule the interaction of rotation and electronic motion
causes a splitting of this degeneracy which in general increases with increasing
rotation (A-type doubling). The rotational levels of the two term series,
distinguished by superscripts c and d, are in the case of a III state

FeU) = B"eJ(J + 1) + ..., Fd(J) = B"dJ(J + 1) + ...



502 MOLECULAR SPECTRA § 5.3

that is, the splitting is given by

6.VCd = (Bvc - B/)](J + 1) = qJ(J + 1) (4)

where the splitting constant q depends on the position of nearby ~ states.
For 6. states the splitting is usually negligibly small.

5.3. Selection rules and spectrum. A transition between the electronic
states i and k is allowed as dipole radiation if there is at least one component
of the dipole moment M x, My, or M zwhich has the same symmetry properties
as the product of the electronic eigenfunctions lj;eilj;/*. The electronic
selection rules therefore are of the same form as the vibrational selection
rules. The symmetry of the products lj;eilj;/* can be determined from
tables given in Ref. 19 or in Ref. 10, though the latter were originally prepared
for vibrational transitions.

For diatomic and linear polyatomic molecules the selection rule

6.A=O,±1

results from the above general rule.

a. Vibrational structure. The totality of vibrational transltlOns for a
given electronic transition is a band system. The wave numbers of the
bands of a band system are represented by the formula

or in the case of diatomic molecules

v = V. + we'(v' + t) -we'xe'(v' + t)2 +
... - [we"(v" + t) - we" xe"(v" + t)2 + ...J

where v. = Te' - Te" is the origin of the band system.
Which vibrational transitions are possible and what intensities

is determined by the integral

(1)

(2)

they have

f !f;v'lj;v IIdTv

To a good approximation the relative intensities of the various vibrational
transitions are proportional to the square of this integral. Only those
vibrational transitions are possible for which the product lj;v'lj;v" is symmetric
with respect to all symmetry operations permitted by the symmetry of the
molecule.

b. Rotational structure. The rotational structure of the individual
vibrational transitions (bands) of an electronic transition is essentially the
same as that of rotation-vibration bands (Section 4) as long as there is no spin
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splitting. If spin splitting is present, additional selection rules apply;
for example, for diatomic and linear polyatomic molecules, if K the angular
momentum apart from spin is defined, one has

b..K = 0, ±l

For ~ - ~ transitions b..K = °does not occur. For details about the for­
mulas for the branches in such cases see Ref. 9.

c. Microwave spectra. Transitions between individual multiplet com­
ponents of a given electronic state can occur as magnetic dipole radiation.
They give rise to absorption lines (bands) in the microwave region. For
example, for a 3~ state the wave numbers of the transitions between the
triplet components of a given K are

(3)

where the FlK) are given in § 5.2a.
Transitions between the A doublet components of II, b.., ... states are

possible as dipole radiation and are likely to be observed in the microwave
region. The formula for such lines would be

v = Fe(]) -FiJ) = qJ(] + 1)

where q is theA doubling constant (§ 5.2b).
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Chapter 21

QUANTUM MECHANICS

By L. 1. SCHIFF

Professor of Physics
Stanford University

The collection of formulas given below has been assembled on the premise
that the reader already has some familiarity with the subject matter of
quantum mechanics. The collection is intended to be complete, except that
selection rules are omitted here since they are included in Chapter 19. The
formalism of quantized field theory is so abstruse that no attempt was made
to condense it into formulas for this book.

1. Equations of Quantum Mechanics

1.1. Old quantum theory. The energy E, circular frequency v,
and angular frequency w of a light quantum are related by

E = hv = liw, Ii 0=' h127T (1)

where h is Planck's constant. Since E = pc, where p is the momentum and c
the speed of light, we also nave

p = hlA = lik (2)

(3)

where A is the wavelength and k = 27TIA is the wave number.
The Planck distribution formula for the electromagnetic energy density

per unit angular frequency range within a cavity at temperature T is

nw3

7T2C3( enwlkT - 1)

where k is Boltzmann's constant.
The Bohr-Wilson-Sommerfeld quantization rule for a cyclic variable q

and its canonical momentum p is

ppdq= nh (4)

where the integral is over one cycle and n is a positive integer, called the
quantum number.

505
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If a quantum of wavelength ;\ is scattered by an electron of mass m through
an angle e, the wavelength N after scattering is (Compton effect)

h
N = ;\ + - (1 - cos e) (5)

me

1.2. Uncertainty principle. A coordinate q and its canonically con­
jugate momentum p cannot both be measured precisely; the uncertainties
in their values are related by the Heisenberg uncertainty principle

(1)

The same relation holds between an angular coordinate eP and the component
of angular momentum] perpendicular to the plane of eP, and between the
time t of observation and the energy E of the system observed.

(2)

Expressed in terms of a space wave packet of wave number k, or a time
wave packet of angular frequency w

For an electron, E = p2j2m = nw, the de Broglie relation is p = Pik, and the
group velocity of the packet is

dw p
v g = dk- = m (4)

1.3. Schrodinger wave equation. The classical relation that the total
energy E is the sum of the kinetic energy p2j2fL and the potential energy
V(r,t) of a particle of mass fL, can be transcribed into quantum mechanics
by substituting

E-in ~, p--ingrad

(1)

(2)

More generally,

and operating on a wave function If;(r,t) to yield the Schrodinger equation,

alf; 112

il1fit = - 2fL V2lf; + V(r,t)lf;

il1 alf;_ = Hlf;
at

where H is the Hamiltonian of the system with p replaced by -il1 grad. The
wave function is normaliz~d if J{Jlf; dT = J 1lf;12 dT = 1, where the integral
is over all space (dT = dx dy dz), and {J is the complex conjugate of 0/.

The probability density P and the probability current density S are

11 - -
P(r,t) = 1 If;(r,t) 1

2
, S(r,t) = -2· (If; grad If; - If; grad If;) (3)

tfL
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and obey the continuity equation

0:; + div S= 0 (4)

If F is a function or an operator expressed in terms of rand t, its average
or expectation value for the state tf; is

<F) = f {;Ftf; dT (5)

The uncertainty Llx can be defined as the root-mean-square deviation of x
from its expectation value,

in which case a typical uncertainty relation becomes

Llx . Llp", ~ in

(6)

(7)

For the minimum value of uncertainty product, the wave packet tf; has the
instantaneous x dependence

tf;(x) = [27T(Llx)2]-1/4 exp [_(X-~X»2+iX<P",'>] (8)
4(Llx)2 n

Ehrenfest's theorem states that the expectation values computed for a wave
packet that satisfies the Schrodinger equation, obey the classical equations of
motion; for example,

(9)

The Fourier transform of tf;(r,t) can be used to specify the momentum
probability density, which is so defined that P(k,t) dk", dkydk z is the prob­
ability that the momentum components lie between 1ik", and n(k", + dk",),
etc. Here (dTlc = dk", dkydk z ) :

tf;( r,t) = (87T3)-1/2 f ep(k,t)eikordTk

ep(k,t) = (87T3)-1/2 f tf;(r,t)e-ik.rdT

P(k,t) = [ep(k,t) 1
2

I(10)

An operator Q has the eigenfunction Un corresponding to the eigenvalue
W n if

(11)

The numbers W n are then the only possible results of precise measurement of
the dynamical variable represented by the operator Q.
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Energy eigenfunctions exist if V is independent of t.

if;(r,t) = u(r)e-iEt!ll, (12)

Wherever V is finite (whether or not continuous), u and grad U must be
finite and continuous; u must remain finite or vanish as r -+ 00. If V -+ 00

as r -+ 00, well-behaved solutions exist only for discrete values of E. If
V -+ Va as r -+ 00, well-behaved solutions exist for all values of E greater
than Va; if they exist for E < Va it is only for discrete values of E. Energy
eigenfunctions that correspond to different energy eigenvalues are orthogonal.

(13)

Whenever V(r) is unchanged by reflection of x, y, z in the origin [so that
V(-r) = V(r)], linear combinations of the energy eigenfunctions can be
found that have a definite parity; that is, either u(-r) = u(r) (even parity),
or u(-r) = - u(r) (odd parity); If an energy level is nondegenerate
(only one linearly independent eigenfunctio.·), then that function is either
even or odd.

Discrete energy eigenfunctions are normalized by setting f IuE(r) 12d'T = 1,
since uE falls off rapidly as r -+ 00, and we have a localized or bound state.
Continuous energy eigenfunctions (E> Va) cannot be normalized in this
way since I UE I -+ constant as r -+ 00 and the integral is infinite.. We can
normalize in a large cubical box of volume V by imposing periodic boundary
conditions at the walls, in which case the continuous energy levels become
discrete with very close spacing. For example, the box-normalized mo­
mentum eigenfunctions are

uk(r) = L-3/2 exp (ik • r), where kx = 27Tnx1L, etc.

and n"" ny, nz are positive or negative integers or zero. Then

where onm = 1 if n = m and zero otherwise (Kroneker 0 symbol.) Alter­
natively, we can normalize in an infinite region by using the Dirac 0 function,
defined by

o(x) = ° if x ~ 0, 5:00 o(x)dx = 1 (15)

or by

o(x) = _1_ foo eikxdk
271' -00

(16)
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Then uk(r) = (87T3)-1/2 exp (ik • r), and

Suk(r)u1(r;dT = o(k", -I",)o(ky -Iy)o(k z -Iz ) (17)

For- both normalizations, the momentum eigenfunctions have the closure
property

k Uk( r)uk( r') = o(x - x')o(y - y')o(z - z')
k

(box normalization)

J 17k(r)uk(r')dTIc = o(x - x')o(y - y')o(z - z')

(0 function normalization)

} (18)

l (19)

Complete sets of eigenfunctions of other operators have properties analogous
to the above properties of the momentum eigenfunctions.

The 0 function has the additional properties

o(x) = o(-x), o'(x) = - o'(-x), xo(x) = 0, xO'(x) = - o(x)

o(ax) = a-10(x), (a > 0)

0(x2 -- a2) = (2a)-1[0(x - a) + o(x + a)], (a > 0)

So(a - x)o(x - b)dx = o(a - b)

j(x)o(x - a) = j(a)o(x - a)

l (20)

j

(2)

In each case, a subsequent integration over the argument of the 0 functions
is implied; a prime denotes differentiation with respect to the argument.

1.4. Special solutions of the Schrodi!1ger equation for bound
states. The linear harmonic oscillator is described by the equation

11.2 d2u- - - + t kx2u = Eu (1)
2p, dx2

and has all discrete energy eigenvalues since V -+ <Xl as x -+ ± <Xl. The
energy levels are En = (n + !;11.w, where w = (k/p,)l/2 is the angular
frequency of the corresponding classical oscillator. The normalized wave
functions are

( )
1/2 = ('ll.k)1/4

( ) _ ex H ( \ _a.2",2/2 r
Un X - 7T1/22nn! n exx,e ,ex 11.2

Hn is a Hermite polynomial (§ 12.1 of Chapter 1).
In three dimensions, the spherical coordinates of a point are related to the

rectangular coordinates of that point by x = r sin ecos 1>, y= r sin esin 1>,
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(3)

(4)

z = r cos O. Whenever the potential energy V(r) is spherically symmetric,
the angular dependence of the wave function can be separated out.

nZ

- 2fL VZu + V(r)u = Eu

u(r,O,4» = R I(r)Ylm(8,4»

l = 0, 1,2, "', m = -l, -l + 1, "', l- I, l

Y (8 -'-) = [2l + 1 (l- Im I)~] l/zp 1m I(cos O)eim¢
1m ''I"' 47T (l + Im I)! I

P1lml (cos 8) is an associated Legendre function (§ 8.11 of Chapter I).
Here Y 1m(0,4» is a tesseral harmonic, and is the normalized angular momen­
tum eigenfunction.

The angular momentum operator is

M = r X p = - ittr X grad

M = yp -zp = -itt(Y~-Z~)
x • z y 8z 8y

= itt ( sin 4> 880 + cot 8 cos 4> 8~)

My = zpx - xpz = - itt ( z 8~ - x 8~)

= in( - cos 4> 008 + cot 0 sin 4> 8~)

M z = Xpy - YPx = - in (x 8~ - Y a~) = - itt a~

MZ = jVlxZ + M,} + Mzz

_ "z[ I a (. 8 a ) I az]
- - n sin 8 08 sm 80 + sinz8 a4>z

The functions Y 1m(0,4» satisfy the equations

M2Y1m(8,4» = nZl(l + I)Y1m(8,4»

M z Y 1m(8,4» = nmY1m(8,4»

J: J~" Ylm(8,4»Y I 'm'(8,4» sin 8 d8 d4> = OWomm'

so that they form an orthonormal (orthogonal and normalized) set of eigen­
functions of MZ and M z • Here l is the azimuthal or orbital angular momen­
tum quantum number, and m is the magnetic quantum number.
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The radial function satisfies the equation

_~. ~. ~(r2 dRI ) + [V(r) + fi
2
1(l + l)]R = ER, (6)

2p, r2 dr dr 2mr2 I "

and may have discrete negative energy eigenvalues that correspond to bound
states.

For V(r) in the form of a square well,

V(r) = - Vo < 0 for r < a, V(r) = 0 for r > a (7)

there is at least one bound state if Voa
2> n 2fi2/8p" and none otherwise.

The radial functions can be expressed in terms of Bessel functions of order
± (I + -!). (See Sec. 9 of Chapter 1.) For r < a,

Rk) = Ajkv.r), !!~:2 = Vo + E, jl(P) = (~ f/2JHI/2(P) (8)

For r > a and E < 0,
fi2f32

Rl(r) = Bh l(l)(if3r), --- = - E
2p,

h l(1)(p) = j/p) + in/p), h l(2'(p) = Hp) - inl(p) (9)

The constants A and B and the energy level E are determined by the require­
ments that R l and dRddr be continuous at r = a, and by the normalization
requirement

f: R?r2dr = 1

For an attractive Coulomb potential V(r) = - Ze2/r, the radial equation
has an infinite number of discrete energy eigenvalues.

p,Z2e4

En = - 2fi2n2 ' (n = 1, 2, 3, ... ) (10)

With Z = 1, this is the Bohr formula for the energy levels of the hydrogen
atom, obtained from the old quantum theory. For each value of the total
quantum number n there are linearly independent solutions with the same
energy for 1= 0, 1, ... , n - 1 ; since for each value of 1the magnetic quantum
number can lie between -I and +1, there are altogether n2 linearly inde­
pendent solutions with the same energy En' The nth level is said to be
n2-fold degenerate. The normalized energy eigenfunctions are
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I(11)

where ao = 1i2JfLe2 , p = 2ZrJnao, and L is an associated Laguerre polynomial
(§ 11.5 of Chapter 1). The Coulomb wave functions can also be expressed
in terms of parabolic coordinates t = r(l - cos (), 'Y) = r(l + cos (),
cP = cP· The unnormalized energy eigenfunctions are

unln2m(t,'Y),cP) = e-rx( ~+~)/2 (t7)1 ml/2 Ln0'1 ml ((Xt)Ln~1 ml ((X7)eim~ (12)

where the L's are again associated Laguerre polynomials and the total quan­
tum number (which determines the energy) is n = n1 + n2 + Im I+ 1.

If the particle of mass fL does not move in a stationary (infinitely massive)
force field, but in the field of another particle of finite mass M, we must
replace fL by the reduced mass fLMj(fL +M) in all equations of this section
and the last.

1.5. Solutions of the Schrodinger equation for collision problems.
Let a group of n stationary particles of mass m2 be bombarded with a parallel
flux of N particles of mass m1 per unit area and time; then the number of
m1 particles that are scattered per unit time into a small solid angle L\wo
about a direction that makes polar angles ()o, cPo with respect to the bombarding
direction is nNuo(()ocPo)L\wo, where uo(()o,cPo) is the differential scattering cross
section in the laboratory system. Its integral over all angles is the total cross
section Uo in the laboratory system. In the center-of-mass coordinate
system, in which the center of mass of the colliding particles is at rest, the
differential and total cross sections are u((),cP) and u, ·respectively. The
relations between the two coordinate systems are

sin () mj
tan ()o = . ()' cPo = cP' y = -y + cos m2

'() "') = [±-y2 + 2y cos ()3/2 (() "')
uo~ O''/'o 11 + y cos () I u ''/'

(1)

If y > 1, eo cannot exceed that angle less than 900 whose sine is equal to l!y.
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If the kinetic energy of particle m1 in the laboratory system is Eo = !m1v
2,

the energy associated with the relative motion in the center-of-mass system
is E = m2Eo/(m1 + m2), and the energy associated with the motion of the
center of mass is m1EO/(m1 + m 2). Here v is the speed of m1 in the laboratory
system, and is also the relative speed of m1 with respect to m2 in the center­
of-mass system. If the collision process is a reaction in which particles
of masses ma and m 4 emerge (m1 + m2 = ma + m 4), an energy Q is released
(so that the relative energy in the ,center-of-mass system after the reaction is
E +Q), and the particle ma is observed, then the relations between laboratory
and center-of-mass coordinate systems are as given above except that now

The differential cross section in the center-of-mass system can be expressed
in terms of phase shifts o! -,vhen the potential is spherically symmetric, The
reduced mass is fL = m1m2/(m1 + m 2), and E = !fLV2 > 0; then for r so
large that V(r) can be neglected, the radial wave function can be written

1i2k2

R!(r) = A![cos o,Ukr) - sin o!n!(kr)] , 2fL = E (2)

and asymptotically

(3)

The complete wave function has the asymptotic form

(
e
ikr

)u(r,8) ----+ A eikrcosB +1(8)-
r....::,oo r

1(8) = k-1 t (2l + 1)ei6z sin O,P!(COS 8)
!~o

and the differential and total cross sections are

a(8) = 1/(8) 12 = k12 It (2l + 1)ei6z sin o!PI(cos 8) 12
I~O

(5)

Because of the spherical symmetry of V, a(8) and the scattered amplitude 1(8)
do not depend on cP'
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For a perfectly rigid sphere of radius a [V(r) = + 00 for r < a,
V(r) = 0 for r > a], the scattering for very low energies (ka ~ 1) is spher­
ically symmetric with a = 47Ta2• For very high energies (ka > 1), half
of the scattering is spherically symmetric and the other half is concentrated
in a sharp forward maximum whose angular width is of order l/ka radians
(diffraction peak); each contributes 7Ta2 to the total cross section, so that
a = 27Ta2•

In the collision of particles of charges ze and Ze, the interaction is the
Coulomb potential energy V(r) = zZe2lr. The scattered amplitude and
differential cross section in the center-of-mass coordinate system are

.( (8) = !!.. cosec2 1.8e-in In Isln20!2)+i,,+2i'7o
Jc 2k 2

} (6)

where 7)0 = arg r(1 + in) (see 13 of Chapter 1). Here ac(8) is just the
Rutherford formula derived from classical dynamics. The total cross
section is infinite. If V(r) deviates from the Coulomb form only for short
distances, the asymptotic form of the radial wave function can be written

R1(r) -----+ (kr)-IA1sin(kr - !l7T - n In 2kr + 7)1 + (1) (7)
r-c>oo

where n1 = arg r(l + 1 + in). The scattered amplitude is then

/(8) = /c(8) + k-1 t (2l + 1)eiI2'7!Hz) sin 0IPz(COS 8) (8)
1~0

and the differential cross section is a(8) = 1/(8) \2. Here a is again infinite.

1.6. Perturbation methods. If the Hamiltonian H is independent
of the time, the Schrodinger wave equation in(8#8t) = Hz/J has stationary
solutions z/J = u exp (-iEtln), where u is independent of time and satisfies
the equation Hu = Eu. Suppose that this equation cannot be solved, but
that the corresponding equation with Hocan be solved, where H = Ho+ H':
Houn = Enun. Then if H' is small compared with Ho' an approximate
(perturbation) solution can be obtained that expresses u and E in terms of
4-1-. ...................- ..... 1:0'7.-......1.... D .......... ....1 Uf Tl.o-h ..... o +ho ...................~;-v a.la. ........... Clo-nt-
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other states may be degenerate) the perturbed energy level and state lying
close to Em and Umare given, through terms of second order in H', by

E =E + H' + ",,' I H'nm 1
2

- m, mm ,t:.t E - E
n m n

(2)

The prime on the summation over n or k means that the term n = m or
k = m is to be omitted from the sum; if some of the states are continuously
distributed, the sums are to be replaced by integrals over those states. If
the unperturbed state m is degenerate, the calculation is more complicated,
and involves first finding linear combinations of the unperturbed degenerate
states that are approximate eigenfunctions of the complete Hamiltonian H
with unequal eigenvalues.

The Born approximation is an application of perturbation theory to a
collision problem, in which the unperturbed states are continuously distrib­
uted in energy and degenerate. Let H = - Cn2f2fJ-)'\l2 + V(r), where V
is not necessarily spherically symmetric, and regard V as the perturbation.
Then an approximate expression for the scattered amplitude, valid to first
order in V, is

](8,4» ~ - t:n I V(r)eiK.rdT

K= ko-k
I(3)

where ko is a vector along the bombarding direction, and k a vector along the
direction of observation, both of magnitude k = (2fJ-Efn2)1/2; fJ and 4> are
the polar an6les of k with respect to ko' If V is spherically symmetric,
] depends only on fJ, and

](8) ~ - n~ I: r sin KrV(r)dr, K = 2k sin f8 (4)

In both cases, the differential scattering cross section is I] \2. The phase
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A convenient criterion for the validity of the Born approximation is

~ I' f1 ei(kr+ko·r) V( r)dT I~ 1
27rn2 r

If V is spherically symmetric, this validity criterion becomes

J:;.k If: (eUkr
- l)V(r)dr I~ 1

(6)

(7)

Perturbation theory may also be used to calculate the probability for a
transition between stationary states Un of an unperturbed Hamiltonian
Ho(Houn = Enun), that are caused by a time-dependent perturbation H'.
If H' is a transient disturbance, the first-order probability that the system
has made a transition from any state m to any state n after a long time is

~ I foo H' ei(En-Em)ttJ!dt 1

2

(8)n2 -00 nm

If H' is independent of time except for being turned on at some instant, the
first-order probability per unit time that the system will make a transition
from any state m to a state n that has the same energy is

W = ~7T pen) I H 'nm 1
2 (9)

(1)

where p(n)dEn is the number of final states with energies between En and
En + dEn" In this latter case, if H'nm = 0, it may be replaced in the formula
by the second-order matrix element

~ l!'nkH'km (10)
k Em -EJc

If any of the states k are continuously distributed, the sum is to be replaced
by an integral over those states.

1.7. Other approximation methods. Let Eo be the smallest energy
eigenvalue of a Hamiltonian H (Huo= Eouo)' Then

E < E ~ f ilHudT
0= JIU /2dT

for any function u. The equal sign holds if and only if u = Uo' This is the
variation method, and u is the trial function, which usually contains para­
meters that can be varied to minimize the variational energy E. If u differs
from Uo by a first-order infinitesimal, then E exceeds Eo only by a second­
order infinitesimal. If the trial function is chosen in the form

(2)
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the variational energy will provide an upper limit on the next to the smallest
energy eigenvalue.

The WKB (Wentzel-Kramers-Brillouin) approximation can be used to
obtain approximate solutions of the one-dimensional time-independent wave
equation

d2u 2fL
dx2 + k2(x)u = 0, k2 = ~ [E - V(x)] (3)

when the potential changes slowly enough so that dkjdx ~ k2• If k is real
(V < E), the two linearly independent solutions are

A l k-I
/
2 exP [i I:

I
k(X)dX]. A2k-*exp [-iI:. k(x)dxJ (4)

If K = ik is real (V > E), the solutions are

B 1K- I
/
2 exp U:l K(X;dX] , B 2K-1

/
2 exp [- I:. K(X)dX] (5)

Near the turning points of the corresponding classical motion (where V = E),
dkjdx > k2, and the above approximate solutions are not valid. They can be
connected to each other across a turning point (taken to be at x = °with
V > E for x < °and V < E for x > 0) by means of the following for­
mulas.

tK-
I

/
2 exp ( - I: KdX) ---+ k-1

/
2 cosU: kdx - i 7T )

sin y)K-
I

/
2 exp (I: KdX) +- k-I

/
2 cos ( I: kdx - i7T + y) )

where Y) is appreciably different from zero or an integer multiple of 7T.

Without more careful consideration, the connections can be made only in the
directions indicated by the arrows; for example, in the first formula, the
expression on the left goes into that on the right, but the reverse is not
necessarily true.

If Xl and X 2 are two turning points of a potential well, so that V < E for
Xl < X < X 2, the WKB approximation states that the energy levels are
given by the formula

IX. k(x)dx = (n + ~-:rr, (n = 0,1,2, ... )
Xl -

(7)

This is the same as the Bohr-Wilson-Sommerfeld quantization rule (see § 1.1)
except than n is now replaced by n + t-
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The time-dependent Schrodinger wave equation

in ~~ = H(t)1 (8)

can be solved approximately if H depends on t, provided it has a simple enough
form and changes slowly enough with time. The adiabatic approximation
shows that the system stays in a particular state um(t) for a long time, where

provided that

(9)

(10)

for all other states n.
On the other hand, if H(t) changes very rapidly from one constant form

to another, the wave function 1 is approximately the same just before and
just after the change in H. The sudden approximation shows that if the
change in H takes place in a short time T, the wave function is unchanged
if niT is large in comparison with the energy differences between the initial
state of the original Hamiltonian and those final states of the altered Hamil­
tonian that are most prominent in the expansion of 1.

1.8. Matrices in quantum mechanics. Hermitian and unitary
matrices (see § 7.11 of Chapter]), often with infinite numbers of rows and
columns, play an important role in quantum mechanics. Every dynamical
variable can be represented by an operator, or by an infinite number of
Hermitian matrices, one for every complete orthonormal set of eigenfunctions
of that or any other operator. For example, suppose that we have two
dynamical variables represented by operators Q and Q', with orthonormal
eigenfunction sets Un and VS'

QUn = WnUn, Q'vs = w'sVs

Then four matrices that have the following elements can be calculated.

f iimQundT = WnO mn' f iimQ'undT = Q'mn

IvrQvsdT = Qrs+ fvrQ'vsdT = w's 0rs
(1)

The first and third of these are different representations of fl, and the second
and fourth are different representations of Q'. The first and fourth are
diagonal matrix representations, in which case the diagonal elements are
the eigenvalues of the operators. If these eigenvalues are real, as they are
for physically meaningful variables, the operators and matrices (whether or
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not diagonal) are Hermitian. A matrix element Q rs is sometimes written

(r IQ Is).
A transformation from the nondiagona1 to the diagonal representation

of Q can be effected by means of the unitary matrix Umr = f iimvrd'T.

! ! UmrQr.(U-I)sn = wnomn
r s

The unitary property of U means that

(2)

(3)

where U-I is the reciprocal of U, a is the Hermitian conjugate of U, Ons
is the complex conjugate of the matrix element Uns'

Heisenberg's form of the equations of motion of quantum mechanics
expresses the change in dynamical variables with time without explicit use
of wave functions, and hence are valid in any matrix representation. If H
is the Hamiltonian, the equation of motion for any dynamical variable Q is

dQ oQ 1
- = -- + --;- (QH - HQ)
dt at In (4)

Here the term dQldt indicates the time derivative of a typical matrix dement
of Q, the term oQIat indicates the corresponding matrix element of the par­
tial derivative of Q with respect to t (which is zero if Q does not depend
explicitly on the time), and the parenthesis is calculated according to the
rules for matrix multiplication. If Q does not depend explicitly on the
time, and if it commutes with the Hamiltonian (QH = HQ), then dQldt = 0
and Q is a constant of the motion.

In general, to quantize a classical system replace Poisson brackets (see
§ 1.6 of Chapter 2) by commutator brackets in the following way.

~ (aA aB aB 8A) 1 1{A,B} == ~ - - - -- - -+-;- [A,B] = --;- (AB - BA)
i 8qi api 8qi 8Pi 11i In

Thus for canonical coordinates and momenta qi' Pi' we get the quantum
conditions

(5)

A particular representation for these quantum conditions is that used in (1.3)
to write down the Schrodinger wave equation

a
qi= qi' p.= ~iJi- (6), 8qi
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1.9. Many-particle systems. The Schrodinger wave function for
many particles depends on the coordinates of all the particles, and the Hamil­
tonian is the sum of their kinetic, potential, and interaction energies. If the
particles are identical, the wave function must be either symmetrical or
antisymmetrical with respect to an interchange of all the coordinates of any
two particles (including in the interchange both space and spin coordinates)
Particles that obey Einstein-Bose statistics are described by symmetrical
wave functions, and particles that obey Fermi-Dirac statistics, or (equiva­
lently) the Pauli exclusion principle, are described by antisymmetrical wave
functions.

In the special case in which the particle interaction energies can be
neglected, the wave function can be written as a sum of products of one­
particle wave functions like

v,,(l)v~(2) ... v.(n) (I)

where v,,(l) denotes that particle I is in the state a with energy E". The
total energy is then E" + E~ + ... + E.. A symmetrical wave function is
the sum of all distinct terms that arise from permuting the numbers I, ... , n
among the functions. An antisymmetrical wave function can be written as
a determinant

v,,(l) v,,(2)
vp(l) vp(2)

v.(I) v.(2)

v,,(n) I

v~~~) I

v.(n)

(2)

and vanishes if any two of the states (x, {3, ... v are the same.

1.10. Spin angular momentum. A particle, like an electron, proton,
or neutron, that has spin angular momentum tli, can be described non­
relativistically by a two-component wave function. The spin angular
momentum operator S = tlia operates on these two-component functions,
and can be expressed in terms of the two-row, two-column Pauli spin matri­
ces.

(1)

The two spin states may be chosen to be eigenfunctions of S z as well as of
S2, in which case they may be written

(2)
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It then follows that
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For a particle of spin s, which can be one of the numbers 0, t, 1, !, ..., the
spin matrix has 2s + 1 rows and columns, and the wave functions have
2s + 1 components. These wave functions may be chosen to be eigen­
functions of Sz with eigenvalues s1i, (s - 1)1i, ... - s1i, and all are eigen­
functions of S2 with eigenvalue s(s + 1)1i2.

If s = 0, 1,2, ... , the particles obey Einstein-Bose statistics; if s = t,!,
~, ... , they obey Fermi-Dirac statistics. In both cases the differential scatter­
ing cross section for a collision of two identical particles in the center-of-mass
coordinate system may be written in terms of the scattered amplitude f(8) as

u(8) = I f(8) 1
2+ 1 f(7T - 8) 1

2+ ~~~2; 2Re[f(8)f(7T - 8)] (4)

where Re denotes the real part of what follows.

1.11. Some radiation formulas. Interaction of a particle of charge e

with radiation may be taken into account by replacing p or -i1i grad with
p - (ejc)A or -i1i grad - (ejc)A in the Schrodinger equation, where A is the
radiation vector potential (see § 3.3 of Chapter 10).

When a one-electron atom in state n is irradiated by electromagnetic
waves that are continuously distributed in frequency (with random phases)
in the neighborhood of the angular frequency IEn - Ek Ij1i = w, transitions
will be induced from the state n to the state k (corresponding to either absorp­
tion or emission of energy) at the rate

47T2e2 f - ik r 2
-2-2 I (w) lUke • gradpol UndT 1 (1)
mew

per unit time. Here e and m are the charge and mass of the electron, I(w)
is the intensity of the incident radiation per unit angular frequency range,
k is the propagation vector of the incident radiation, and the component of
the gradient along the polarization vector of the incident radiation is taken.

For allowed or electric-dipole transitions, this formula becomes

(2)

where the last factor is equal to the sum of the squares of the magnitudes
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of the matrix elements of x, y, and z. The rate of spontaneous radiative
electric-dipole transitions per unit time is

4e2w 3

3nc3 I (rhn 1
2 (3)

Forbidden transitions (electric quadrupole, magnetic dipole, etc.) generally
have a rate smaller than allowed transitions by a factor of order (ka)2 or
less, where a is a typical linear dimension of the atomic system.

In simple cases, the intensity radiated per unit frequency range 1S

proportional to

(4)

where Wo is the center of the emitted line and the line breadth is proportional
to w, the spontaneous transition probability per unit time.

(2)

(1)

1.12. Relativistic wave equations. A scalar particle (spin 0) of mass m
is described relativistically by the Schrodinger relativistic wave equation

E2~1 = C2p21J + m 2c4rf;

_ n2 a2~ = _ n 2c2\J2.1. + m 2c2•1•
at2 'f' 'f'

or

If the particle has charge e, the electric charge and current densities are

p= ien (;P~-rf; a;p)
2mc2 at at

en - -
S=-2' (rf;gradrf;-rf;gradrf;)zm

and satisfy the conservation law

~~ + div S= ° (4)

j (5)

When electromagnetic fields described by the potentials A, 4> (see § 3.3 of
Chapter 10) are present, the substitutions E --+ E - e4> and p --+ p - (ejc)A
can be made in the wave equation above. The energy levels in a Coulomb
field (A = 0, e4> = - Ze2jr), including the rest energy mc2 , are given by

[

a2 ] -1/2 Ze2

E=mc2 I+ a=-
{n -1- t + [(I + -W - a2J1/2 }2 ,- nc

(/=O,I, ...,n-I; n= 1,2,3, ... )

This formula disagrees with the Sommerfeld fine-structure formula, derived
on the basis of the old quantum theory, and also disagrees with experiment.
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An electron (spin in) is described relativistically by Dirac's relativistic
wave equation

or

where

Elf; + c( a . p)lf; + mc2{3!f; = 0

in a;; - inca· grad If; + mc2{3!f; = 0

(6)

(7)

} (8)

Here f3 and a can be expressed as four-row, four-column matrices

II 0
0

j "~ l~
0 0

~~
'\

f3 = 0 1 0 0 1
o 0 -1 x 0 1 0
o 0 0 1 0 0

""~ l~
(9)

o 0

-i~ l!
0 1

-~l
0 i 0 0

-t 0
cx. =

0 0
0 0 -1 0

The wave function has four components.

f
lf;l( r,t)l

If;(r,t) = If;2(r,t).
If;3(r,t)
If;lr,t)

The electric charge and current densities are

P = e¢;lf;, S = - ce¢;alf;

(0)

(11)

where ¢; is the Hermitian conjugate matrix to If;; P and S satisfy the usual
conservation law.

Electromagnetic fields can be included by making the substitutions
E --+ E - eep and p --+ p - (ejc)A. In the nonrelativistic limit with ep = 0
and A constant in time, the Schrodinger wave equation is obtained with an
extra term in the Hamiltonian - (enj2mC)C1 •H; this is the energy of the
electron's magnetic moment of magnitude enj2mc in a magnetic field H.
In this limit, the u's are the Pauli spin matrices, and the wave function has
two components.
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(13)

components,
is the orbital

In a central field [A = 0, eep = V(r)] , the nonrelativistic limit gives the
Schrodinger wave equation with an extra term that is the spin-orbit energy

_1_. d~ S . M (12)
2mc2r dr

added to the Hamiltonian. Here the wave function has two
S = ina is the spin angular momentum, and M = r X p
angular momentum.

The relativistic energy levels in a Coulomb field (A = 0, eep = - Ze2fr),
including the rest energy mc2, are given by

E 2\ 1 0:
2 t 1

/
2 (k = 1,2, , n)

=mc/ +[n-k+(k2-cx2)1/2J2\ ' (n=1,2, )

where ex = Ze2/nc. This formula is the same as the Sommerfeld fine­
structure formula, and is in good agreement with experiment.

Bibliography

1. BOHM, D., Quantum Theory, Prentice-Hall, Inc., New York, 1951. A good general
book on nonrelativistic quantum mechanics that emphasizes the physical basis
of the subject.

2. DIRAC, P. A. M., The Principles of Quantum Mechanics, 3d ed., Oxford University
Press, New York, 1947. A coherent, fundamental treatment of the subject by
one who played a major role in its development.

3. HEISENBERG, W., The Physical Principles of the Quantum Theory, University of
Chicago Press, Chicago, 1930. A qualitative discussion emphasizing physical
points of view, by the discoverer of quantum mechanics; appendices give a
very condensed outline of the mathematical formalism. (Dover reprint)

4. PAULING, F. and WILSON, E. B. Jr., Introduction to Quantum Mechanics, McGraw­
Hill Book Company, Inc., New York, 1935. An excellent and widely used
general textbook that stresses applications to atoms and molecules.

5. ROJANSKY, V., Introductory Quantum Mechanics, Prentice-Hall, Inc., New York,
1938. A good introductory textbook that works out several of the more ele­
mentary problems in considerable mathematical detail.

6. SCHIFF, L. 1., Quantum Mechanics, McGraw-Hill Book Company, Inc., New York,
1949. A concise treatment of all aspects of quantum mechanics, including
quantized field theory, with a few simple applications to atoms, molecules, and
atomic nuclei.



Chapter 22

NUCLEAR THEORY

By M. E. R 0 S E

Oak Ridge National Laboratory

Nuclear physics is still in a state of rapid change, and with the passage of
time new developments and shifts of emphasis are inevitable. The material
selected for presentation in this chapter was chosen so as to provide a com­
prehensive survey of the field. However, the choice of material is also
conditioned by the criteria that the formal aspect of the topics treated be
fairly well-developed and of reasonable expectation value of relative per­
manence at the time of writing. The omission of some subject matter in the
field of nuclear physics may be understood in this light.

1. Table of Symbols

The numbers in boldface in parentheses preceding the various groups
of symbols that follow indicate the section where particular symbols are
introduced. (Bold-face italic type is used for vectors and vector operators.)

(2.1)

N = number of neutrons in nucleus.
Z = number of protons in nucleus.

A = N + Z, mass number.
M~ = mass of neutral atom.
zMA = mass of nucleus; 1M1 == M p , OM1 = M n , proton and neutron masses,

respectively.
m = (rest) mass of electron.
~~ = M~ - A, mass excess.

T~ = (M~ - A)/A, packing-fraction.
E~ = binding energy.
e = proton charge (in esu).
R = nuclear radius.

f3+, (f3-) refers to positive (negative) electrons emitted by nucleus.

525
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Ee = binding energy of orbital electron.

c = vacuum velocity of light.

(2.2)

GkW = kth component of the Pauli spin vector for the jth nucleon.

s(j) = taw, lisW is the spin operator for the jth nucleon.

Ii = Dirac action constant.

S = k si; eigenvalue of S2 == S(S + 1).
i

L = orbital angular momentum operator divided by Ii [Eq. (2.3)]; eIgen­
values of V = L(L + 1), L = 0,1,2, ....

Vi = gradient operator in configuration space of jth nucleon.

J = total angular momentum operator divided by Ii [Eq. (2.4)] ; eigenvalues
of 12= J(J + 1).

mJ = eigenvalue of J3'
':Y = nuclear wave function (sometimes written with appropriate quantum

numbers as index).

H = nuclear Hamiltonian, eigenvalue E = - E1, (E = ° for nucleons at
rest and at infinite separation).

VJ = Laplacian operator in space of jth nucleon.

V = nuclear interaction operator.

(0) = (':Y,O':Y), expectation value of the operator °where the inner product
is taken in configuration and spin space of all the nucleons and
(':Y,':Y) = 1.

fLo = eli/2Mvc, nuclear magneton.

fLn = neutron magnetic moment in units fLo! fLn = - 1.9135.

fLv = proton magnetic moment in units fLo' fLv = 2.7926.

(2.3)

PK = exchange operator in two-nucleon interactions, K = M, H, B.
me;) = eigenvalue of sU)s 3 •

'Ti = isotopic spin (matrix) vector for jth nucleon.
m(;) = eigenvalue of ~(;)

T l3 •

r = distance between two nucleons.

VO = scale parameter in two nucleon interactions determining strength of
interaction.

b = range parameter in two-nucleon interaction..
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(2.4)

YJ = VME/ti.
lYs = 3S1 part of deuteron wave function, S2lYs = 2lYs, L 2lYs = 0,

12lYs = 2lYs·
lYD = 3D1 part of deuteron wave function, S2lYD = 2lYD' L 2lYD = 6lYD'

PlYD = 2lYD'

tiw = energy of electromagnetic radiation.

ae> am = total cross sections for photoelectric and photomagnetic disintegra­
tion of deuteron, respectively.

a.({}), a,nC{}) = cross sections per unit solid angle for disintegration with
angle {} between photon and relative direction of motion of nucleons.

E' = negative binding energy of IS state of deuteron, E' ~ 75 kev.

(2.5)

A particle of mass M 1 is scattered by a target nucleus of mass M 2•

Laboratory (L) system:

En, E~ kinetic energy of M nbefore and after scattering.

0, scattering angle of M1, azimuth <p.
do.e = sin El dEl d<p.
ao(0) = scattering cross section per unit solid angle.

Center of mass (C) system:

E = sum of kinetic energies of both particles.

e = scattering angle of M 1, azimuth cp.
dO. = sin e de dcp.
M r = M 1M 2/(M1 + M 2), reduced mass.

k = V2Mr E/ti2 , wave number at r = co.

v = relative velocity at r = co.

D1 = nuclear phase shift of partial wave with orbital angular momentum 11i.
PI = Legendre polynomial (argument cos e).

Dr = real part of s-phase shift (l = 0).

tLl = imaginary part of s-phase shift.

Zv Z2 = atomic numbers for scattered and target nuclei.

ex = e2/tiv.

(2.6)
En> En = energy of particle of mass M n in L, C systems, respectively.

Q = (M1 + M 2 - M 3 - M 4 )C2 is energy release in transmutation, (Q-value).
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em On angle between outgoing direction of Mn and incident beam, in (L),
(C) systems, respectively.

Hi~t2)(X) = Hankel functions of first, second kind and order 1+ t.
K = ZpZArx or ZQZBrx; Zp or ZQ = 0 for neutrons and photons.

'l(r) = kr - tl7T - KIn kr + arg [(I + iK)!].
J±<l+l/2)(X) = Bessel function of order ± (I + t).

(2.7)

W = electron (or positron) energy (including rest energy) in units me2•

p = v'W2 - 1, ,B-particle momentum in units me.

Wo = (I:1M)±/m, maximum W.
GF = Fermi coupling constant for ,B-decay, G2",", 10-2 secl •

dO, = differential solid angle for neutrino.

'Fe = wave function of ,B±-particle.
'F. = wave function of neutrino.
'Ft , 'Fi = nuclear wave functions for final and initial states, respectively.

y = e2ZW/1tep.
y = (1 - e4Z 2/1t2c2)l/2.

2. Nuclear Theory

2.1. Nuclear masses and stability. a. Energy relations. Neglecting
the binding of the orbital electrons

(1)

Numerical values are defined by Mi6 "'" 16.0 and 1 mass unit = 931 Mev =
103 mmu. The binding energy of the nucleus is

Semi-empirical formula for binding energy (incompressible nucleus) *

A _ A A2/3 (N - Z)2 3 Z(Z - 1)
€z - U v -us -Ur A -sue Al i3 (3)

* WEIZSACKER, C. V., Z. Physik, 96, 431 (1935); BETHE, H. A. and BACHER, R.,
Revs. Modern Phys., 8, 82 (1936). FEENBERG, E., Revs. Modern Phys., 19,239 (1947)
gives the small correction arising from nuclear compressibility.
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Uv = 15.1 mmu = 14.1 Mev, Us = 14.1 mmu = 13.1 Mev,

u, = 19.4 mmu = 18.1 Mev, Uc = e2jro = 0.157 mmu = 0.146 Mev.

The result [Eq. (3)] corresponds to a nuclear radius R given (in cm) by

R = roAl/3 = 1.47 X 1O-13Al /3 (4)

b. Stability conditions. A necessary and sufficient condition for sta­
bility against nuclear particle emission is

where the sum is taken over all possible combinations for which

~A'=A, '~Z'=Z

(5)

(6)

Therefore Eq. (5) includes the condition E~ > O.
For fJ± decay and capture of orbital electrons the stability conditions are

(assuming zero neutrino rest mass)

(t:J.ML = M~ - M~+l< 0, (for fJ- decay) (7)

(t:J.M)+ = M~ - M~_l - 2m < 0, (for fJ+ decay) (8)

(t:J.M\ = M~ - M~_l - E)C
2 < 0, (for orbital electron capture) (9)

Only the very small difference of electronic binding energies of the parent
and daughter nuclei is neglected. When these conditions are not fulfilled
(t:J.M)±c2 is the total energy (including rest energy of the fJ± particle) liberated
in the decay process and (t:J.M).c 2 is the neutrino energy.

The decay constant Afor a disintegration process is defined by

A=-dlnNjdt (10)

where N is the number of decaying nuelei at time t. The mean life and half­
life are, respectively,

T = IjA, T1I2 = (In 2)jA (11 )

2.2. Stationary state properties. The spin properties of particles
with spin in (nucleons) are described in terms of the Pauli spin matrices.
In the spin space of each nucleon the matrix-vector C1 has components

'0 1) (0 - i) (I 0)
U j = (I 0 U 2 = . i 0. U 3 = 0 - 1 (1)
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The spin operator ns = ina, For a complex nucleus s is replaced by

A

S = i 2. aU)
j~l

(2)

where aU) refers to the jth nucleon and a direct product with unit matrices
in the space of the other nucleons is implied in each term of Eq. (2). The
spin quantum number S = n12, n <:;; A and n even (odd) for A even (odd).
For a single nucleon S = s = i.

The orbital angular momentum operator is nL
A

L = - i 2. (rj X Vj)
j~l

where the summand is a direct product of A unit matrices.
The total angular momentum operator is nJ

J=S+L

(3)

(4)

For any nuclear state J2 is diagonal, with eigenvalues J(J + 1), and J = n12,
(_)n = (_)A. Along the quantization axis the component of total angular
momentum is min

... , J-I, J (5)

(6)

A nuclear wave function'YI,m (r1, r2, •.. , rA) is a simultaneous eigenfunction
I

of p, J3 with the eigenvalues J(J + 1) and ml , and of a Hamiltonian oper-
ator with eigenvalue E.

(
A n2

)
H'Y= - 2. 2M.\7~+V 'Y=E'Y

J~l J •

where V is the total interaction operator (§ 2.3); 'Y is also an eigenfunction
of the parity operator (inversion through the origin, center of mass)

'Y(-r1,-r2,···,-rA) = ± 'Y(r1,r2, .. ·,rA) (7)

the + and - sign belonging to states of even and odd parity, respectively.
For interacting nucleons H, ]2, J3' and parity are conserved (diagonal) but
in general S2 and L2 are not. In special case where the latter are conserved
the quantum numbers Sand L are introduced.

The magnetic dipole moment (neglecting small contributions from ex­
change currents) is

(8)
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The electric quadrupole moment is

where the sum is over protons only. For] < 1, q = 0.

(9)

2.3. Nuclear interactions.* Restriction: only velocity-independent
interactions are considered; interactions are in the two-particle system
(neglect difference in mass of neutron and proton).

a. Central interactions. Aside from the Goulomb interaction between
protons VCr) is, in general, a linear combination of the following four
fundamental interactions: (1) Vw(r) ordinary (or Wigner) interaction,
(2) VM(r)PM space exchange (or Majorana) interaction, (3) VH(r)PH space­
spin exchange (or Heisenberg) interaction, (4) VB(r)PB spin exchange (or
Bartlett) interaction. If 'Y(rl , m~l); r2m;21) is the two-nucleon wave func­
tion, the exchange operators are defined by

P ;'¥[r m(l)· r m(2)] = 'Y[r. m(l)· r. m(2)]
M l' s ' 2' s 2' S ' l' S

P P[r. m(l)· r m(2)] = 'Y[r m(2). r m(l)]
H l' s ' 2' s 2' s ' l' s (1)

The P-operators commute, and anyone is the product of the other pair.
For these interactions L2 and S2 are conserved. Then S = 0, 1,

PM'Y = (_)L'Y; PB'Y = (_)S+1'Y (2)

and for identical particles S + L is an even integer.

Isotopic spin formalism. All nucleons are treated as (charge) substates
of a single particle (Fermion). The isotopic spin matrices T~j), T~j), T~j)

are introduced (one matrix vector for each nucleon) just as in Eq. (1) of §2.2
except that T~j) operates on the isotopic spin coordinate mJj)(= ± 1) which

•is adjoined to rU) and m~j) as arguments in 'Y; m, = 1 (neutron), m, = - 1
(proton). (Exclusion principle for two particles.)

* ROSENFELD, L., Nuclear Forces, 2 vols., Interscience Publishers, Inc., New York,
1948.
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Requirement of invariance under the rotation-reflection group in spin,
isotopic-spin and configurational space admits the following central oper­
ators : 1, T(l) • T(2), a(1) • a(2), T(l) • T(2)a(1) • a(2) which are related to the fore-

going operators by
t(1 + all) • a(2») = PB

t(1 + T(l) • T(2)) = - PH \ (4)

b. Noncentral interaction. Invariance requirements admit the additional
(tensor) operator

3(a(1). r) (a(2). r)
8 = - a(l) • a (2 )

12 r2 (5)

and the product T(1) • T(2)812• The following interaction models have been

used * :
I. V = T(l) . T(2)[Vo(r) + Vl(r)a(l) . a(2) + V2(r)812] (6)

II. V = t(l + T(1) • T(2)) [V~(r) + V;(r)a(l) . a(2) + V~(r)812] (7)

III. V = V~(r) + V~(r)a(l) . a(2) + V~'(r)812 (8)

which are sometimes referred to as "symmetrical," "charged," and" neu­
tral" (meson field theories) interactions, respectively. If V o and V. refer
to the (neutron-proton) interactions in the states of odd and even L,
respectively,

V o = - 31-2SVe> (for I)

V o = - V. (for II)

V O = ·V. (for III)

(9)

(10)

(11 )

with 8 = 0, 1 : [a(1)· a(2) = 28(8 + 1) - 3].

For interactions in nuclei with more than two constituents the restriction
to two-body interactions is customarily made so that

(12)

where V if is the specific nuclear interaction between nucleons i and j de­
scribed above.

* RARITA, W. and SCHWINGER, J., Phys. Rev., 59, 436,556 (1941).
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In all cases the functions Vo, VI' etc. are defined in terms of two para­
meters : a depth parameter VO which fixes the scale of the interaction, and a
range b such that for r > b, V < vo. For example,

V = - VOg(rjb); VO > 0 (13)

(1)

Square well, gs(x) = 1 for x < 1, g = 0 for x > 1; Yukawa well,
gy(x) = e-xjx; exponential well, gE(x) = e-x ; Gaussian well, gG(x) = e-x2.

2.4. Properties of the deuteron. a. Ground state properties. Funda­
mental data are: ] = 1, p,jp'o = 0.85761, q = 2.766 X 10-27 cm2, and
E~ == E = 2.228 Mev, parity even. (For central interactions L = 0, 8 = 1.)
Take M p = M n = M. For each well shape the assigned value of E fixes a
relation between VO and b. For a square well [V = - VOgs(rjb)] ,

~ ~
--- ~--

M M ° MEh2 (V - E) cot b h2 (V - E) = - Y) == - Ji2

With tensor forces, L2 is not conserved but S2 is. For the ground state
3(8 = 1),

'¥ = '¥s + '¥D (2)

b. Interaction with electromagnetic radiation (No tensor forces considered).
For photon wavelengths :> b the total cross section for photoelectric disinte­
gration of the deuteron is [with neglect of nuclear force in the final (3P)
state]

(3)

and p is an effective range,

p = 2 f: [e-2qr
- u2(r)]dr (4)

u = r'¥s normalized to e-1Jr at r = roo The angular distribution is given by

a e({}) = :7T a esin2{} (5)

The photomagnetic disintegration cross section is

(6)

The angular distribution is isotropic

(7)
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The total photodisintegrations cross section is then

(8)

and for the angular distribution

a(&) = ~!-( am:... +~ sin2 &\) (9)
41T a e 2 .

The cross section for capture of neutrons of energy EI by protons
(IS --+ 3S transition) is

a = 1T (JLp -JLn)2.~ I~E (y;+ y[7!)2(E + tEl) (10)
C I - TJP M3C5 'V EI [ E' I+ tEl

2.5. Potential scattering. a. Transformation between laboratory (L)
and center of mass (C) reference systems

M2 -;

E= M + M E I (1)
1 2

M 2 sin 8
tan0=M +M--8' ep=rp

1 2 cos

For M I > M 2 , 0 <; arc sin M 2/ M I <; 1T/2. (See also §2.6a.)

dQ dQM2 M 2 + M I cos 8
e = 2 (M~ + M~ + 2M

I
M

2
cos 8)3/2

(2)

(3)

(4)

(5)

b. Method of phase shifts. In the following only central interactions
will be considered. Therefore L2 and 8 2 are conserved. In the C system,
the scattering cross section per unit solid angle (for target and scattered nuclei
not identical) is

a(8,rp) = I f(8,rp) [2 = ao(0,ep)dQe/dQ (6)

where the scattering amplitude f( 8,rp) is defined by the asymptotic (r --+ 00)
form of the solution of the wave equation

which is
eikr

':P'00 = eikz + f(8 m)-'r r

(7)

(8)
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Here the z axis has been taken along the direction of the incident beam, and
the scattered particle is observed without regard to its spin state. When
there is no preferred direction in the plane normal to the incident beam
(scattering of unpolarized particles) a I j 110<p = O.

The solution of Eq. (7) which has the required asymptotic form is a sum
of partial waves each one of which is an eigenfunction of L2 with eigenvalue
l(l + 1).

'Y = i ei(oz+!"/21(21+ 1) F1(kr) PI (cosEl)
1~0 kr

where F z is the solution of

d
2
F z + (k2 _ 2Mrv _ l(l + l))F= 0

dr 1i2 r2

normalized to

Then
1 00

j(8) = 2ik 6(21 + 1) (e2iOz -l)Pz(cos 8)

The total cross section (in either reference frame) is

(9)

(10)

(11)

(12)

(15)

a = ao = f I j(8) 1
2dQ = 1: i (21 + 1) sin2 Oz (13)

z~o

For s-scattering oj neutrons. For kR < 1, °1"-' (kR)!+l and j(8) ~ 0olk,

_ 41T . 2" (8) a (14)a - ~ SIn 00' a = 41T

For scattering with absorption the phase 00 is complex

200 = 20 r + iiJ., (on iJ. real)

The s-scattering and absorption cross sections are then

aa = ; (1- e-2Q.)

and the total cross section is

- - 21T [2 -Q. • 2" 1 -Q.]at - asc + aa - 7i2- e sm Or + - e

(16)

(17)

(18)
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For very fast neutrons (kR > 1) all phase shifts 8ll:: kR) contribute
and at, the total cross section, is given by

tat = asc = aa = 7TR2 (19)

c. Scattering length. For zero energy neutrons r'f" is a linear function
of r outside the range of the nuclear forces. The extrapolation of this
linear function r'f"ext gives the scattering length a according to

'f"ext(a) = 0, (a;Z 0) (20)

For incident s-neutrons scattered by a nucleus of total angular momentum
(spin) = Ili, the value of a will depend on the relative spin orientation of
neutron and nucleus, i.e., on the total angular momentum] = 1 ± t of the
combined system. There will be two scattering lengths aI±i in this case.
In general the phase shifts may be expressed as a power series in k by means
of the following *

(21)

where r .U) is the effective range,

(22)

and Uo = r'f" (for E = 0) normalized to Uo = 1 - rlaJ at r = 00. In terms
of aJ the scattering cross section for slow neutrons is to zeroth order in k,

(23)

(24)

When neutrons are scattered by a crystal the total scattering is composed of
two parts, coherent and incoherent scattering

(
1+1 1)2

Ucoh = 47T 21 + 1aIH + 21 +-1 aI-l

_ 1(1 + 1) 2
alnc - 47T (21 + 1)2 (aIH - aI-i)

For neutron-proton scattering (1 = t),

(25)

(26)

* BETHE, H. A., Phys. Rev., 76, 38 (1949). BLATT, J. M. and JACKSON, J. D., Phys.
Rev., 76, 18 (1949).
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which is independent of the well shape to a high degree of approximation.
Equation (26) is applicable for Eo < about 10 Mev, but below about I ev
molecular binding and crystal diffraction effects have to be considered.
Also in neutron diffraction the scattering lengths aJ in Eqs. (24) and (25)
must be multiplied by the Debye-Waller temperature factor and by a factor

I + M nIM1).

d. Scattering of charged particles. If the two particles participating in
the collision are not identical the results of Eqs. (6) and (12) are used with
0, replaced by

8, = 0, + arg [ (/ + ie2:~Z2) !] (27)

where 0, are the nuclear phase shifts, and the additional term is the phase
shift due to the Coulomb interaction.

For the collision of (unpolarized) identical particles of spin 1ti

1 1+1
a(8) = 2IT1 I f(8) ± f(7T - 8) 1

2 + 21 + 11 f(8) ::;= f(7T - 8) 1
2 (28)

where the upper signs apply for Fermi statistics and the lower for Bose
statistiGs and Eq. (12) together with (27) is to be used. For proton-proton
scattering only s-wave nuclear scattering is important, and only the first
term of Eq. (28) contributes to the nuclear part of the scattering. In the (L)
system

e4 [1 1 cos a In tan2 0
a o(0) = Ei cos 0 sin4-0 + cos4 0 - sin2-0 cos2Ef

_ 2. sin 0 (~os @o + a In sin20) + cos (00 + a In cos20)) (29)
a 0\ sin20 cos20

4 . 2 ~ ]+ a 2 sm 00

For the scattering of a-particles in He4 in the (L) system

(
4e2 ) 2 I e-4ia; In sin

2e e-4ia; In cos
2e

a (0) = ~- cos 0··. +
o Er sm2 0 cos2 0

i.- '" (2/ + 1) ( 2io, _ 1) (1 + 4ia)2 ... (l + 4ia)2 (30)
+ 2a ,~n e (1 + 16(2 ) ••• (l2 + 16(2 )

2

X Pz(cos 20) i

and, in general, only / ""S kR need be considered.
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(3)tan 0 3 =

2.6. Resonance reactions.* a. Energy relations for the reaction

M 1 + M 2 --+M3 + M 4 , (£2 = 0)

E
3

= 9 + M 2E1/(M1 + M 2) = M 4 E
4

(1)
1 + M 3/M4 M 3

(£1)t = - (QI + ::), (threshold energy) (2)

tan 83

where t3 = cos 83, A corresponding result holds for E4by interchanging
indexes 3, 4. Alternatively

(6)

For photon emission no distinction need be made between C and L systems
in practical cases (nw < M nc2).

b. Scattering and reaction cross sections. Consider the nuclear trans­
mutation symbolized by

(7)

where P is the projectile nucleus, A the target nucleus, C the compound
nucleus, B the residual nucleus, and Q the observed outgoing particle;
P and/or Q may also refer to photons. The total angular momenta (units n)
are s, I, j, 1', Sf, respectively. The orbital angular momenta for the P - A
and B - Q relative motion are I and l' (units n), respectively.

@3 = 1+ S, @3f = I' + Sf (8)

* BETHE, H. A., Revs. Modern Phys., 9, 69 (1937); LIVINGSTON, M. S. and BETHE,

H. A., Revs. Modern Phys., 9,245 (1937); BLATT, J. M. and WEISSKOPF, V. F., "The
Theory of Nuclear Reactions," ONR Technical Report 42.
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are referred to as total intrinsic spins for the breakup of the compound state
into particle with the specified angular momenta I, sand 1', s', respectively.
All particles are considered to be unpolarized. The mean life of a specified
compound state (n) for breakup into P + A or B +Q is

T(nl li_
P,l,@; - r(nl

P,l,@;

(9)
liT(nl _

Q,l',@;' - r(n)
Q,l',@;f

where rp,l,@; etc. are partial widths of the specified state (n). The total
width of this state of the compound nucleus is

r(nl = ~ r(n) (10)
~ P,l,@;

P,l,G

and En is the resonance energy of the state.
The resonance elastic scattering cross section for P scattered by A, with

C-system energy E (= lick for photons), is approximately [see Eqs. (15) and
(16)]

(n)

(J) 1T 2J + 1 S' rp,l,@; cA 1

2

asc = k2 . (21 + 1) (2s + 1) iE - En + (i/2)r(n) + I I
where

(11)

(12)

Here I is even (odd) if the parity of (n) is even (odd); cAL gives the contri­
bution of the potential scattering. For neutrons

(1)

HlH(kR) 2i(21 + 1) (kR?!+1
cAL = - H(2; (kR) - 1 r::,; [l ·3· 5, .. (21 + 1)]2

l+~

The last result applies for kR.z; 1. For charged particles

(2kR)2! I

cAL r::,; cAo (21) J(21 + 1) ! If (v
2 + K

2
)

_ A 'kR 21TK
<:/1.0 r::,; 2x ---

e27<K - 1

(13)

(J (14)

and again kR.z; 1. In addition to Eq. (11) there is a contribution (usually
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small) to a~~) in which the orbital angular momentum and/or the total in­
trinsic spin changes. This is

(15)

except that for l = l' = 0 only 6 = 6' is allowed. The other states of the
compound nucleus contribute a background (nonresonance) scattering so
that the total elastic cross section is

a =sc ~
J, parity

(16)

The absorption cross section (including inelastic scattering of P) is, near
resonance,

(n) lnl

1T 2J + 1 r p rQ
au = k2' (21 + 1) (2s + 1)' (E--En )2 + [!r1nl ]2

(17)

(18)

} (19)

Parity

does not change

r(n)= sr(nl r(n)= S'I'ln)
P Pie' Q Ql'e'

and the selection rules are

(_)1 = (_)1' (if parity of A = parity of B)

(_)1= (_)1'+1, (if parity of A :;z':parityofB)

For photon absorption (or emission) 2s + 1 (or 2s' + 1) = 2.

Selection rules for photon emission. The entries below give the type of
multipole field emitted with greatest intensity. Multipo1e fields of higher
order can always be neglected. Here 1'n is the angular momentum of the
final state in the transition and /; = IJ - l' I.

Even ! Odd
.--------- ------1

changes electric 2£ pole i

l

electric 2£+1 pole
magnetic 2£+1 pole magnetic 2£ pole

electric 2£+1 pole I electric 2£ pole
magnetic 2£ pole magnetic 2£+1 pole

and J = 0, l' = 0 is absolutely forbidden for single quantum emission. *

* Internal conversion coefficients are given conveniently only in numerical form,
see Phys. Rev., 83,79 (1951).
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The energy and 1-dependence of the partial widths is given by

r(n) =Xl(E)r~n)~ Xl(E)~;- r~n)(En)
n

(20)

1
Xl = F~(R) + G~(R)

where superfluous indices have been suppressed.

Xl is

The barrier penetrability

(21 )

where F l and G l are the real solutions of Eq. (10) without specific nuclear
interactions and with the normalization at r = rIO

FI(R) = ~~~R JI+t(kR)

and for kR~ 1, G l >Fl and

(kR)2!
Xl = [1 ·3·5 ... (21-1)]2

For charged particles + and kR ~ 1

(22)

(I (23)

(24)

} (25)

2.7. Beta decay. The probability per unit time for the emission of a
f3 particle with energy between Wand W + dW is x

P{3(W;dW = 2~3 <I H(31 2)avPW(Wo - W)2dW (1)

where H{3 is the Hamiltonian for f3 decay

(2)

* Cf. WIGNER, E. P. and EISENBUD, L., Phys. Rev., 72, 29 (1947).
+ Cf. YOST, F. L., WHEELER, ]. A. and BREIT, G., Phys. Rev., 49, 174 (1935).
x KONOPINSKI, E. ]., Revs. Modern Phys., 15, 209 (1943).
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In Eq. (2) ~ is a sum over all eigenvalues of diagonal operators specifying
the angular'momentum direction of motion of the f3 particle, fdVN implies an
integration over the space and spin coordinates of all nucleons, and ~ is
sum over neutrons (protons) for f3-(f3+) emission. The relativistic invariant
Hi is formed by contractions of five possible covariants. In the spin space
of the light particles (f3 particle and neutrino) and each of the nucleons the
following 4 by 4 matrices are defined

= (0 0) f3 = (1 0)
CL 0 ° ' ° -1

(3)

(4)

wherein each element in Eq. (3) is a 2 by 2 matrix [see Eq. (2) of § 2.2].
Then Hi is, in general, a linear combination of the five invariants

(5)

(6)

(7)

(8)

(9)

The index S, V, T, A, P indicate that the- invariants have been formed by
contraction of scalar, polar vector, tensor, axial vector, and pseudoscalar
covariants. All quantities in Hi are evaluated at the position of the jth
nucleon.

Allowed transition. The selection rules are *

Scalar
Polar vector

Tensor
Axial vector
Pseudoscalar

Nuclear spin change

o
o

0, ±I (no 0---+ 0)
0, ± I (no 0---+ 0)

o

Parity

no change
no change
no change
no change

change

* See GREULING, E., Phys. Rev., 61, 568 (1942) for forbidden transitions.
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A{J = J~o P(W)dW (10)

For each of the five interactions [Eqs. (5), (6), (7), (8), (9)] the spectrum
shape is the same.

P{J±(W) = ~~ 1~12pW(Wo- W)2F(=t=Z,W)dW (11)

The constant ~ is

where (IJ = f3, 1, f3a, cr and f3Y5 acting on the nucleon spin for the five invariants
(5, 6, 7, 8, 9) respectively. The effect of the (unscreened) Coulomb field
acting on the electron is represented by the Fermi function

2(1 + y) (2pR)2Y-2j (y - 1 + iy)! 12e"Y (12)
F(Z, W) = --- (2y) !2

where Z and R refer to the final nucleus. The probability per unit energy
interval for a decay process with angle & between f3 particle and neutrino is

P{J±(1+tcos&) (13)

with n = - 1 for Sand P, n = 1 (for V), n = i (for T) and n = - i (for A).
The decay constant for capture of K-shell electrons is

AK = ~~ I~12(2R)2Y-2(e~~ f+l :2~ i (Wo+ 1 - EK)2 (14)

and EK -::--< 1 - y is the K-shell electron binding energy in units mc2•
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Chapter 23

COSMIC RAYS AND HIGH-ENERGY PHENOMENA

By ROB E R T W. WI L L I A M S

Associate Professor of Physics
Massachusetts Institute of Technology

The following formulas have been chosen because they represent the
reliable tools of the worker in high-energy physics. While the results of
calculations based on meson theories have had a great heuristic value, they
are not quantitatively reliable and are being continuously revised. The
present chapter is therefore restricted to the " classical" and presumably
nearly permanent aspects of high-energy physics. The formulas have been
chosen to guide the student of the subject as well as to provide useful infor­
mation for the advanced research worker.

I. Electromagnetic Interactions

1.1. Definitions and some natural constants.

a(E,0) = the cross section in cm2 of an atom for an interaction involving
a final energy < E and a final zenith angle < °(all processes considered
have azimuthal symmetry). Thus (8a/8E)dE is the cross section for a
process involving a final energy between E and E + dE; (8a/8w)dw is the
cross section for a process whose final state involves a particle lying in the
solid angle dw at the angle 0, where w = 217(1 - cos O).

E = kinetic energy. E = mc2/VI- 132 - mc2

m = rest mass
U = total energy. U = E + mc2

p = momentum. (pC)2 + (mc2)2 = U2; P = mv/V1 - 132

13 = velocity relative to the velocity of light. 13 = I pc I/U
mec2 = rest energy of the electron, 0.51098 Mev
m'Pc2 = rest energy of the proton, 938.2 Mev
m"c2 = rest energy of the 17 meson, 139.4 Mev for 17±, 135 Mev for 17°
ml'c2 = rest energy of the fL-meson, 105.7 Mev
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ex = Fine-structure constant, e2/'lic = 1/137.038.
re = classical radius of the electron, e2/mec2 = 2.8178 X 10-13 cm
Z, A = atomic number and atomic weight of the material in which the

interactions take place
z = atomic number of the bombarding particle
N, e, c, 'Ii have their usual significance (Avogadro number, electronic charge,

velocity oflight, Planck's constant). Values may be found in Chapter 4.
Note that e always represents a positive magnitude

x = thickness of matter in g cm-2, given by lp, the product of distance and
density. The probability for the occurrence of a process with cross
section a in thickness dx is (aN/A)dx

X o = the radiation length (§ 1.7) expressed in g cm-2

t = thickness of matter in radiation lengths, t = x/Xo

The sign of the charge of electrons is distinguished, where necessary,
by the terms positon and negaton.

~~COl dE' = 2Zz21Tr,2 . m_ec_2d_E_'
aE' f32

1.2. Cross sections for the collision of charged particles with
atomic electrons, considered as free (knock-on probabilities). Let E
be the energy of the bombarding particle of mass m; let E' be the energy
acquired by an atomic electron. If

E ' -"" E' _ 2meP2c4< mu- Im e
2c4 +m2c4 +2mec2(p2c2+m2c4)l2

then

is valid for all particles (Rutherford formula).

At larger E', spin of bombarding particle becomes important and we have

Particles of mass m and spin 0 :

~=(~) (1-f32~) (2)
aE' aE' Rutherford E'max,

Particles (not electrons) of mass m, spin 1/2 :

~=(~) [l-f32-~+~( E' )21 (3)
aE' aE' Rutherford E'max 2 E + mc2 .

Positons with E ~ mec2:

aa ( ca ) [E' (E')212
aE' = aE' Rutherford 1 - E + E J (4)
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(5)

(1)

(2)

(3)

Negatons (negative electrons) with E ;> mec2 :

OU (Ou) E2 [ E' (E')2]2
oE' = oE' Rutherford (E - E')2 1 - E + E

This is the cross section for leaving either negaton in the energy state E',
so that E' <;; E12.

1.3. Energy loss by collision with atomic electrons (ionization loss).
Let kcol(E) = - (dEldx)col be the energy lost per g cm-2 in collisions with
atomic electrons (the effect of atomic binding is included, but the particle's
velocity is assumed to be large compared with that of the K electrons).

Heavy particles (m > me) :

k (E) = 4NZ2(ZIA)1Tre2mec2[1 2mec2jj2 _ R2]
col f32 n (1 _ jj2)1(Z) fJ

Electrons with jj R:; 1 :

k - 4N Z 2 2 [1 1Tmec
2

a ]
col - A 1Tr. mec n (1 _ (32)3/41(Z) - 2

where a = 2.9 for negatons, 3.6 for positons. The average ionization poten­
tial, I(Z), may be approximated by I(Z) = (12.5Z) ev.

The energy loss considering only collisions in which the energy transferred
is less than YJ is

k (E) _ 2NZ2(ZIA)1TYe2meC2[1 2mec2jj2YJ _ R2]
col«ry) - jj2 n (1- jj2)J2(Z) fJ

This formula holds for both electrons and heavy particles if YJ is not too
large ('"'-' 105 ev for electrons).

The actual collision loss, in condensed materials, of particles with jj R:; 1
will be reduced somewhat by the" density effect," which has not been
formulated concisely. Calculations for certain materials will be found in
Refs. 5 and 29.

lA. Range of heavy particles. When collision loss (§ 1.3) represents
the only important type of energy loss, all similar heavy particles of a given
energy travel approximately the same distance in matter before being stopped.
This distance is the range (or mean range)

E dE'
R(E) = fBexP kcol(E') + R exp

where Rexp is the observed range for a known energy Eexp•
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Since for a given material k eol = z2f(f3), and f3 = g(Ejm), we have

R- m F(E) _ m F(L)'
- Z2 1 m - Z2 2 m (1)

Numerical values for z2Rjm as functions of Ejm or pjm are given, for example,
in Refs. 24 and 29. A useful approximation for E < mc2 (it is high by
15 per cent at E = mc2) is

R = 43 ( lO;~ev ) (n7c2y-75, (g cm-2 in air) (2)

(3)

1.5. Specific ionization. The total number of ion pairs produced in
matter per g cm-2 by a charged particle and its secondaries is the total
specific ionization, jT(E). For a given material it is found experimentally
(at least for gases) that jT(E) is proportional to kco1(E); that is,
j(E) = kco1(E)jVo. For air, Vo has the value 35 evjion pair. Its valu,e for
other substances may be found in Ref. 23.

The primary specific ionization, jp, is the average number of collisions
per g cm-2 that result in the ejection of an electron from an atom. It is
given by Bethe (Ref. 1) as

. =~~Z2(ZjA)7T're2mec2'.!.-[1 ~ec2f32 + -f32] (1)
}p 132 1

0
n (1 _ (32)lo s

where for hydrogen r = 0.285, S = 3.04, and 10 is the Rydberg energy.
Calculations are not available for other gases, but experimentally jp is usually
about one-third of ir.

1.6. Cross sections for emission of radiation by charged particles.

a. Electrons. We consider the cross section for emission of a photon of
energy E' when an electron of kinetic energy E, total energy U collides with
an atom. The result depends on the degree to which the atomic electrons
screen the electrostatic field of the nucleus. The parameter

= 100 m ec
2

• ~~Z-1/3
'Y U 1 - E'jU

determines the magnitude of this effect; if 'Y ~ 1, screening can be neglected;
if'Y < 1, screening may be considered" complete." For U ~ 137 mec2Z-1/3
the latter may be considered always to be the case.
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Write the cross section, assuming U > mec2, as

a;k~? dE' = 4cxZ(Z + l)re2 dff' F(U,v)

where v = E'IU, and F(U,v) is given by:

For no screening, y > 1,

F(U,v) = [1 +(1-V)2_~(l ~V)J [In(2U2·1-V) _JJ
3 mec v; 2 J

For complete screening, y R::! 0,

(1)

(2)

F(U,V)=j [1+(I-V)2- ~(l-V)]ln(l83Z-1/3)+ ~ (l-V)( (3)

Expressions for the intermediate cases may be found in Ref. 20.
The factor Z(Z + 1) (instead of the conventional Z2) takes account of

radiative transitions of the atomic electrons in an approximate way; no
satisfactory calculation is available.

These cross sections are calculated in the Born approximation; experi­
ments at 62 Mev show that they are too large for high Z materials, about
10 per cent for lead. For simplicity we shall use the same correction term
as that which has been accurately determined in the case of pair production,
[1 + O.l2(Z/82)2]. These cross sections should therefore be divided by
[1 + 0.12(Z/82)2].

The divergence of the cross section as E' -+ 0 correspond physically to the
fact that an infinite number of extremely low-energy quanta are emitted in
every collision. The energy loss remains finite (§ 1.7).

The root mean square of the angle 0 at which the photon of energy E'
is emitted is approximately

. /- ..- m c2 U
V (02)av '"-' 0.65 -Ue -- ln --2

mec

b. Heavy particles. We give the result for mass m, spin t, and normal
magnetic moment. (Other cases are considered in Ref. 20.)

a:r;;~dE' = 4cxZ2re
2( :: )2 dff,' F(U,v) (4)

where

F(U,v) = [1+(l-V)2_~(l-V)J [In(~~ ·mc(0.4~reAl/3)·I-:_V)_~]

The effect of the nuclear radius has been included; the effect of the atomic
electrons has not.
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1.7. Energy loss of electrons by radiation. The average radiation
loss of electrons per g cm-2 is

_ (d~) = k (E) = fE E' N 8arad dE'
. dx rad rad 0 A 8E'

(The amount of energy transferred to the nucleus can be neglected).
E >- 137m,c2Z-1/3 (complete screening) we have

(1)

When

Radiation loss increases with energy in a linear fashion (even slightly faster
in the region of incomplete screening) and exceeds collision loss at approxi­
mately the critical energy, E, of shower theory (§ 2.1).

In dealing with radiation phenomena it is convenient to measure thickness
in terms of the radiation length, X o g cm-2, defined by

Table 1 gives some numerical values for X o and E.

TABLE 1

VALUES FOR THE RADIATION LENGTH X O, AND CRITICAL ENERGY, _,

FOR VARIOUS SUBSTANCES

I
_Mev

Substance Z A I X o gcm-2 , Formula With den-

i I I

of sity effect

: i Sect. 1.3 correction

---~-I ;---~-I~---I--
Carbon . 6 12 i 44.6 , 102 76
Nitrogen 7 14 I 39.4 : 88.7
Oxygen 8 16 35.3 77.7
Aluminium 13 27 24.5 48.8
Argon 18 39.9 19.8 35.2
Iron 26 55.84 14.1 24.3 21
Copper 29 63.57 13.1 21.8
Lead 82 207.2 6.5 7.8 7.6
Air 7.37 14.78 37.7 84.2
Water 7.23 14.3 37.1 83.8 65
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(4)

(5)

The probability of radiating in a thickness dt radiation lengths

(t = xlXo) is ~. o;~~t! dE'Xodt

and does not depend strongly on atomic number. In the limit of
E:> 137mec2Z-1I3 it is independent of atomic number. A crude high­
energy approximation often used for this probability is (dE'IE')dt. Simi­
larly, the fractional energy loss per radiation length,

1 (dE) 1- - - = - krad(E)XoE dt / rad E

is nearly independent of Z, and at high energies becomes

_~(d~) = 1 +b
E dt rad

where without appreciable error we may take b = 0.014 for all elements.
Radiation is not an important source of energy loss of particles heavier

than electrons, with the exception of fL-mesons of E > 1011 ev.
Fluctuations in the radiation loss of electrons are very large. Neglecting

collision loss, the probability that an electron of total energy Uo will have
energy U in dU after t radiation lengths is approximately

dU[ Uo ](t1
l
n2'-1[ ( t )]-1w(Uo,U,t)dU = U

o
In -U r Trli

(for r see § 13.1 of Chapter 1).

1.8. Cross sections for scattering of charged particles. Classically
the nonrelativistic cross section for scattering of a particle of charge ze by a
fixed point charge Ze is

oa...-dw=~z2Z2r2(mec)2 dw (1)
ow 4 e fJp sin4 (0/2)

the Rutherford scattering law. Quantum mechanics gives the same result;

(1) exactly for the nonrelativistic region (fJ2 < 1, spin effects unimportant);

(2) in the Born approximation (Z!'i.lfJ < 1) for (relativistic) particles of spin O.

For particles of spin t and normal magnetic moment,

ou _ (' OU ) [1 Q2' 2 0 Z Q' 0(1 . 0) 1(2)'" - ~ -)-' sm -2 + 7T!'i.)-' sm -2 - sm -2 + ...
uW uW Rutherford

The third term in the square brackets is a correction to the Born approxima­
tion. Still higher corrections are needed for Z :;: 50 (see Ref. 12).
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The correction for radiative effects is usually less than 5 per cent, even for
electrons (Ref. 25).

The cross section for scattering by real atoms is reduced in the limits
of small and large angles: at small angles the screening by atomic electrons
becomes important at 0,....., 0 1 = rxZ1I3(m ecfP) and the angular dependence
of the cross section is

dw

Foran accurate treatment see Ref. 14. At large angles the nuclear SIze
becomes important for

0,....., O
2

= 280A-l/3 meC
P

(3)

(1)

(2)

(3)

1.9. Scattering of charged particles in matter. The probability
that a particle be scattered through an angle 0 in traversing a thickness of
material x can be found (in numerical form) in Refs. 26 and 15; the latter
is more accurate for high-Z materials because of corrections 'to the Born
approximation.

A convenient approximation is given by Williams' (Ref. 30) calculation of
small-angle multiple scattering, neglecting single processes in which a large
angular deflection occurs. For a thickness x small enough so that energy
loss can be neglected, the mean square angle of scattering can be expressed as

(0
2
)av = (;};r;;

where Es = (41T/rx)I/2meC2= 21 X 106 ev.

For the projected angle ff made by the projection of the particle's track on a
plane containing the initial trajectory one has, for small angles,

<ff2)av = t(02)av

The distribution in ff can be approximated by a Gaussian,

P(ff)dff = 1 e-{}2/2 ({}2>ov dff
V27T<ff2)av

for small ff. At larger angles, the probability that the deflection occur in a
single collision will be larger than the value of this Gaussian, and one can
estimate P(ff) from the probability for single scattering alone, obtained from
the space-angle cross section of § 1.8.

An accurate expression for the mean absolute projected angle of scattering
in a thickness x, neglecting energy loss but considering the complete scatte-
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ring probability function and using corrected cross sections (i.e., not merely
Born approximation) is (Ref. 4)

(
N )1/2(m C')

<8-)av = 2z Z2 A re
2x f3~

~~ _~ } (4)

. [IA5 + 0.8 In {O.2rrZ-2 /3 N r 2 !!... I _)]
\ A e Ci 2 (I +O.3f32/Ci2Z Z2)

1.10. Compton effect. A photon of energy E scattered through an
angle e by a free electron initially at rest will have an energy

E'= ----~-_.-
I + (Ejmec2)(1 - cos e)

The cross section for this process is the Klein-Nishina formula (Ref. 10)

Bac~IIl~ dE' = z'rrr 2 mec
2

. dE'[1 + (E')2 _ E' sin2 e] (I)
BE' e E E' E E C

As usual we have written the cross section per atom; sin e is written in place
of the explicit function of E' and E for algebraic simplicity; the term con­
taining it is negligible when E ~ mec2•

The effect of the binding of the atomic electrons is unimportant when the
recoil energy of the electron is large compared to its binding energy; this
is nearly always the case if E > m ec2•

1.11. Pair production. The materialization of a photon of energy E
as a pair of electrons of energies E' (positon) and E" (negaton) occurs with
very little energy transfer to the nucleus, so that to good approximation

(1)

Letting v = (E' + me( 2)/E be the fractional energy of the positon (or negaton
-the formulas are symmetrical for E ~ m ec

2 ) we have

y = 100 l1!.. :2 . ~ .__ Z-l/:l (2)
E v(l - v)

as the quantity which determines the influence of screening by the atomic
electrons.

Write the cross section, assuming E ~ m ec2, as

~~P.a-iT dE' = 4CiZ(Z + l)r 2 dE~ G(E v)
. oE' e E '

where G(E,v) is given in the two limiting cases by :

(3)
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For no screening, y ~ 1,

C~E,v) = [v2 + (1-v? + ; V(1-V)] [In(~~2V(1-V)) - ~ J
For complete screening, y R::! 0,

G(E,v) = [v2 + (1 - v)2 +~v(l - v)] In (183Z-1 /3) - tv(l - v)

Expressions for the intermediate cases may be found in Ref. 20.
As in § 1.6, the factor Z(Z + 1) instead of the conventional Z2 must be

considered merely as an improved approximation.
Again as in § 1.6, experiments show these cross sections to be too high

for high-Z materials; they should be di'vided by the empirical correction term

[1 + 0.12(Zj82)2].
The total cross section for pair production in the high-energy limit

(4)

(5)

The probability for pair production in a thickness dt radiation lengths does
not depend strongly on atomic number. In the high-energy limit
E ~ 137mec2Z-113 it becomes

N '7 b)
A UpalrXodt = (9 - 3 dt

where without appreciable error we may take b = 0.014.
The root-mean-square angle between the direction of one of the electrons

with energy E' and the original direction of the photon is approximately

.r--- mc2 E
V (02)av R::! 0.47 Ee

, In -2
mec

2. Shower Theory

2.1. Definitions
X o is the radiation length (§ 1.6 and Table 1).
t specifies distance into the material, measured in radiation lengths.
7T(1t)(Eo,E,t)dE, called a differential spectrum, is the average number of

electrons with energy in dE at E that cross a plane at distance t beyond the
start of a shower initiated by an electron of energy Eo. No distinction is
made between positons and negatons.

7T(Y)(Eo,E,t)dE is the same quantity for a shower initiated by a photon of

energy Eo.
y(1t l(Eo,E,t)dE is, analogously, the average number of photons in a shower

initiated by an electron of energy Eo.
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yO')(Eo,E,t)dE is the same quantity for a shower initiated by a photon of
energy Eo.

The integral spectra are designated by capital letters :

TII7>l(Eo,E,t) = J: 7T(Eo,E',t)dE', etc.

Po(EoE) = J: II(Eo,E,t)dt is the integral electron track length, essen­

tially an energy spectrum averaged over the shower.

Go(Eo,E) = J: r(Eo,E,t)dt is the integral photon track length.

E, the critical energy, is defined by the equation E= kcor«~J(E)Xo (§ 1.3
and § 1.7). Table 1 contains some numerical values calculated for
TJ = 5 X 106 ev, which is the limiting energy below which electrons are
considered" lost." It is at approximately the critical energy that energy
loss by radiation (for electrons) becomes predominant.

Es = 21 Mev is the scattering energy (§ 1.9).

2.2. Track lengths
Tamm and Belenky solution

Po("J(Eo,E) = Eo eX le-x + xE;(-x) - ~ e-Xo - XE;(-Xo)] (1)
E Xo

where x = (1/0.437) (E/E), X o = (110.437) (EO/E), and

Ei(-x) = - I: (e-sjs)ds

is the exponential integral tabulated, for example, in Ref. 8. This expression
is derived under the following assumptions (" Approximation B" of Rossi
and Greisen, Ref. 20) : asymptotic (complete screening) cross sections (§ 1.6
and § 1.11), continuous collision loss with kcor(E) = EjXo, and neglect of
Compton effect. However, exact numerical calculations (Refs. 18 and 21)
have indicated that it is quite accurate (less than 10 per cent error) at least
for low-atomic-number materials and E> lOE; and Po(YJ(Eo,E) differs
significantly from Po(")(Eo,E) only when E,....., Eo.

Numerical results on Go(Eo,E) can be found in Ref. 18.
H the restriction E > E is made, collision loss may be neglected entirely

(" Approximation A " of Ref. 20), and with the further restriction E < Eo,
the integral track lengths become

P ("'(E E) = P (Y)(E E) = 0 437 Eoo 0' 0 0' . E

r ("'(E E) = r (YI(E E) = 0 572 Eoo 0' 0 0' • E
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2.3. Integral spectrum. With the assumption of asymptotic cross
sections and neglect of collision loss and Compton effect (" Approxi­
mation A "), solutions for the spectra valid for E < E < Eo and t > 1 are
given in Ref. 20. An approximate analytic expression for this range of
validity has been given by Heisenberg (Ref. 6).

II (3t)(E E )=II (Y)(E E )= [inEo/E-o.56]1/2
A o"t A o"t t(t _ 1.4)

. exp j- t + 2 [(t - 1.4) (In ~o - 0.56) r/2 l
Inclusion of a continuous collision loss as in (§ 2.2) allows an approximate

solution for the" total" number of electrons in the shower. (Only electrons
arising from pair production are counted-the knock-on electrons are lumped
with the collision loss.) We write it as a factor times the Approximation A
solution with E = E.

IIt 3t )(Eo,O,t) = K( ~O,t )IIA (3t)(Eo,E,t) (2)

The factor K is given in Ref. 20. It has the value 2.3 at the shower maxi­
mum, and may be expressed in rough approximation by

K = 1 + 1.3 (t/ln ~oY'2 (3)

2.4. Properties of the shower maxima. If T is the value of t for
which the functions II, etc., have a maximum for a fixed value of E, then in
the range E < E < Eo we have

(
E \

T(Eo,E) = 1.01 In l- n)

7Tmax(Eo,E) dE I I Eo
ymax(Eo,E) dE \= [In (Eo/E) - m]1/2 . E2

dE

IImax(Eo,E) = [In (Eo/~ _ m]1/2 .~

where I, m, and n are given in Table 2.

For E,,-, 0, we have T(Eo,O) = T(Eo,E) (see above) and

II (3t)(E °T) _ 0.31 Eo
max 0'" - [In (Eo/E) - 0.18]1/2 E

(1)

(2)

(3)
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TABLE 2

.~~ Primary!
~ particle'

Function'~:
- - - . -- ,--

Electron Photon

-0.18
o
0.18

0.137
0.180
0.137

o 0
0.18 0.5
0.37 1

0.137
0.180
0.137

____ ___m__,__n m_~I--n--

I -~.5

I 0.5

-----~------

y

II

\
- - -------- --

2.5. Stationary solutions. If at t = 0 a beam of electrons and/or
photons is incident with an energy distribution in the form of a power law,
dN = const(dEo/EoSH), this distribution in energy will retain its form as long
as E ~ E, yielding solutions of the form 7T(E,t)dE or

dE
y(E,t)dE = [a(s)eA1(Slt + b(s)eA2 (slt] pH

For large t the total number of particles decreases exponentially with t if
s > 1, increases if s < 1. Details will be found in Ref. 20.

2.6. Lateral and angular spread of showers. The only explicit
calculation of lateral and angular distribution of shower particles is due to
Moliere (Ref. 13), where results are given in graphical form. The lateral
distribution function gives the fraction dF of all shower particles which are at
distances between rand r + dr from the shower axis, averaged over the
shower. An analytic approximation for Moliere's calculation of this fraction,
adequate for r/r1 -:S 1, is

dF= 2.85( 1 +4~) exp r-4C~1r31~~ (1)

where r1 = (Es/E)Xo, and Es = 21 Mev (see § 1.9).
The mean-square lateral spread and mean-square angular spread for

shower particles, averaged over the shower, are given for all energies in
Ref. 19. Their values for particles of energy E ~ E are

electrons photons

<r2)av 0.64(i fX02

(02)av 0.55(i) 2
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These results are valid only for E <; Eo; they therefore apply equally
to showers initiated by either electrons or photons.

3. Nuclear Interactions

3.1. Nuclear radius and transparency. The geometrical cross
section of a nucleus of mass number A is

(1)

If the average cross section for a nucleon-nucleon interaction of a given
type is ii, the assumption that the particles in the nucleus are independent
leads to the following cross section for this type of collision of the particle

with a nucleus, if Vii!7T is small compared with rn

(2)

(3)

(1)

3.2. Altitude variation of nuclear interactions: Gross trans­
formation. An isotropic flux of particles of intensity per unit solid angle
Jo is incident on a semi-infinite sla!:> (e.g., the atmosphere). If the particles
are absorbed exponentially with a mean free path L, the intensity at a depth x,
integrated over angle, is

J~/2 J(x,{f)dw = 27T ~ Jole-x
/
L+ ~ E; ( - ~ ) J (1)

see § 2.2 for El-t).

4. Meson Production

4.1. Threshold energies. A nucleus (or other system) of mass M i ,

initially at rest, is bombarded by a particle of mass m. All masses are" rest
masses" (§ 1.1). In order to create a new particle of mass fL, the bombarding
particle must have at least a kinetic energy

E = l0 + ~ M f )2 - (m + Mi)2]c~

2M;

where ~Mf is the sum of all masses present (except fL) after the collision.
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(2)

(3)

4.2. Relativity transformations. The maximum energy in the
center-of-mass system, wheR a particle of energy E bombards a particle
initially at rest, is the quantity fLc2 in the equation of (§ 4.1) (it is assumed
that the projectile and target particles are left at rest in the center-of-mass
system).

The velocity of the center of mass, in this collision, is

CVE2 + 2mc2E
f3cc

= E + (m + M;)c2

Let 0 be the angle between this velocity and the trajectory of an ejected
meson in the laboratory system, 0* and f3*c the corresponding angle and the
velocity of the meson in the center-cf-mass system; then

tan 0 = sin0* .~f32

COS 0* + f3clf3* c

In the extreme relativistic approximation VI - f3c2~ 1and VI - f3*2 ~ 1
this becomes

(4)

If the angular distribution of mesons in the center-oi-mass system is
F(0*)dw*, the corresponding angular distribution in the laboratory system
(with the additional restriction 0 ~ 1) is

(5)

General formulas for the transformation of both angular and energy dis­
tributions are given in Ref. 3.

5. Meson Decay

5.1. Distance of flight. If T is the mean life of the meson at rest, the
mean distance traversed before decay, when the meson has constant momen­
tum p, is L = pTlm.

In a real medium p is a function of the thickness traversed, x g cm-2• The
density of the material, p, may be a function of x (e.g., xlp = constant in an
isothermal static atmosphere). The probability that the meson has not
decayed before reaching x2 , if it existed at Xl' is

(1)
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5.2. Energy distribution of decay products. Let a particle of
mass ml disintegrate into particles of masses m2 and ma. Then the total
energy of one of the products, U2* (the star designates the center-of-mass
system) is

(1)

)
J (2)

for

If the original particle had total energy Ul and momentum of magnitude
PI (as seen from the laboratory system) the differential energy distribution
of a product particle has the constant value

F(U2)dU2= 2
1 ~\ dU2

PIP2

and is zero otherwise.
If the original particle disintegrates into more than two particles, and U2*

designates the total energy of one of them in the center-of-mass system, then

U
9
* = (m12+m22_(ma+m4+o .. )2)C2 (3)

"ill" 2m l

and (4)

5.3. Angular distribution in two-photon decay. The equations
of § 5.2 may be applied to a simple case of physical interest, the neutral
7T-meson (mass m l ) which decays into two gamma rays. If (in the laboratory
system) the gamma rays have energies E2 and Ea, and the angle included
between their trajectories is 4>, then sin (4)/2) = m1c2/2y'E2Ea. The distribu­
tion in the angle 4>, in terms of Ul = E2 + Ea, and PI' is

,mlc cos (4)/2)dcf> 0

1\4>)d4> = --p: [4 sin2(4)/2)] [( U
1
/m

l
c2)2 sin2 (4)/2) _ 1]1/2 (1)

1

The distribution function goes to infinity at the minimum angle,

6. Geomagnetic Effects

6.1. Motion in static magnetic fields. The equation of motion in a
static magnetic field for a particle of charge ze,mass m is (dp/dt) = (ze/c)v X B,
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(1)

where p = mvj~ is the momentum of the particle, sometimes
called the kinetic momentum to distinguish it from the variable
[mv",/V'l - fJ2 + (zejc)A",] which is canonically conjugate to the coordi­
nate x. Since dsjdt, the magnitude of v, is constant, we have as the equation
for the trajectory

dt = ze t X B
ds pc

where t is the unit tangent vector defined in § 6.9 of Chapter 1.
If B is uniform, the path is a helix, the angle ex between p and B is constant,

and the radius of the projection of the path on a plane perpendicular to B is
R = (pc sin exjzeB). If B is measured in gausses, R in em, and pcjze in volts,
(pc sin exjze) = 300 BR. The quantity pcjze is called the magnetic rigidity
of the particle; for z = 1 it is numerically equal, when expressed in volts,
to the momentum in units of evjc.

6.2. Flux of particles in static magnetic fields. Let the directional
intensity of a flux of noninteracting charged particles be I(r,p:dp dw da = the
number of particles, observed at point r, having momentum p in dp dw,
crossing area da perpendicular to p. Then I(r,p) is constant along any
particle trajectory. If one assumes that the flux of particles at great distances
from the earth is isotropic, the problem of the influence of the earth's magne­
tic field on cosmic-ray intensities at the earth's surface is therefore reduced
to the investigation of classes of allowed trajectories.

6.3. Limiting momenta on the earth's surface. Let the earth's
magnetic field be represented by a dipole of moment M, the earth's radius by
ro, and an observation point on the earth's surface by the geomagnetic
latitude,\. A particle of rigidity pcjze can arrive (from outer space) at any
point, in any direction, if pcjze > Mjro

2 R:; 60 X 109 vol.ts. The particle
cannot arrive at all, at a particular point, if

pc M cos4 ,\- < -' --------
ze ro2 [(1 + cos3 ,\)1/2 + 1]2

Let the angle between the direction of arrival of the particle and the tangent
to the circle of latitude be {}, and let {} = 0 correspond to arrival from the
west for positive particles. (Then for negative particles {} must be redefined
so that {} = 0 corresponds to arrival from the east. Note that z and e are
positive magnitudes, so that no question of sign arises in the equations).
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pc M cos' A- < -' --------
ze T0

2 [(1 + cos{} cos3 A)1/2 + 1]2

Ifwe observe in the direction {}, at latitude A, no particle can arrive from outer
space if

Thus more positive particles will come from the west than from the east.
The cone of semivertex angle {}, for a fixed pclze, is called the Stormer

cone. The equation is correct for any dipole field if To is the distance to the
point of observation.

Not all momenta above the limit set by this equation are allowed, when
one considers observations on the real earth. For a certain range of mo­
menta above this lower limit the trajectories are so tortuous that certain
classes of them intersect the earth (at some other point) before arriving
at the observation point. This" shadmT

., effect" of the earth is unimportant
at higher latitudes (say, IA I > 40°), except for some nearly horizontal
directions of approach. Near the equator the shadow effect is very small
in the vertical direction, and raises the lower limit, at 45° zenith angle, by
a few per cent for east and west azimuths, and perhaps 15 per cent for
north and south azimuths. Intermediate latitudes are particularly complex;
details and further references will be found in Ref. 28.
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Chapter 24

PARTICLE ACCELERATORS

By LESLIE L. FOLDY

Associate Professor of Physics
Case Institute of Technology

L General Description and Classification of High-Energy
Particle Accelerators

L L General description. High-energy particle accelerators are devices
employed to accelerate atomic or subatomic particles (electrons, protons,
deuterons, alpha particles, etc.) to high energies. "High energies" is
generally interpreted to mean energies greater than a few hundred kilovolts.
Existing accelerators of various types are adapted to accelerate particles to
energies in the range from a few hundred kilovolts to about 400 million
volts, but higher energy accelerators are under construction. The high­
energy particles produced are employed principally to study the properties
of nuclei of atoms and nuclear transformations or reactions, and also to
study the properties of the fundamental particles themselves. They are
also used in medical applications.

1.2. Classification according to particle accelerated. Accelerators
may be first classified according to the type of particle they have been designed
to accelerate. The two principal types according to this classification are
electron accelerators employed to accelerate electrons, and which, by allowing
the electrons to strike a target, can also be used as a source of high-energy
x rays; and heavy-particle accelerators employed to accelerate protons,
deuterons, alpha particles, and in some cases nuclei of heavier atoms. Be­
cause of the great difference in mass between the electron and the heavier
particles, there are (except in the case of electrostatic accelerators) great
differences in the problems to be met in the two cases; consequently electron
accelerators differ considerably from heavy-particle accelerators both in
design and often in principle of operation. Usually the same principle
of operation can be used for the acceleration of protons, deuterons, and

563



564 PARTICLE ACCELERATORS §1.3

alpha particles, and some machines can easily be adapted to accelerate any
of these particles.

The principal types of electron accelerators employed at prest;nt are
Cockcroft-Walton machines, electrostatic generators, linear electron acce­
lerators, betatrons, and synchrotrons. The principal types of heavy­
particle accelerators employed at present are Cockcroft-Walton machines,
electrostatic generators, linear accelerators for heavy particles, cyclotrons,
and synchrocyclbtrons. Under construction at the present time are heavy­
particle accelerators for the very high-energy range employing combinations
of the cyclotron, betatron, and synchrotron principles. The principal dif­
ferences in design and principle of operation of electron and heavy-particle
accelerators stem from the fact that the electron mass varies greatly during
the acceleration process because of relativistic effects, while the mass of
heavy particles varies only by a relatively small amount during acceleration
in present-day machines.

1.3. Classification according to particle trajectories. Accelerators
may also be classified according to the spatial region occupied by the trajec­
tories of the particles being accelerated. Two broad classifications occur :
linear accelerators in which the trajectories are essentially straight lines, and
circular accelerators in which the trajectories are confined to a circular
region. To the first class belong Cockcroft-Walton machines, electrostatic
generators, and number of different types of so-called linear accelerators.
Circular accelerators may further be divided into accelerators in which the
trajectories are essentially spirals extending from the center to the edge of
a circular region (of which cyclotrons and synchrocyclotrons are examples),
and accelerators in which the trajectories are confined to an annular region
of relatively small radial breadth (of which the betatron and synchrotron are
the principal examples).

lA. Designation of accelerators. Accelerators are usually designated
by the maximum energy to which they are designed to accelerate particles.
In the case of cyclotrons and synchrocyclotrons, which can be used for
different heavy particles and for which the maximum energies depend on the
particle being accelerated, the machine is often designated in terms of the
diameter of the pole piece of the magnet employed to confine the particle
trajectories in the acceleration region.

1.5. Basic components. Almost all high-energy accelerators have
certain basic features and components in common although the physical form
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of these may vary greatly from one type of accelerator to another. These
basic components are:

a. An acceleration chamber within which the trajectories of the acceler­
ated particles are confined. In linear accelerators, the chamber defines a
linear region along which the particles travel in essentially straight lines. In
circular accelerators the chamber defines a disk-shaped or annular region
depending on whether the trajectories are essentially spirals or circles. In all
accelerators the acceleration chamber must be evacuated to a high vacuum
in order to prevent undue scattering of the accelerated particles by molecules
of gas.

b. In a circular accelerator a magnetic field must be employed to cause
the accelerated particles to move in circles. In some accelerators the
magnetic guide field is a static field, in others it varies with time.

c. A means of supplying energy to the particles in order to accelerate
them must be provided. In all machines the acceleration is performed by
electric fields, but the manner in which the electric fields are provided varies
greatly. It may consist of an electrostatic or quasi-electrostatic field
(Cockcroft-Walton machines and electrostatic generators), an electric field
produced by magnetic induction (betatron), the electric field in a standing
or traveling electromagnetic wave (linear accelerators), or the acceleration
may occur by having the particle pass at appropriate times through a gap
across which an alternating voltage is established (cyclotron, synchrocyclo­
tron, and synchrotron). In some machines (Cockcroft-Walton, electrostatic
generator, betatron, and traveling wave linear accelerators) the particles may
be continuously accelerated; in others (cyclotron, synchrocyclotron, syn­
chrotron, and standing wave linear accelerators) the acceleration process
may take place in steps by a series of impulses.

d. In some machines, some "focusing" of the beam of accelerated
particles must be provided in order that motion of the particles along the
desired trajectories shall be stable. In circular machines some focusing can
easily be provided by an appropriate radial variation of the magnetic guiding
field. In linear accelerators the problem of providing focusing may be
much more critical.

e. Other components generally required, but which we shall not discuss,
are electron guns or ion sources to supply the particles to be accelerated,
vacuum pumps and associated equipment, electronic equipment to provide
the radio frequency accelerating fields where these are necessary, etc.
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2. Dynamic Relations for Accelerated Particles

(1)

(2)
(3)

(4)

(5)

p = mov/(l - V2/C2)l/2

E = moc2/(1 ~ V 2/c2)l/2

T = E-moc2

m = mo/(1 - V2/c2)l/2

Eo = moc
2Rest energy:

2.1. Fundamental relativistic relations. If the mass of a particle at
rest is mo and if c represents the velocity of light, then when the particle is
moving with a velocity v

Momentum:

Total energy :

Kinetic energy :

Relativistic mass:

2.2. Derived relations. The relations m 2.1 lead to the following
derived relations.

E = mc2= (m02c4 + C2p2)1/2 (1)

P = [(E/C)2 ~ m02c
2]1/2 (2)

v = c'Jp/E = c[l - (moc
2/E)2]1/2 = p/[m02+ (p/C)2]1/2 (3)

m = E/c2= [m02+ (p/C)2J1/2 (4)

2.3. Nonrelativistic relations. When v < c or P < moc, the
relations in 2.1 and 2.2 take the forms

p = mov

E = moc2+ tmov2= moc2+ p2/2mo

T = tmov2 = p2/2mo

(1)

(2)

(3)

2.4. Units. The above equations hold when all quantities are measured
in absolute units (e.g., mo and m in grams, E and T in ergs, v and c in cm/sec,
p in gm-cm/sec). The velocity of light c = 2.998 X 1010 cm/sec.

The energies of accelerated particles are often expressed in "million­
electron-volts" (Mev). The energy unit 1 Mev is defined as the energy
gained by a particle bearing one elementary charge (e - 4.802 X 10-10 esu)
m falling through a potential difference of one million volts.

(1 Mev = 1.602 X 10-6 erg)

In all the equations which follow, the quantity e is presumed to be meas­
ured in electrostatic units. Furthermore, all electric field strengths and
potential differences are to be measured in absolute electrostatic units and all
magnetic field strengths in absolute electromagnetic units (gausses or oer­
steds).
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3. Magnetic Guiding Fields

3.1. Specification of magnetic guiding fields. Magnetic guiding
fields, whether static or time-dependent, generally have cylindrical symmetry,
so that polar coordinates (r,{},z) are used to specify the field with the z axis
chosen along the axis of symmetry. Ideally, in the regions in which the
accelerated particles move, the fields have the following properties.

a. There exists a median plane normal to the axis of the field in which
the magnetic field has only a z component. In this median plane which
is generally taken to be the plane z = 0, Hz is a function only of r and possibly
of the time t.

b. The magnetic field has no azimuthal component Hi}'

c. The magnetic field is symmetrical about the median plane.

Hz(r,z ;t) = Hk,-z ;t), H,.(r,z ;t) = - Hr(r,-z ;t) (1)

d. If the active region of the field includes points on the axis (r = 0),
then Hz can be written as a power series.

Hz(r,z;t) = H oi. i hlmrlz2m = Ho(l + hOlz2+ h20r2+ h21r2z2+ ...) (2)
[~o m~O

From Maxwell's equations it follows that H r can be written as

00OO2h
H (r z .t) = - H '" '" _~lm rl+1z 2m- 1,- , , °tt,~ t+2

= - Ho(hOlrz + th21r3z + ...)
The following relations hold among the coefficients.

(4)

While in the general case the coefficients hIm may be time-dependent,
usually they are essentially constant, and only H o is a function of the time.

e. The field described by the equations in (d.) can be derived from a
vector potential A (H = curl A) having only an azimuthal component
(At = A z = 0) given by

(5)
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f. The field exponent n(r ;t) is defined by the equation

n(r;t) = _,,- __ oHz(r,O;t)
H.(r,O;t) 8r

o In Hz(r,O;t)
oln r

(6)

and plays an important role in determining the stability of particle motion
(see below).

It is often convenient, especially when the active region of the magnetic
field does not include points on the axis (annular field) to specify the variation
of the field in the median plane over a small annular region about a radius r0

in the form

(7)

For the field specified in (d.), the field exponent is given by the expression

~ IhlOr!
!=z

n(r;t)=---
en

k hlOr!
!=o

2h20r
2 + 3h30r3 + ...

hoo + h20r + h30r3 T ...
(8)

3.2. Force on a charged particle in a magnetic field. A charged
particle with charge Ze moving with a velocity v in a static magnetic field H
is subjected to a force at right angles to both the field and the direction of
motion given by

Ze
F=-v xH

c
(1)

(2)p= IZ\ eH

If the magnetic field is changing with time, the associated induced electric
field will give rise to an additional force having a component in the direction
of motion of the particle.

The radius of curvature p of the orbit of a charged particle of momentum
p moving perpendicularly to a magnetic field is given by

cp

3.3. Equations of motion of a charged particle in a magnetic
guiding field. If r, &, and z represent the cylindrical coordinates of a
particle of charge Ze moving in a magnetic guiding field of the type described
in Sec. 3.1 and Af}(r,z ;t) represents the vector potential from which the
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magnetic field is derived, then the equations of motion of the particle are
given by

~ l- _"!rl _cc-] + Zea.A;k,z ;t) + Zera.8An(r,z ;t) = fr (1)
dt vT=V2jc2 8r

(2)

(3)~ l- moz ] + Zera.8An(r,z ;t) = fz
dt VI - v2jc2 8z

where dots denote time differentiation, fr, fn, and fz represent the radial,
azimuthal, and vertical components of any forces acting on the particle other
than those due to the field An, and

(4)

3.4. Equilibrium orbit. A charged particle (charge Ze) with momen­
tum p and energy E moving in a static cylindrical guide field of the type
described in §3.1 has as a possible orbit, a motion in a circle concentric with
the axis of the field and lying in the median plane. The radius of this
circular orbit is determined by the solution for r e of the following equation.

cp = IZ I er eHz(r .,0) (1)

This orbit is called the equilibrium orbit for the particle, and the radius r e

is called the equilibrium radius.
The angular frequency of revolution of the particle in its equilibrium

orbit (the so-called" cyclotron frequency") is given by

We = I Z l;He 1Z I~CHe (2)

where He = HzCr .,0).
The period of revolution in this orbit is therefore given by

T = __2nE _
e IZ I ecHe

If the momentum of the particle and the magnetic field vary sufficiently
slowly with time (adiabatically), the equilibrium orbit radius and cyclotron
frequency are defined at each instant by the above equations and may be
considered also to vary adiabatically with the time. The physical importance
of the equilibrium orbit lies in the fact that in all circular accelerators, the

file:///Z/eH
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acceleration process involves an approximately adiabatic vanatlOn of the
parameters, defining the equilibrium orbit, and the general motion of an
accelerated particle can be described in terms of oscillations about an adia­
batically varying equilibrium orbit.

3.5. Stability of motion in the equilibrium orbit. Motion of a
particle in its equilibrium orbit is stable against small disturbances of this
motion if and only if

o< n(r.,t) < 1 (1 )

(1)

(2)

where n(re) is the field exponent defined in (§ 3.1f) evaluated at the equilib­
rium radius.

3.6. Oscillations about the equilibrium orbit. Small disturbances
of the motion of a particle in its equilibrium orbit, or a small non-adiabatic
variation of the parameters defining this orbit, will give rise to small vertical
(z) and radial (r) oscillations of the particle about the equilibrium orbit.
The angular frequency of free oscillations of this character are given by
the equations

3.7. Coupling of oscillations about the equilibrium orbit. The
presence of high-order nonlinear terms in the equations of motion describing
radial and vertical oscillations leads to coupling of these oscillations with each
other and with the rotational motion. For certain values of the field expo­
nent n, leading to commensurability of harmonics of the frequencies of
oscillation and of the frequency of rotation (cyclotron frequency), resonance
may occur between oscillations, leading to increases in the amplitude of
a mode of oscillation to a degree where the particles may strike the walls
of the accelerating chamber. The principal case where such resonance may
occur (corresponding to n values which are generally to be avoided) are:

(a) If Vn/(l - n) or V(l - n)/n is an integer N (or lies close to an
integer), resonance between radial and vertical oscillations may take place.

(b) If l/V;'; or l/~ is an integer N, resonance between rotational
motion and radial and vertical oscillations, respectively, may take place.
This can be especially serious if the acceleration process takes place impul­
sively with a frequency which is a harmonic of the rotation frequency (as is
often actually the case) or if azimuthal inhomogeneities are present in the
magnetic guide field.
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If n varies with time, the seriousness of these resonances will depend on N
and on how long a time n spends in the neighborhood of a critical value
defined in (a) and (b) alone. Resonances are more serious, the smaller the
value of N.

3.8. Damping of radial and vertical oscillations. If the parameters
defining the equilibrium orbit are varied adiabatically, the amplitude of
the free radial and vertical oscillations about the equilibrium orbit will be
damped (either positively or negatively). The principle of adiabatic inva­
riance of the action applied to these oscillations leads to the result that the
amplitude of free vertical oscillations will vary as w z- 1/2 as We varies adiabatic­
ally, and the amplitude of free radial oscillations will vary as wr- 1j2 as We
varies adiabatically. In case n does not vary with time, the amplitudes of
both oscillations will vary as (EjHe)l/2.

4. Particle Acceleration

The agency for accelerating particles in all types of accelerators consists
of properly applied electric fields. The electric fields employed may be
either static, quasi-static, or time-varying. Acceleration processes may be
divided into two classes according to whether the particle is continuously
accelerated or whether the accelerating takes place in discrete steps of an
impulsive character. The former is employed in linear accelerators of the
Cockcroft-Walton, Van de Graaff, and traveling-wave types, and in the
betatron, while the latter is employed in the cyclotron, synchrocyclotron,
synchrotron, and their variants, as well as in linear accelerators employing
drift tubes.

4.1. Electrostatic and quasi-electrostatic acceleration. In the
Van de Graaff accelerator, the charged particles are accelerated by falling
through an electrostatic potential difference of magnitude corresponding to
the final energy of the particles. This method requires the establishment
over some linear region of very high potential differences. The same type
of acceleration process is used in Cockcroft-Walton machines except that the
potential difference is an alternating one of such low frequency that the
particles undergo the complete acceleration process before the potential has
changed sign. The practical difficulties of establishing and maintaining
large potential differences limits present application of these methods to
energies up to about 5 Mev.

4.2. Induction acceleration. In this type of acceleration, which is
used in the betatron, the electric fields are azimuthal and are produced by
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electromagnetic induction by varying the magnetic flux through the area
spanned by the orbit of the accelerated particles. If the particle orbit is a
circle, the gain in energy of the particle per revolution (in electron volts) is
given by the electromotive force about the particle orbit. The particles make
many revolutions during the acceleration cycle, so that the electromotive
force around the orbit is generally a small fraction of the final energy of the
accelerated particles. Hence while the acceleration process is continuous
the electromotive forces present at any instant of time are much smaller
than the corresponding potential differences in electrostatic acceleration to
the same final energy. The energy gain of the accelerated particle per
revolution in a betatron is given by

t1E = 27Tr. IZ IedF./dt

where Fe is the magnetic flux through a circle of radius r e concentric with
the field and lying in the median plane.

4.3. Traveling wave acceleration. In this type of acceleration, the
electric field employed for acceleration con, :sts of the longitudinal electric
field of an electromagnetic wave traveling through a wave guide. Accelera­
tion takes place by having the particles travel in groups down the wave guide
with a velocity closely equal to that of the wave. By having the groups of
particles enter the wave guide at the proper phase of the electromagnetic
field, the particles will be continuously accelerated down the guide by the
co-moving electric field. Since the particle velocity is always less than that of
light and increases during the accelerating process, it is necessary to " load"
the wave guide with irises or other structures to reduce the phase velocity
of the electromagnetic field to a value smaller than the velocity of light.
By variation of the loading along the guide, the phase velocity of the wave
may be varied to keep pace with the change in velocity of the particles.

Since at any instant, both accelerating and decelerating regions of the
traveling electromagnetic field are accessible to the particles being accelerated,
it is necessary that certain" phase stability" conditions be met in order that
the particles b~ eventually accelerated to high energies, or the acceleration
process must be terminated before the particles enter decelerating phases.
The phase stability conditions require that if a particle finds itself in a region
of phase unfavorable to its continued acceleration, its subsequent acceleration
or deceleration be such as to return it to a favorable phase relative to the
electromagnetic field.

4.4. Impulsive acceleration. When acceleration of particles is
obtained by allowing them to pass once or repeatedly through one or more
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regions in which alternating electric fields are established, one has a process
of impulsive acceleration. This type of acceleration is used both in circular
accelerators and in linear accelerators. As in traveling wave acceleration,
it is possible for the particles to pass through the alternating fields at such
times as to be decelerated rather than accelerated. Again certain conditions
of "phase stability" must be met in order that particles be eventually
accelerated to high energies, or the acceleration process must be terminated
before the particles reach decelerating phases. In general, all employed types
of impulsive acceleration can, to a good approximation for theoretical study
of the phase stability problem, be replaced by an equivalent traveling wave
acceleration in which the successive impulsive accelerations are smoothed
out into an equivalent continuous acceleration.

5. Phase Stability and Phase Oscillations

5.1. Phase stability. As mentioned in the previous section, the success­
ful operation of accelerators employing traveling-wave or impulsive accelera­
tion requires a condition of phase stability to be met. The exact formulation
of this condition depends generally on the detailed construction of the acce­
lerator concerned, but provided certain quantities are appropriately defined
in each case, the pertinent equations may be made to take analogous
forms.

The first of these quantities is the phase of the particle relative to alter­
nating electric field. In all cases we shall define the phase ~ as the phase
of the electric field at the time which the particle traverses it relative to the
last time that the electric field has passed through the value zero from a
decelerating to an accelerating value at that point.

The second quantity is the effective amplitude e of the accelerating
electric field. For a traveling wave accelerator we shall define it as the
amplitude of the electric field component in the direction of motion of the
particle of the traveling electromagnetic wave. For impulsive acceleration,
we shall define it as the corresponding amplitude of the equivalent traveling
wave, where the equivalent traveling wave is one leading to the same average
acceleration of the particle over several impulsive accelerations.

It is further helpful to define what is meant by synchronous motion of
the particle. In a circular accelerator, this is defined to be motion in which
the angular velocity of the particle is effectively at each instant equal to
the angular frequency of the accelerating alternating electric field. In a
linear accelerator, this is defined to be a motion in which the linear velocity
of the particle is effectively at each point equal to the phase velocity of the
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accelerating traveling wave or the phase velocity of the equivalent accelerating
traveling wave at that point.

5.2. Phase oscillations in circular accelerators. When alternating
electric fields are employed in circular accelerators, the motion of an accele­
rated particle may be most easily described in terms of the deviation of its
motion from a special synchronous motion in which the frequency of revo­
lution of the particle is at each instant equal to the frequency of the applied
electric fields. Let

ws(t) = the angular frequency of the applied electric fields at time t (1)

Ys(t) = the value of the equilibrium radius y.(t) for which w.(t) = w.(t) I (2)
at each instant t \

Hit) = Hz(Ys,O;t) (3)

Es(t) = I Z I ecHslws (4)

(}s(t) = S: w.(t)dt (5)

b.Es = :: . d~s (6)

= V/27TYs (7)

L s = ~ I ~~22e2 (~~2r= energy loss of particle per revolution } (8)

due to radiation

= tangential component of induced electric field at the syn-
chronous radius ys(t) due to changing magnetic flux (9)

Then the synchronous phase f.(t) is defined by the equation

(10)

When the accelerating particle is not following the synchronous orbit,
(but follows an adiabatically varying equilibrium orbit) let its energy at
time t be E.(t) and the corresponding equilibrium radius be y.(t); also let

H.(t) = Hk.,O;t)

w.(t) = IZ IecH./E.

(11)

(12)
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If the azimuth of the particle at time t is &e(t1, then

weCt) = d&e/dt

The phase 1>(t) of the particle is then defined by

1>=&e-&s+O:

(13)

(14)

where 0: is a constant. The constant 0: may always be so chosen that the
energy gain per revolution of the particle due to the alternating electric
fields can be written as

IZ leV sin 1>

where IZ IeV is the maximum energy gain per revolution.
Then the following relations hold.

d1>
dt=we-ws

where

(15)

(16)

(17)

(18)

Equation (17) is the fundamental equation governing the variation of the
phase of the particle with time. Once the phase of the particle is known,
its equilibrium angular frequency is determined by Eq. (16); its equilibrium
energy is given by

Ee(t) = EsCt) [I - K~ws ~;J (19)

and its equilibrium radius can then be determined from Eq. (12).
A first integral of Eq. (17) can be easily obtained when the slow variation of

Es/w s
2Kg, 1>" and possibly V with time is neglected together with the radiation

loss term. The first integral is then

where

(
d1»

2
= ~I eVws

2
K s [V(1) ) - V(1))]

dt rrEs ""

V(1)) = - [cos 1> + 1> sin 1>8]

(20)

and 1>"" is a constant of integration determined by the initial conditions for
the motion and representing the maximum value of the phase of the particle.

The condition for phase-stable motion (motion in which the phase of the
particle performs stable oscillations about the synchronous phase, the equi-

file:///Z/eV
file:///Z/eV
file:///Z/eV
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librium energy of the particle performs stable oscillations about the synchro­
nous energy, and the equilibrium radius performs stable oscillations about
the synchronous radius) is

(21)

The corresponding initial conditions are that the initial phase rpo and the
initial (dc/>/dt)o lie within closed curve in the (rp, drp/dt) plane obtained by
plotting Eq. (20) with rpm equal to 71" -rps.

The frequency of small phase oscillations about the synchronous orbit is
given by

(22)

When E" w" V, and K s vary adiabatically, the corresponding variations in
the amplitude of small oscillation of rp, EM and re are given by

(23)

(24)

(25)[
I ] 1/4

(r e - rs)max ex: (1 _ )(V cosrpslEs3Ksws2
)

wsrs ns

Radiation losses by the accelerated particle can lead to further damping of
the oscillations.

5.3. Phase motion in linear accelerators. The motion of an acce­
lerated particle in a linear accelerator employing traveling wave acceleration
or its equivalent is most easily described in terms of the deviation of the motion
from a special synchronous motion in which the velocity of the particle is at
each point equal to the phase velocity of the traveling wave at that point. Let

v.(x) = phase velocity of the traveling wave at a distance x along
the accelerator

w = angular frequency of the traveling wave

t.(x) = f: dx/v.(x)

and define rps by IZ Ieesinrps = dEs/dx

I (1)
\

(2)

(3)

(4)

(5)
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For an accelerating particle not following the synchronous motion, let

t(x) = time at which particle reaches the point x (6)

v(x) = Ij[dt(x)jdx] (7)

E(x) = moc2[1 - v2jc2]-1/2 (8)

ep(x) = w[t(x) - tix)] + ex (9)

where the constant ex can always be chosen so that

dEjdx = IZ Iecsinep (10)

with c= electric field amplitude of the (equivalent) traveling wave. Then

dep = w [~-~] (11)
dx v V s

(12)E(x) = rno [1 - (;s + : ~:r2r1/2

The fundamental equation governing the motion of the phase is

d( 2[ (c C dep)-2]-1
/
2 2( vs2 )-1

/
2! ldx1moc 1 - v +~ dx - moc 1 - (2

\ ' s (13)

= IZ Iecsinep -I Z Iecsineps

and

Special cases

Case 1. V s ~ c (heavy-particle accelerators). In this case the phase
equation reduces to

d [(v )3 (' E ) 2cE dep]dx 7, mo~ -;;; 'dx + IZ Iecsinep = IZ Iecsinep., (14)

In case the slow variation of v., E., and (possibly) cwith x is neglected, a
first integral of this equation is

(15)

where U and epm have the same meaning as in § 5.2.
The condition for phase-stable motion is again

eps <epm < 7T -eps (16)

and the corresponding initial conditions are the same again as in §5.2. The
frequency of small phase oscillations about the synchronous orbit is given by

_ [C21 Z IeccosePs]1 /2 (17)
w+ - E (E I 2)2 wW sVs s. moc
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When v" E" and c vary adiabatically, the corresponding variation in the
amplitude of oscillation of ep is given by

(ep -eps)max 0: (vs2Es3 ccoseps)-1 /4 (18)

Case II. v. = c, (c - v) ~ c. In this caseeps = 0 and the phase equation
reduces to

(19)

If c does not vary along the accelerator, a first integral of this equation is

(
w )1/2 [(dep)1/

2
(dep') 1/2]moc2 2c \dx - dx 0 = I Z I ec(cosep - cosepo)

where (ckp/dx)o and epo are the initial values of d4>ldx and ep, respectively.
Expressed in terms of energies the first integral is

[
21ZIccE ]-1E = Eo I + 23 0 (cosep - cosepo)

mo c w

where Eo is the initial energy.

6. Injection and Focusing

(20)

(21)

The considerations involved in providing appropriate particle injection
and adequate focusing vary so greatly among different types of accelerators
that no adequate summary in a brief space is possible. Reference should be
made to the literature for information on these questions.

7. Additional Remarks about Special Accelerators

7.1. The conventional cyclotron. This is a circular accelerator for
heavy particles with spiral particle trajectories, employing a time constant
magnetic field and impulsive acceleration at constant frequency. The
phase-stability principle is not employed but the acceleration process is
terminated before decelerating phases are reached. This limits attainable
energies except by the use of excessive accelerating voltages. The starting
phase of the particles is effectively 90°. The output is practically continuous.

7.2. The betatron. This is a circular accelerator for electrons with
particle trajectories confined to an annular region and employing induction
acceleration only. The same time-varying magnetic field is commonly
employed to provide both the magnetic guiding field and the induction
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acceleration. To maintain the equilibrium radius constant, the following
well-known " two-to-one " condition must be met.

dFe = 2m 2 t!He

dt e dt (1)

where Fe is the magnetic flux through the equilibrium orbit and He is the
magnetic field at the equilibrium radius r e' The attainable energies are
limited by energy loss of the accelerating electrons due to radiation. The
betatron is most commonly used to produce a pulsed output of x rays.

7.3. The synchrotron. This is a circular accelerator, at present
employed for accelerating electrons (although construction of proton syn­
chrotrons is underway) with particle trajectories confined to an annular
region and employing a combination of induction and impulsive electric
acceleration. A time-varying magnetic field is used, together with constant
or time-varying radio frequency accelerating electric fields. The principle
of phase stability is employed, allowing very high energies to be attained,
although the ultimate attainable electron energies will probably be limited
by inability to compensate radiation losses. The synchrotron is at present
mainly used for the production of a pulsed output of high energy x rays.

7.4. The synchrocyclotron or frequency modulated cyclotron.
This is a circular accelerator for heavy particles with spiral (synchronous)
particle trajectories employing varying frequency impulsive electric acce­
leration in a time constant magnetic guide field. The principle of phase
stability is employed to attain high energies limited at present only by practical
considerations. The output is pulsed and has an average value considerably
smaller than that of a conventional cyclotron. The accelerated particles are
also much more difficult to remove from the machine than in the conventional
cyclotron.

7.5. Linear accelerators. Linear accelerators employing impulsive
electric or traveling-wave acceleration are employed for accelerating both
electrons and heavy particles. Individual designs vary considerably.
Present attainable energies for linear heavy particle accelerators are limited
by electric defocusing or by the devices (grids) employed to avoid the
defocusing.
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Chapter 25

SOLID STATE

By CONYERS HERRING

Bell Telephone Laboratories

Introduction

This chapter attempts to cover the fields that are of most interest in con­
nection with contemporary basic research in solid-state physics, omitting,
however, fields such as electron emission, optics, and ferromagnetism, which
fall naturally in the domain of other chapters of the book. Since a major part
of our theoretical knowledge of solid state physics is based on approximate
models, the choice of formulas for inclusion had to be based on the author's
guesses of the durability of present concepts and of their utility to research
workers while they last. Such considerations, for example, prompted
omission of much of the detailed lore of the electron theory of metals,
but inclusion of similar material relating to semiconductors. The sections
are arranged as follows: Section 1 introduces some mathematical concepts that
are used in a number of places later in the chapter; Sections 2 through 5 deal
with formulas in which a solid is treated as a continuum; Sections 6 through
8 deal with formulas involving the atomic but not the electronic structure
of solids; Sections 9 and 10 deal with free electrons; Section 11 contains
miscellaneous isolated formulas from alllhese areas. Most of the subsections
contain references to publications where derivations and more detailed
expositions of the formulas can be found; these of course do not usually
represent the original source of the formuh.s, but have been selected as
sources most likely to be accessible and convenient for the reader. The
formulas presented here are not always identical with those in the references,
however, since it sometimes seemed expedient to introduce minor generaliza­
tions and refinements.

1. Crystal Mathematics

1.1. Translations. In any crystal there exists a set of translations ti

such that the environment of any point r in the crystal is identical with that

581
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of the point r + Ii' These translations form an additive group of infinite
order called the translation group of the crystal. There always exists a set
of three translation vectors 11' t2 , t3 (not necessarily unique, however) such
that for any t i

t i = ill + mi t 2 + ni t 3 , (ii' mi , ni integers)

These are called fundamental translations.

1.2. The unit cell and the s sphere. A unit cell is defined as any
region of space R with the two properties:

a. Region R does not overlap any of the regions resulting from displace­
ment of it by a translation vector ti'

b. Region R and these translated regions fill all space. There are many
possible shapes for a unit cell; one of the most convenient ways of construct­
ing a unit cell is to let R consist of all the points reachable from the origin
without crossing any of the planes which are perpendicular bisectors of the
various ti' The volume Q of a unit cell is always that of the parallelepiped
formed by any three fundamental translations.

Q = t1 • t2 X t 3 (1)

For crystals whose atoms all occupy equivalent positions a concept useful
in some types of theoretical work is that of the s-sphere, defined as a sphere
centered on an atom and having a volume equal to the volume per atom of the
crystal.

The following table gives, for some of the commoner crystal structures,
values of the volume Q of the unit cell, the number S of atoms per unit cell,
the radius rs of the s-sphere, and the half-distance rmin between nearest
neighbor atoms.

I
,

Ial2

-----

2 {/(3/25 / 2Tf)a
= O.55267a

Parameters

Fundamental
translations

a in basal plane,
c along hexag­
onal axis

Same with

cia = Y8/3

Lattice type

Ideal case of
close-packed
hexagonal

S i I
I Ys I rmin

Body-centered Cube-side-d-- -1-d- 3-/2--I-I-' {/O/STf)d - -I (Y3/4)d

cubic = 0.49237d = 0.4330ld

Face-centered Cube-side d d3 /4 I II {/(3/l6Tf)d (Y2/4)d
cubic = O.390S0d = O.35355d

Diamond type Cube-side d d 3/4 12 ,{/(3/32Tf)d (Y3/S)d
= O.31Ol7d = O.2l651d

ty3ca2 2 {/(33/2/16Tf){/c~2 a/2ifcla >YS/3;
= 0.46932a{/~~ tya 2/3 + c2/4­

if cia <: YS/3

Close-packed
hexagonal
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1.3. The reciprocal lattice. If t I , tz, ta are any three fundamental
translation vectors of a given crystal lattice, the vectors gll g2' ga defined by

~X~ ~x~ ~X~
gI = t

l
• t

2
X ta' g2 = t

l
• t

2
X ta' ga = t

I
• t

2
X t a (1)

are called fundamental translations of the corresponding reciprocal lattice,
and the reciprocal lattice itself is defined as the set of all vectors of the form

(2)

If t i is any translation vector of the original lattice, t i • gj IS an integer
for any gj'

Any function of position which has the same periodicity properties as
the original lattice can be written in the form of a Fourier series

I. aj exp (27Tig j • r)
J

and conversely any such series has the periodicity of the original lattice.
The unit cell contained within the perpendicular bisectors of the vectors

27Tgj is called the first Brillouin zone (see also § 10.7).

lA. Periodic boundary conditions. In problems involving wave
motion, potentials, vibrations, etc., in crystals, the size of the region which
must be studied is sometimes reduced to finite dimensions by imposition of
periodic boundary conditions, a device which avoids the introduction of
boundary surfaces where physical conditions differ from those in the rest of
the crystal. This device consists in requiring that in an infinite crystal all
physical properties be trebly periodic with the periods GltI , G2t2, Gata, where
t I , t 2 , t a are fundamental translations of the crystal lattice, and G I , G2 , Ga
are three very large integers. Thus specification of physical conditions over
the volume v of the parallelepiped formed by CltI , G2t 2 , Gata-called the
fundamental volume-specifies conditions throughout all space.

Any function of position satisfying the periodic boundary conditions can be
expanded into a Fourier series of the form ~vAv exp (ikv • r), where the
vectors k v run over a closely spaced lattice of points in the space of the
reciprocal lattice, the allowed values of the k v being simply 27T times the
vectors of the lattice reciprocal to that of GltI , G2t2 , Gata. The number of k v

per unit volume D.kxD.kl1kz of k-space is

v
p = 87Ta (1)

and the number lying within the first Brillouin zone (see § 1.3) is N = vlO,
the number of unit cells in the fundamental volume.
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2. Elastic Constants

§ 2.1

2.1. Stress and strain components. The components of the stress­
tensor Ppv and the symmetrical part of the strain-tensor upv can each be
designated by a single suffix running from I to 6, thus:

We shall use the sign convention that Pxx is positive for a tensile stress.
Since relations involving the p's and u's depend on the orientation of the

coordinate axes relative to the crystal lattice, it is customary in elasticity and
piezoelectricity to use "natural" crystallographic axes, conventions for
which have been laid down by the Piezoelectric Crystals Committee of the
IRE (Ref. 11). According to these conventions, the x, y, and z axes always
form a right-handed system. For crystals of the cubic system these axes
are to be chosen parallel to axes of fourfold symmetry, or if such are lacking,
to axes of twofold symmetry. For crystals of the trigonal and hexagonal
systems the z axis is to be chosen along the three- or sixfold axis, the x axis
along a twofold axis or perpendicular to a plane of symmetry if either exists;
when the latter criterion does not suffice to locate the x direction uniquely in
any 60° sector, it is to be chosen in the"direction of one of the shortest funda­
mental translations. For crystals of lower symmetry, Ref. 11 should be
consulted.

2.2. Elastic constants and moduli. The elastic constants Ci; are
defined by

6

Pi = ~ CijUj (1)
i=i

in any elastic deformation. The numerical values of the Cij may depend on
the nature of the auxiliary constraints under which the elastic deformation is
carried out (e.g., adiabatic or isothermal conditions, etc.). Energetic con­
siderations require the matrix ci ; to be symmetrical (= c;;) and positive
definite (see § 2.5 for analytical expressions of this criterion).

The elastic moduli or compliance coefficients Si; are the components of the
matrix reciprocal to that of the elastic constants, so that

(2)

The matrix Sij is also symmetrical and positive definite.
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2.3. Fonns of Cij or Sij for some common crystal classes (Refs. 14
and 27). With the" natural" crystallographic axes described in § 2.1, the
restrictions imposed by crystal symmetry enable the values of eij for arbitrary
indexes, i and j to be expressed in terms of a small number of independent
components, thus :

Cubic system Hexagonal system

ij ij

Cll C12 CI • 0 0 0 Cll CI. CI3 0 0 0
Cll C12 0 0 0 Cll CI3 0 0 0

Cll 0 0 0 C33 0 0 0
c•• 0 0 c.. 0 0

C.4 0 C.. 0
C.. -Hcll - Cl2)

Isotropic body

ii
,\+ 21-' ,\ ,\ 0 0 0

,\+ 21-' ,\ 0 0 0
,\ + 21-' 0 0 0

I-' 0 0
I-' 0

I-'

For the corresponding matrices for crystals of lower symmetry see Refs. 14
and 27. The corresponding matrices of the elastic moduli for cubic and
hexagonal crystals are obtained by simply substituting s's for e's in the above,
except that the coefficient of (S11 - S12) in the 66 position for hexagonal
crystals is 2 instead of i.

2.4. Relation of elastic constants and moduli. For cubic crystals

(1)

For hexagonal crystals, with D = (511 + 512)533 - 2513
2

,

511533 - 513
2

D(511 - 512)'

511 + 512
C33 = -D--'

All these equations remain valid if 5'S and e's are interchanged.
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2.5. Forms taken by the condition of positive definiteness, for
some common crystal classes. For cubic crystals,

C44 > 0, cn > IC12 I, cll + 2c12 > °
For hexagonal crystals,

C44 > 0, cn > IC12 1, (cn + C12)C33 > 2C13
2

The elastic moduli Si; satisfy identical inequalities.

2.6. Relation of Cij and Si; to other elastic constants (Ref. 14). The
volume compressibility K, is given by

For a specimen of a cubic substance whose long axis has direction cosines
a, fJ, y, with respect to the crystal axes, Young's modulus E is given by

where

E = (S11 - lsr)-l

S = Sn - S12 - tS44' r = a 2
fJ2 + a2y 2 + fJ2y 2

(2)

The longitudinal linear compressibility is

K(l) = SI1 + 2S12 = Kj3 (3)

If such a specimen has a circular cross section, the mean shear modulus,
as measured for example in simple torsion, is

(4)

(6)

For a specimen of a hexagonal substance whose long axis makes an angle 8
with the hexagonal axis, Young's modulus is

E = [SI1 sin4 8 + S33 cos4 8 + (2S13 + S44) cos2 8 sin2 8J-1 (5)

and the longitudinal linear compressibility is

K(l) = SI1 + S12 + S13 - (SI1 - S33 + S12 - S13) cos2 8

If the cross section is circular, the mean shear modulus is

G = [S44 + (SI1 - S12 - tS44) sin2
()

+ 2(sn + S33 - 2S13 - S44) cos2 8 sin2 8J-1
(7)

2.7. Thermodynamic relations (Refs. 16 and 27). Let the super­
scripts ad and is denote, respectively, adiabatic and isothermal coefficients,
let T be the absolute temperature, let ui(i = I to 6) be the strain components
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as defined in §2.1, and let exi = aUi/aT at zero stress be a generalized
expansion coefficient. Then

(1)

where v is the volume and Cv and Cp the constant volume and constant
pressure heat capacities, respectively, of a standard amount of the crystalline
material (e.g., 1 mole). For cubic crystals the adiabatic and isothermal shear
constants are identical, while the volume compressibilities K satisfy

9vex2T
K(ad) = K(is) - --- (2)

Cp

where ex = exl is the linear expansion coefficient.

3. Dielectrics and Piezoelectricity

3.1. Piezoelectric constants (Refs. 5 and 16). Let Pi> u;(i = 1 to 6)
be, respectively, the stress and strain components as defined in §2.1. Let
E", P" (ex = 1 to 3) be the components of electric field and electric polariza­
tion, respectively. The piezoelectric constants or stress coefficients e"i and
the piezoelectric moduli or strain coefficients d"i are defined by

ea.i= (1)

(2)d"i = (C:; )E = (:~: t,s
If the temperature is held constant in the differentiations just written, these
equations define the isothermal constants and moduli; if the entropy is kept
constant, they define the adiabatic quantities. In either case

(3)

where ci;, S;i are the elastic constants and moduli, respectively (see § 2.2),
defined for the case E = 0, and isothermal or adiabatic according to whether
the piezoelectric quantities are isothermal or adiabatic, respectively.

The equalities of the partial derivatives used in the above definitions
of e"i and d"i are exact when the initial state of the crystal is one with
P = E = 0, as is normally the case in work with crystals without a permanent
polarization; for this case the stresses Pi represent simply the stresses imposed
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(2)

(1)

constant

on the crystal by external tractions or inertial reactions. When the deriva­
tives are evaluated for states with finite fields, as is the case for crystals with a
permanent moment, the equations as written are not exactly correct, although
usually only a negligible error is involved in using them, with the Pi' inter­
preted in the manner just mentioned. The equations can be made
exactly correct for this case by replacing (oPa!OUi)E and (oPa! OPi)E by
O!v)[o(vPa)!OUiJE and (l!v)[o(vPa)!i:JPiJE' respectively, where v is the volume
of the crystal, and interpreting the stresses Pi as the set whose surface trac­
tions and body forces equal the difference of the mechanically imposed forces
and the tractions and body forces due to the Maxwellian field-stress tensor

(f) Er1.DfJ E20a.fJ
Pa.fJ = 4';- - - 817 - (4)

Many other equally valid sets of definitions and formulas can of course be
given.

3.2. Dielectric constants (Refs. 5 and 16). The dielectric
tensor ErxfJ and the susceptibility tensor YJrxfJ are ordinarily defined as

oPa,
YJa,fJ= oEfJ

"4 oDrx
ErxfJ = Ua,fJ + 17YJrxfJ = 8E-

fJ

For piezoelectric crystals different susceptibilities and dielectric constants
result according to whether the derivatives are evaluated at constant strain
(clamped crystal) or at constant stress (free crystal), and for pyroelectric
crystals the isothermal and adiabatic values are different (see § 3.5). These
different kinds of susceptibilities and dielectric constants will be denoted by
superscripts designating which of the quantities u (strain) and P (stress) are
to be kept constant, and ad or is for adiabatic or isothermal conditions.

Relations exactly valid for crystals without a permanent polarization
(derivatives evaluated at E = P = 0) and approximately valid even for those
with a permanent moment are

ErxfJ = EfJa" YJrxfJ = '1JfJa' (for any set of conditions)

(3)

the last equation being valid when either isothermal or adiabatic quantities
are used throughout.
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For crystals with a permanent polarization YJ'!; is not in general exactly
equal to YJ<tJ, though the difference is usually small. However, if we define

YJtCP) = J..-[O(VPC/.)] (4)
C/.fi v BEfi P's

we have

(5)

(1)

exactly.

3.3. Pyroelectricity and the electrocaloric effect (Ref. 5). The
temperature derivatives (BPC/./BT)E,P's of the components of the polarization
vector P at constant (usually zero) field and stress are called pyroelectric
coefficients. They are related to the electrocaloric effect: adiabatic applica­
tion of an electric field E causes the temperature of a 'Pyroelectric crystal to
change by an amount measured by

where V m is the volume of a standard amount of material (e.g., a gram or a
mole) and Cj,El is the specific heat associated with the same amount of
material, at constant stress and constant field E. Here as in § 3.1 the stresses
Pi are for all practical purposes to be identified with the stresses applied by
purely mechanical external forces, although rigorously they differ from these
by small terms due to the Maxwell stresses.

3.4. Elastic constants of piezoelectric crystals (Ref. 5). The elastic
constants cii and moduli Sii of a piezoelectric crystal are defined, just as for
ordinary crystals (see §2.2), by

( BPi) (BUi)Cii = BUi = cji, sij = Bpi = sii

where Pi' Ui represent respectively the stress and strain components as defined
in §2.1. This definition leads to several different elastic constants according
to whether the differentiation is carried out under isothermal or adiabatic
conditions and according to which of the electric field quantities E, D, Pis
held constant. These different elastic constants will be denoted by attaching
as superscripts the symbols of the quantities to be held constant.

The relation of isothermal to adiabatic constants is as given in § 3.5. For
either isothermal or adiabatic constants we have the relations, exactly true
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for materials without permanent polarization, and usually true to within a
negligible error for permanently polarized substances,

3
(D) _ (E) + 4 ~ (-1)

Cij - Cij 7r ~ e[3i E [3aecr.j
a,[3~1

3
(D) _ (E) 4 ~ d (-1) dSij - Sij - 7r ~ [3i E [3'1. aj

a,[3~1

(2)

)

(1)

where (c1)[3cr.' (Tj-1)[3a are the matrices reciprocal, respectively, to those of the
dielectric constant Ecr.[3' and the susceptibilities Tjcr.[3' and ecr.j, d[3i are the
piezoelectric constants and moduli as defined in § 3.1. The small errors in
these equations for permanently polarized media are of the same order as the
ambiguities introduced into the definitions of the elastic constants by the
Maxwell stresses, i.e., by forces of electrostatic origin.

3.5. Relations of adiabatic and isothermal piezoelectric and di­
electric constants (Ref. 16). For pyroelectric crystals there is a difference
between the adiabatic and isothermal values of the piezoelectric and dielectric
constants, as defined in § 3.1 and § 3.2, respectively. Using the super­
scripts ad and is to denote, respectively, adiabatic (constant entropy) and
isothermal quantities, we have

d(ad) = d(i~) _ [a(vmP,,)] . T(aui!aT)E,p's
"" a' aT E,p's c~E)

where V m is the volume of a standard amount of material (e.g., a gram or a
mole), C~E) is the specific heat associated with the same amount of material
at constant stress and field, U i is a strain component as defined in §2.1, so
that (aui!aT)E,p's is a generalized expansion coefficient, and the quantity in
square brackets can usually be closely approximated by V m times the pyro­
electric coefficient (aPcr.!aT)E,p's' For the dielectric constants the relation

E(p,ad) = E(p,is) _ 47rT~(!~) (ap~)·. (2)
a[3 cr.[3 C~E) aT. E,p's aT E,p's

is ordinarily a very close approximation to the truth.
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4. Conduction and Thermoelectricity

591

4.1. Conductivity tensor of a crystal. When Ohm's law is obeyed,
the electric field E and current density j in a homogeneous crystal at constant
temperature are related by

(1)

(2)

Similarly the heat flux q and the gradient of temperature T are related, in the
absence of electric currents, by

'" aTqa= ~KaiJ8X
iJ iJ

The conductivity tensors have the symmetry of the crystal, and in the absence
of magnetic fields Onsager's principle of microscopic reversibility requires
that they satisfy in addition (Ref. 6)

(3)

4.2. Matthiessen's rule. The presence of any sort of impurities or
lattice imperfections usually increases the resistivity p of a metal above the
value pCo) characteristic of a perfect crystal. In most cases it is found that
over a considerable temperature range

p - p(ol = constant independent of temperature

This is called Matthiessens's rule.

(1)

4.3. Thomson effect. When a current of density j (in direction of
equivalent flows of positive charge) flows in homogeneous material in the
presence of a temperature gradient, the rate q at which heat is developed
per unit volume contains a term linear inj and \IT.

q= PP-Tj . \IT (1)

(1)

where p is the resistivity and T is called the Thomson coefficient. For crystals
of lower than cubic symmetry, T, like p, must be replaced by a tensor.

4.4. Seebeck effect. The absolute thermoelectric power E of any elec­
tronic conductor measures the emf set up by the presence of a temperature
gradient in a homogeneous material, when the current density j vanishes.
Explicitly, for a cubic or isotropic substance (Ref. 10),

(r)eE= £
dT / ;~o
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(2)

(1)

where e is the magnitude of the electronic charge and it is the electrochemical
potential or partial molar free energy per electron, which for metals (as
opposed to semiconductors) is for all practical purposes a constant minus
e<ll, where <II is the electrostatic potential. For metals the quantity E obeys
the thermodynamic relation (Refs. 7 and 10)

E= f~ ;,dT'

where 7" is the Thomson coefficient (see §4.3). In metals of lower than
cubic symmetry this integral may be used as a definition of E, with E and 7"

replaced by tensors. For non-cubic semiconductors the E-tensor is best
defined by (1) and (2) of § 4.6

A thermocouple made of two electronic conductors A, B, with junctions at
temperatures TI , T 2, develops an emf (Seebeck effect)

emf = fT> (EA - EB)dT' (3)
T 1

If either conductor is of lower than cubic symmetry, the thermoelectric emf
is in general dependent on the shape and orientation of the conductor; for a
filamentary shape the expression just written can be used if each E is inter­
preted as E",,,,, where the ex direction is along the filament.

4.5. Peltier effect. The Peltier coefficient IlAB = -IlBA between two
electronic conductors A, B, is defined as the heat developed at the junction
of A and B per unit current (positive charge) flowing from B to A. It is
given by (Ref. 7)

where T is the absolute temperature of the junction and the E'S are thermo­
electric powers as defined in §4.4. In crystals of lower than cubic symmetry
the E'S are of course tensors, and the heat developed per unit area is

3

T I [(EB)""hB)", - (EA)",p(jAUnp
",.P~I

(2)

where jA' jB are the current densities in the two conductors, and n is the
unit normal to the surface.

4.6. Entropy flow and Bridgman effect (Refs. 4 and 10). If E",p is
the absolute thermoelectric power tensor (see §4.4) andj the electric current
density (equivalent current of positive charge) in any conductor, the flow of
current is accompanied by a reversible flux of entropy whose direction and
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magnitude (entropy per unit area per unit time) are given by the vector with
components

(1)

In an isothermal specimen

J)= ~ (w+~) (2)

where W is the energy flux vector, il the electrochemical potential per
electron, and e the magnitude of the electronic charge. Thus when the
direction of j changes during passage of current through a crystal of lower
than cubic symmetry, a heating or cooling analogous to the Peltier effect
occurs, and is called the Bridgman effect.

4.7. Ga1vanomagnetic and thermomagnetic effects. Let j, q be
the vector densities of electric current and heat current, respectively, and
let H be the magnetic field strength. Let Et, VtT be the projections of the
electric field vector and the temperature gradient, respectively, on the plane
normal to j or q, whichever is nonvanishing. Then the Hall coefficient R,
the Nernst coefficient Q, the Ettingshausen coefficient P, and the Righi­
Leduc coefficient S are defined, respectively, by

Hall: Et=-Rj xH
Nernst: E t = QVT X H under condition j = 0
Ettingshausen: VtT = Pj X H under condition j . VT = 0, q = 0
Righi-Leduc: VtT = SH X VT under condition j = 0

These definitions may be used for large H or for substances of lower than
cubic symmetry if Et, VtT are interpreted as the parts of these quantities
which are odd in the magnetic field. For such cases R, Q, P, S are in genera
functions of the directions of Hand j or q. Thermodynamics requires (Ref. 4

p= TQ/K
where K is the thermal conductivity.

5. Superconductivity

(1)

5.1. The London equations (Ref. 13). According to F. and H. London
the charge density p and current density j in superconducting matter can each
be written as a sum of a" normal part (superscriptn) and a "superconduct­
ing" part (superscript s), in such a way that

opln) OpIS)--+ V . jln) = 0 - - + v· is) = 0 (1)ot ' ot
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and at the same time

SOLID STATE § 5.2

jln) = aE, v X (AjlS») = _ B
c

(2)

(3)

where E, B are, respectively, the electric field in esu and the magnetic
induction in emu, c is the velocity of light, A is a temperature-dependent
constant of the material with dimensions (time) 2, and a is a conductivity
which is finite at all temperatures. In addition we have the Maxwell
equations (see also Chapter 13),

1 aB 1 aD 47r(jlsl + jln»)
v X E= -c' -a-t' v X H= c' -a-t + -=---c----"-

V· D= 417p, v· B= 0
It is customary to assume further that D = EE, B = fLH, where E and fL are
practically unity.

5.2. Field distribution in a steady state (Ref. 13). When all field
quantities are independent of time, the equations of § 5.1 lead to

E = 0, p = p(n) + p(S) = 0 (1)

When in addition the superconducting matter is homogeneous, so that A is
constant, the vectors B, H, and j = j(S) all obey the differential equation

V'2F = FI>..2 (2)

(1)

where >.. = cVA/417· 1S a temperature-dependent length known as the
penetration depth. In a superconducting specimen of dimensions ';> >..

all these field quantities become practically zero in the deep interior, and near
the surface are of the form

F = tangential vector X r Z
/
A

where z is the depth beneath the surface.
Any steady-state solution of the equations of § 5.1 is uniquely determined

within a superconducting body by. the values, over the surface of the body,
of the tangential c~mponent of H or of the tangential component of j.

5.3. The energy equation (Ref. 13). In any isothermal process taking
place in a superconductor we have, in the notation of § 5.1,

alE' D + H' B AjlS)2J c- +-- +aE2+--V'(ExH)=O
at 817 2 417

The quantity in square brackets thus plays the role of a free-energy density.
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(1)Q = T(S(n) _ SIS»~ = =-Tv H dHe
477 e dT

5.4. Critical field and its relation to entropy and specific heat
(Ref. 13). At any absolute temperature T there exists a critical value He
of the magnetic field strength H, such that any region of a specimen of
dimensions}> the penetration depth A of § 5.2 loses its superconductivity
when the value of H at the boundary of this region exceeds He. The value
of He ---->- ° as T ---->- Te, the temperature above which superconductivity
disappears in the absence of a field, while as T ---->- 0, dHeldT ---->- 0.

At any temperature T < Teo the transition from the superconducting to
the normal state in the presence of a magnetic field H e( T) has a latent heat
given by

(2)

where SIn), SIS) are the entropies in the norm~il and superconducting phases,
respectively, of any standard amount of the material, e.g., a mole, and v is
the volume of this same amount. As in § 5.1, the field He is supposed
measured in absolute electromagnetic units. The specific heats of the two
phases, referred to this same amount of material, differ by

Gln)_Gls)= -VT[(d1!"-)2 H d
2
H eJ

477 dT + e dP

We have also

(3)

5.5. Equilibrium of normal and superconducting phases for
systems of small dimensions (Ref. 13). The condition H = He was
given in § 5.4 for equilibrium of a large-scale superconducting region with a
neighboring nonsuperconducting region. This is a special case of a more
general condition which, for regions separated by a plane boundary but not
necessarily thick compared with the penetration depth A of § 5.2, takes the
form

A ·(sI2 _ H: (1)
2}t - 877-

where A is the fundamental constant of § 5.1, related to the penetration
depth in § 5.2, and j~S) is the component of superconducting current density
tangential to the interface between normal and superconducting regions. If
the boundary between the two regions is not plane, a term roughly of the
form Yns( GI + G2) must be added to this equation, where Yns is the surface
tension of the interface between the two phases, and GI , G2 are the two
principal curvatures of the interface.
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(1)

For a thin film of thickness d in a tangential field the completely non­
superconducting state is thermodynamically more stable than the super­
conducting state when

I 1+ fly' l67T1H:d
H> He '\11 _ (2Nd) tanh (dI2>")

where>.. is the penetration depth of § 5.2 and fly is the average, over top and
bottom faces of the film, of the specific surface free energy of the normal
.phase minus that of the superconducting phase.

5.6. Multiply connected superconductors (Ref. 13). Let C be any
closed curve lying entirely within superconducting matter, S any finite
surface bounded by C, and n the local unit normal to S. With the convention
that the direction of integration around C be related by the right-hand rule
to the direction of n, and with the notation of § 5.1, the quantity

<]:>e = JJs n . BdS + c fe Aj<s) •ds

is called the fluxoid through C; it has the properties

a. d<]:>c/dt = °in any thermal or electromagnetic change of the system,
as long as the neighborhood of C remains at all times superconducting.

b. <]:>e = <]:>e' for any two curves which can be deformed continuously
into each other without passing out of superconducting matter. Thus in a
simply connected superconductor every <]:>e = 0, but in multiply connected
ones a finite number of nonzero values are possible.

For a multiply connected superconductor whose dimensions (including
the dimensions of the holes) are ;p. the penetration depth>.. of § 5.2, the
magnetic flux through any hole is, to a good approximation, constant in time
during any thermal or electromagnetic changes, i.e.,

(2)

where S is any surface lying in the nonsuperconducting region and bounded
by the hole in question.

Under steady-state conditions the distribution of current and field in and
around any multiply connected superconductor is uniquely determined by (1)
the distribution of external currents and (2) either the fluxoids <]:>1' .•• , <]:>p for
the different classes of closed curves within the superconductor, or the
currents iI' ... , ip in the p circuits of which the multiply connected super­
conductor is composed.
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5.7. General properties of time-dependent disturbances in super­
conductors (Ref. 13). Let q represent any of the quantities B, E,
j(s), or pnl, in the notation of § 5.1. \Vithin any homogeneous supercon­
ducting region all these quantities obey the differential equation

47T oq 02qc2\l2q = - q + 47Ta-- +-
A ot ot2

(1)

In actual superconducting metals the last term on the right, which represents
the effect of displacement current, is negligible compared to the others at all
frequencies at which the theory is usable; the second term on the right is
usually sizable only at frequencies in the microwave range and above.

In the absence of charges mechanically introduced from the outside, the
volume density p of electric charge vanishes at all times in a superconductor.

5.8. A-c resistance of superconductors (Ref. 13). Let a super­
conducting body of dimensions> the penetration depth A of § 5.2 be sub­
jected to an alternating field containing the time factor eiwt • Let Rc be the
resistance, at the same frequency, of a normal conductor of the same geometry
and having a conductivity O'c large enough to make the skin depth ~ the
dimensions of the specimen. Then the resistance of the superconducting
speC1men 1S

= (ac')1/2~ [VI + (>.(8)4 - 1] 1/2
R Rc a 8 1 + (>.(8)4 (1)

where a is the actual conductivity of the superconducting material as defined
in § 5.1 and 8 = c/(47Taw)l/2 is the skin depth which one would compute for
a normal conductor of this conductivity. In the superconductor the field
and current vary with depth z beneath the surface according to e-Kz , where

1 [ 0(' A )2]1/2K=-l+t-
A 8

(2)

These relations are based on the assumption of a homogeneous con­
ductivity a, and do not take account of the fact that even in normal conductors
the effective conductivity is altered when the skin depth becomes comparable
with or less than the mean free path of the conduction electrons.

5.9. Optical constants of superconductors. For wavelengths suffi­
ciently far in the infrared one may reasonably expect the equation of § 5.7
to predict the optical constants correctly. The optical constants, n, k are
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defined so that a plane wave of angular frequency w progressmg in the
z direction has an amplitude proportional to

(
. iwnz kwz ')exp lWt - -- - --

c c

The values given by the equation of § 5.7 are, with neglect of the
displacement current term,

1 (27T ')1/2 f Jl/2n = w A L- 1 + VI + (waA)2

1(2 ')1/2[ Jl /2k = -;;; ; , 1 + VI + (waA)2

(1)

(2)

where A, a, have the meanings defined in § 5.1. If waA ~ 1 these reduce
to the expressions characterizing a normal conductor (see § 10.12).

6. Electrostatics of Ionic Lattices

6.1. Potential at a general point of space, by the method of Ewald
(Ref. 3). Consider first the potential due to a continuous distribution of
charge whose density p(r) is arbitrary except for the requirement of over-all
electrical neutrality and the periodicity condition p(r + t) = p(r) where t

is any translation of the crystal lattice (see § 1.1). The potential V(r) which
satisfies Poisson's equation and the periodicity condition and has mean value
zero is given by

V(r) ~= V'(r,E) + V"(r,E) (1)

where E is a positive number with the dimensions of reciprocal length, which
may be chosen at will anywhere in the range 0 < E < 00, and where V'
and V" are, respectively, a sum over the points of the reciprocal lattice of the
crystal, and an integral over ordinary space. Explicity, if K is 27T times a
general vector of the reciprocal lattice (see § 1.3) and if the Fourier coeffi­
cients PK are defined by

we have

V'(r,E) = 47TK~ JB- exp ( - ~: + iK· r)

V"(r, E) = J p(r')p -Elrf~E 1 r'l- r I)JdT'
all l r - r
space

(2)

(3)
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where Erf is the error function

(2/V;)f: e-x2 dx

Since the sum for V' converges the more rapidly the smaller E, while the
integral for V" converges the more rapidly the larger E, a choice E,...., (inter­
atomic spacing)-l or a little more is usually best for computation.

For a lattice whose unit cell consists of p point charges of magnitudes ei at
positions r i , with

1J

!ei=O
i=l

the preceding expressions specialize to
1J

V'(r,E) = ! eif'(r - ri,E),
i~l

p

V"( r,E) = ! e§'( r - rilE)
i=l

(3)

with

f"(r,E) = - :r> + k 1 - E1rf(E I t I r I)
E ~~ t t - r

where Q is the volume of the unit cell of the crystal (see § 1.2) and where
the vector t runs over all the translations of the crystal lattice. The function
f(r) = f'(r,E) + f"(r,E) represents the potential resulting from a lattice
of unit positive point charges combined with an equal amount of negative
charge uniformly distributed throughout space; it is therefore sometimes
called the neutralized potential of the lattice of positive charges.

6.2. Potential acting on an ion, by the method of Ewald (Ref. 3).
Consider a crystal lattice whose unit cell contains a point charge ei at position
ri' plus other charges continuously or discretely distributed, the total charge
density being p(r). The work required to remove a single one of the charges
of type i to a place of zero potential (defined as the space average of the poten­
tial in the lattice) is -eiVi' where

Vi = lim [V(r) - edr]
r--:"i

We have Vi = V/(E) + V/'(E) where, in the notation of § 6.1,

, _ 2ei E ~ PK (K2 .. ..)
ViE) - - V7T + 477 ito K2 exp - 4E2 + zK ri

(1)

(2)
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For the special case where the lattice consists exclusively of point charges,
these reduce to

V~'(€) = I -IR~-.I [1 - Erf(€ IR - ri /)] (5)
Rl'r

i
r,

where R = r j + t runs over the position vectors of all ions of the crystal
except the one j = i, t = 0, and eR = ej is the charge of the ion at R.

6.3. Potential due to an infinite linear array, by the method of
Madelung (Ref. 3). Let an infinite line array of charges consist of p
kinds of charges ej, the jth kind being located at positions xi> Xj ± t, x j ± 2t,
etc., along a line, and let the array be neutral, so that

Then we have for the potential at a point whose coordinate along the line
is x and whose distance from the line is r,

where Ko(z) = (Tfij2)Ho(l)(iz) is the modified Bessel function of the second
kind.

6.4. Potential acting on an ion in a linear array, by the method
of Madelung (Ref. 2). For the array of § 6.3 the potential produced at the
position of one of the charges of type i by all the other charges is

Vi = _1.- I [,¥(Xj-xi ) +'¥(t+xi-Xj )] +2 yei (1)
t j7'i t "t. t

where '¥(z) = d log r(z)jdz, and y = 0.5772 is Euler's constant.

6.5. Potential due to a plane array, by the method of Madelung
(Ref. 2). Let t l , t 2 be the fundamental translations of a two-dimensional
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lattice in the x-y plane, and let the unit parallelogram qf this lattice contain
charges e j at positions r;(j = 1 to p) with

Then the potential at any point r = (x,y,z) is

27T "" "" e,.e-K1z leiK.(r-r;)
V(xyz)= ~~., , I t1 X t 2 I ,. Kt"o K

(1)

where K/27T runs over the lattice of vectors in the x-y plane reciprocal to that
generated by t 1 , t 2 , i.e., K· t 1/27T = integer, K· t2/27T = integer.

7. Thermal Vibrations

7.1. Nonnal modes of a crystal (Ref. 20). Let r;! be the posltIOn
vector of the jth atom in the lth unit cell of a crystal in equilibrium, where j
runs from 1 to s, where s is the number of atoms per unit cell; let u,.! be the
displacement of this atom from its equilibrium position. If the atoms are
bound to each other by harmonic forces and if they are subjected to periodic
boundary conditions (see § 1.4) at the edges of the crystal the normal modes
of vibration have displacements u~ I (fL = 1 to 3) proportional to

(1)

where Re means" real part of," the vector q and the index n label the various
normal modes, W qn is the angular frequency of the normal mode in question,
and the 3s quantities A",(q,n) are determined to within a constant factor by a
secular equation involving the atomic masses and the interatomic force
constants. The allowed values of q are distributed almost continuously over
the first Brillouin zone (see § 1.3) in reciprocal lattice space, with the density
V/87T3, where v is the volume of the crystal. The index n takes on 3s values,
corresponding to 3s bands or branches of the vibrational spectrum. For
three of these, which may be designated by n = 1,2,3, and for any given
direction of q,

and

CJJqn ->- constant q as q ->- 0, (n = 1 to 3)

(for all i, j)

(2)

(3)

These are called the acoustical branches. For the other branches wq n ->- finite
limit as q ->- 0 (n > 3), and the A~ for different j may remain'different;
these are often called the optical branches.
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(5)

For small q the asymptotic frequencies and A~ of the acoustical branches
can be expressed in terms of the elastic constants of the crystal. The secular
equation determining the limiting ratios wqn/q is (Ref. 3)

II ~ C q q - p'w 2 I) I = 0 (4), k.I W1.v{3 0: p qn j1V [
I 0:,{3~1

where fL and v label the rows and columns of the determinant, p is the density
of the crystal, and cj1vO:{3 is the elastic constant tensor defined by the equation

3

Pj1O: = ! Cj1o:v{3U"{3
v,{3~1

relating the stress tensor Pj10: to the strain tensor uvp' For cubic crystals the
only nonvanishing components of cj1o:v{3 are, relative to the "natural"

axes of § 2.1, co:o:o:o: = Cn , co:o:{3{3 = C12• cO:{3o:f! = cO:f!f!O: = C44 ' where ex and fJ
take on any values from 1 to 3 (ex ¥ fJ) and where the Cij are the usual elastic
constants as defined in § 2.2.

7.2. Thermodynamic functions, general case (Ref. 22). At any
absolute temperature T the energy U, free energy F, and entropy S of a
crystal whose atoms are bound by harmonic forces can be expressed as sums
of terms involving the frequencies Wqn of the various normal modes, as follows

U = Uo+~ exp (n::I~T)~ f (l)

F = Uo + kT! In [1 - exp (- nwqn/kT)]
qn

S - k " .... \ -1 [1 - (- ~ /kT)] ~wqn/kn __ - (- ~ I n exp hW qn + exp (nwqn/kT) - 1 \

(2)

(3)

where nis Planck's constant divided by 27T, k is Boltzmann's constant, and U I)

is the energy of the crystal at the absolute zero, including the zero point
energy

The molar specific heat Cv is given by

C = 3 R\ (nw qn/kT)2 exp (nwqn/kT) I
v S I [exp(hwq"kT) _ 1]2 \ avon q,n

where R is the gas constant.

(4)
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(1)

7.3. Thermodynamic functions at high temperatures (Refs. 9
and 24). If kT < hWmaxj27T, where Wmax is the highest frequency occurring
for any of the normal modes, the energy and specific heat of the crystals
of §7.2 can be expanded into convergent series in powers of IjT. For a
crystal containing N unit cells of s atoms each, the series for the energy is

- N[k 1 - ~B2P «(nw)2P)av]
U - Uo + 3 s T - 2:(nw)av + /:t -2pT(kT)2P-C

where «(hW)2P)av is the average over all normal modes k, n of (nWkn)2P,
and where B 2P are the Bernoulli numbers B2= t, B4= -lrs, B6= l2'
B s = -,iff' BIO = 656' 0.0. The molar specific heat can be obtained from
this by differentiation, since for the case Nk = R, Cv = aU/aT. The
corresponding series for the entropy is

(2)

(1)

7.4. Thermodynamic functions at low temperatures (Ref. 9). At
sufficiently low temperatures the only normal modes to be appreciably
excited will be those for which W Qn is practically proportional to q and
calculable in terms of the elastic constants by means of the secular equation
given in § 7.1. In this low frequency region the number of normal modes
with angular frequencies in the range W to W + dw is

j(w)dw = g:2<-~3 )avw2dw = 9NS( k
1l
0 fW

2
dw

where v is the volume of the crystal containing N unit cells of s atoms each,
V is the velocity wQn/q of a sound wave, the average being taken over all
directions of propagation and over the three states of polarization, and
where 0 is an effective Debye temperature (see § 705) defined by

(2)

In terms of these quantities the asymptotic values of the energy, free energy,
entropy, and molar specific heat of the crystal are, respectively

71'2 < 1 ) (k T)4 71'4 ( T ) 4
F'"'-' Uo - 30 V V3 av~ = Uo - 5' 0; Nsk0

(3)

(4)
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S,",,4;4(~rNSk, Cv,",,~~~(~)3SR=233.8(~rSR (5)

(2)

(4)

(3)

7.5. Debye approximation (Refs. 3, 9, and 22). A useful approxima­
tion to the distribution of normal modes in frequency is to take for the num­
ber of modes in the range w to w + dw of angular frequencies

(
h )3

f(w)dw = 9Ns ,he;; w 2dw,R::i(for hw < kElD)

= 0 (for hw > kElD)

where N is the number of unit cells in the crystal, s is the number of atoms
per cell, and ElD is a parameter called the Debye temperature which is to be
chosen empirically. This gives for the energy, free energy, entropy, and
molar specific heat, respectively,

U = Uo + 3NSkTD(El;)

F= Uo + NSkT[31n (1 -e-ElDIT) _ D( El;) ]

S = Nsh [4D (El;)- 3 In (1 - e-El DIT)J

C = 3SR[4D(ElD) __3ElD~] (5)
v T eElD T-1

where the function D(x) is defined by

D(x) = ~ fX J 3
dg

x 3 0 eO - 1
so that D(O) = 1, D(oo) = O.

The asymptotic values of these expressions for U, F, S, and Cv at low
temperatures are given by the formulas of §7.4 with ElD substituted for El.
At temperatures above ElD /2n,

D(ElI!.) = 1_~. ElD + 3~ B 2P (' ElD)2P
T 8 T ~ (2p + 3)2p! T

while at any temperature

(El) n
4( T )3D ----.!2. = ~ - + 3 In (l - e-0 DIT)

T. 5 ElD

(6)
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The zero point energy of the normal modes in the present approximation is

ik nW qn = iNsk0 D
q.n

(8)

7.6. Equation of state for a crystal (Ref. 22). If the interatomic forces
were strictly harmonic, as has been assumed in the preceding sections, a
crystal would show no thermal expansion, and in the equation of state the
pressure would be a function of the volume but not of the temperature.
The slight departures from harmonicity which actually occur do not, how­
ever, necessitate abandoning the formalism of the harmonic approximation;
for many purposes they can be taken adequately into account by retaining
the preceding expressions for energy, etc., but allowing the frequencies of
the normal modes to depend on volume and state of strain. This gives for
the pressure corresponding to any volume v,

__ dUo + -l ~ yqnnwqn (1)
P - dv v t:, exp(nwqn/kT)-1

where, as before, Uo is the energy in the absence of thermal vibrations but
including zero point energy, and

d~wrn (2)
Yqn= - dlnv

A common approximation is to assume that Yqn has the same value Y for
all normal modes. For this case we have the Mie-Griineisen equation of state

and the linear thermal expansion coefficient is

(3)

1 ( 8v )
ex = 3v aT p

(4)

where K is the volume compressibility, V m the molar volume, and Cv the
molar specific heat at constant volume. If the Debye approximation is
used, Y = - d In 0/d In v.

7.7. Long wavelength optical modes of polar crystals (Ref. 15).
Consider first a crystal of cubic symmetry containing two ions per unit cell.
The normal vibrations of the optical branches (see § 7.1) can then, in the
limit of long wavelengths, be characterized as longitudinal (one branch with
atomic displacements parallel to the wave vector q) or transverse (two bran­
ches with displacements perpendicular to q). As q = 27T/wavelength -+ 0,
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let the angular frequency of the longitudinal branch approach Wz, that of the
transverse branches Wt. Then if K, K O represent, respectively, the static
dielectric constant and the dielectric constant at frequencies ':> Wz and Wt,

but < the frequencies of electronic transitions, '

K
(1)

Let M I , M 2 be the masses of the two kinds of ions and f1' = (lIMI + IIM2)-I
the reduced mass. Let eeff be the effective charge on an ion, defined by the
equation

Force = - eeffE

for the force which would have to be applied to each ion to hold it in its
original position in the presence of a uniform macroscopic electric field E.
Then if Q is the volume of the unit cell, i.e., the volume per ion pair

2 47Te~ff
flW t = Q(K _ K

O
) (2)

The preceding formulas can be applied to noncubic diatomic crystals if the
atomic displacements for the two modes considered lie along a symmetry
axis, so that for the longitudinal mode q lies along this axis, for the transverse
mode at right angles to it. For this case K and KO must be interpreted as
the dielectric constants in the direction of the atomic displacement.

These formulas can also be applied to those polyatomic binary compounds,
e.g., those with the fluorite structure, whose crystal symmetry requires all
atoms of each element to have the same displacement in an optical mode of
infinite wavelength. In such cases M I , M 2 , eeff are to be replaced by the
sums of the masses or effective charges, respectively, of all ions of the same
element in a unit cell.

7.8. Residual rays (Ref. 8). The reflection coefficient of an ionic
crystal for infrared radiation at normal incidence possesses a maximum at a
wavelength AR , called the residual ray wavelength, somewhat shorter than
the wavelength At = 27Tclwt which resonates with the transverse optical
normal mode defined in § 7.7. If the optical constants in the frequency range
under consideration can be represented as arising from slightly damped
normal vibrations of the transverse optical branch, we have for diatomic
cubic crystals

(1)
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where N is Avogadro's number, eelf is the effective charge on an ion as
defined in §7.7, p is the density, c is the velocity of light, Al and A 2 are the
atomic weights of the two kinds of ions, and K O is the dielectric constant at
frequencies ~ Wt but ~ the frequencies of electronic transitions.

This formula can be applied to noncubic and polyatomic binary crystals
under the conditions described in § 7.7; for the polyatomic case AI' A2, eell

must be replaced by sums of these quantities over all ions of a given element
in a unit cell.

8. Dislocation Theory

8.1. Characterization of dislocations (Ref. 18). A dislocation in a
crystal lattice is a region of departure from the normal lattice arrangement,
localized in the neighborhood of an endless line or curve, called the dislocation
line, and with the properties: (1) the atomic arrangement in the regions
well away from the dislocation line agrees with that in a perfect crystal
lattice except for a small elastic distortion, so that each vector t from an
atom to one of its near neighbors can be placed in unambiguous correspon­
dence with a vector t(OI of the perfect lattice; (2) if we select any sequence
of atomic positions lying along a closed path avoiding the neighborhood of
the dislocation line but enclosing this line, then for the sum of the vectors
associated with successive pairs of neighboring atoms along this path we
have

~t = 0 by definition, but ~t(O) = t' ;:t= 0

where 1', a translation vector of the undistorted lattice, is the same for all
paths encircling the dislocation line in the same sense (paths encircling it in
the opposite direction merely give ~t(O) = -t'), and is called the slip
vector, or Burgers vector, of the dislocation.

8.2. Force on a dislocation (Ref. 17). Consider any dislocation line
and let t, v be, respectively, the slip vector of the dislocation and the unit
vector along the dislocation line, the directions of these vectors being so
specified that, in the notation of § 8.1, ~t(O) = t for circuits taken in the
right-hand sense with respect to the direction of v. The force dF on each
element of length of the dislocation is defined by setting the change in elastic
energy or free energy, which would accompany any virtual shift of the
dislocation line, equal to - f 8r . dF, where 8r is the arbitrary virtual
displacement of any point of the dislocation line and the integration is over
all elements ds along the length of the dislocation line. It is given by

dF = p X T(t) I t I ds (1)

file:///t/ds
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where T(I) is the traction exerted across a plane normal to the slip vector t
by that portion of the stress field due to sources other than the immediately
neighboring parts of the dislocation being considered; explicitly,

(2)

where if r is a vector measured from a point on the dislocation line and P{3rt.

is the total stress tensor in the crystal lattice (with the sign convention of §2.1,
which makes tensile stresses positive),

(3)

The limit is independent of the direction of r provided r is interpreted in the
macroscopic sense, i.e., r ;> atomic dimensions, an interpretation which is
in fact necessary if the stress is to be treated as a smoothly varying function
of position.

8.3. Elastic field of a dislocation in an isotropic medium.
Consider a dislocation line lying along the z axis in an elastically isotropic
crystal, and let its slip vector t (defined by the equation of 8.1 for a right­
hand circuit about the positive z direction) have components tx ' 0, t z• In
terms of the shear modulus G (equals the}J, of § 2.3) and Poisson's ratio a the
stress tensor (defined as in § 2.1 so that tensions are positive) is, at points
sufficiently far from the dislocation line for elasticity theory to be applicable,

G txy(y2 - x2)
PVY = 277(1 _ a) (x2+ y2)2

pzz = 0

(1)

G txX(y2 - x2)
PXY = 277(1 _ a) (x2 + y2)2-
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The elastic displacement u of the medium from its unstrained state has the
components

t z Yu = - -- arc tan -
z 217 X

1
j

(2)

These are of course multivalued, since u must change by t in going around
the dislocation. The dilatation is

(3)

9. Semiconductors

9.1. Bands and effective masses. Let some reference state for a
single electron be chosen, e.g., the state of rest outside the crystal, and assigned
the energy zero. Relative to this reference state the energy Ec of the bottom
of the conduction band may then be defined for any nonmetallic crystal as the
least energy required to take an electron from the reference state and place
it in a region of the crystal where there are no lattice imperfections. The
energy Ev of the top of the valence band is similarly defined as the negative of the
least energy required to remove an electron from a perfect region of this
type and place it in the reference state. The latter process creates an electron
deficiency or hole in the crystal. In both cases the extra electron or hole
with the least possible energy in the crystal always has zero mean velocity.
The minimum energy of creation of an electron or hole with a given infinite­
simal mean velocity v is, respectively,

where m; or mj, is called the effective mass of the electron or hole, respect­
ively. The effective mass is usually assumed independent of the direction
of motion, but may depend on this direction if the crystal is of lower than
cubic symmetry or if the band in question is degenerate, i.e., if there exist
two or more orthogonal quantum states for the electron or hole having the
same energy, the same spin, and zero mean velocity.
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9.2. Density of states (Refs. 20 and 21). If the conduction band is
nondegenerate (see §9.1) a crystal of volume Q'N contains v(E)dE quantum
states for an extra or conduction electron having energies in the range Ec + E

to Ee + E + dE, where for small E the asymptotic form of VeE) is '

2712 *3121>

VeE) = __7T~~ ~~~ El12

( ) ( * )312 ( )11
2

~: = 6.814 X 1021
:: tev per cm3

per electron volt, where h is Planck's constant and m the true mass of the
electron. Half of these states have one direction of spin, half the other.
An analogous expression applies for holes.

9.3. Traps, donors, and acceptors. Associated with impurities and
other imperfections in the crystal lattice there may be localized discrete
energy levels for an electron. If the work Ea required to take an electron
from the reference state of zero energy and place it at the imperfection satis­
fies Ev < Ea < Eo> the imperfection is called an electron trap; if the work -Ei

required to remove an electron from the imperfection into the reference state
satisfies Ev < Ei < Ee , it is called a hole trap. Of course, electron
trap + electron -+ hole trap, hole trap + hole -+ electron trap. A trap
which is electrically neutral when it is a hole trap, hence positively charged
when it is electron trap, is called a donor center; one which is negative when a
hole trap and neutral when an electron trap is called an acceptor center.

9.4. The Fermi-Dirac distribution (Ref. 21). Let i label the members
of a set of quantum states for an electron, and let N i = 0 or 1 be the number
of electrons in the ith state. Suppose first that all combinations of values of
the N i are statistically possible, and that the dependence of the total energy E
of the system on the N i is given by E = constant +~ NiEi, where Ei is the
energy of the ith state. Then in thermal equilibrium at absolute tempera­
ture T the fraction of the time that state i is occupied is

(1)

where k is Boltzmann's constant and EF is a quantity known as the Fermi
level and dependent on the mean total number of electrons in the system.
The function f is called the Fermi-Dirac distribution function. The quantity
EF is in the present case identical with the thermodynamically defined
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electrochemical potential of the electrons, and must have the same value in any
two systems or regions which are in thermal equilibrium with each other.
Its value in any large homogeneous region is determined by the requirement
that the total number of electrons in all states must be such as to make the
region electrically neutral.

The assumptions of the preceding paragraph, though approximately correct
for the free electron and hole states enumerated in § 9.2, are not fulfilled by
the trap states defined in §9.3. For example, a donor center of energy €d

may correspond to two quantum states with different spin directions, yet
if both of these states were occupied the energy would be > 2€d because of
the electrostatic interaction of the two electrons. To generalize the Fermi
distribution to include cases like this let go be the statistical weight of a par­
ticular trap t when the trap is empty, let gl be the statistical weight when
there is one electron in the trap, and suppose for simplicity that other values
of the charge on the trap are so improbable statistically that they can be
neglected. Then if €t is the work required to take an electron from the state
of zero energy and put it in the initially empty trap, the fraction of the time
the trap is occupied under thermal equilibrium conditions is

(2)

9.5. Density of mobile charges (Refs. 20 and 21). When the conduc­
tion band is nondegenerate and the density of conduction electrons is suffi­
ciently low so that their mutual interactions can be neglected, the value of
this density in thermal equilibrium at any absolute temperature T can be
obtained by integrating § 9.2 over the Fermi-Dirac distribution. If €p is
the Fermi level and if €c - €p > kT, where k is Boltzmann's constant,
this equilibrium density of conduction electrons is well approximated by

(3)

(
* T )3/2 ( )_ 20 me . €p -Ec 3

- 1.4843 X 10 m- 1000 exp kT - per cm

With corresponding assumptions the equilibrium density of holes, nh' is
given by the same expression with mj, substituted for m; and €v - €p for
€p - €c'
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9.6. Fermi level and density of mobile charges, intrinsic case
(Ref. 21). If the number of traps per unit volume is ~ n. as given by § 9.5
with Ec - EF = (Ec ~ Ev:!2, the energy EF of the Fermi level and the densities
of electrons and holes become independent of the number and nature of 'the
traps and the conduction is called intrinsic. Explicitly, for this case and when
the other conditions of § 9.5 are fulfilled,

EF = ~+ Ev + 3kT In m~
2 4 m~

2(brym;m"kT)3/2 [_ (E
c2

-
kT

E,,} ]
n. = nh = --~--- exp

= 1.4843 X 102o(m: . m~ )3/4(~)3/2exp[_(EC-Ev)J
m m 1000 2kT

(4)

(5)

9.7. Fermi level and density of mobile charges, extrinsic case.
When the condition of § 9.6 is not fulfilled, the position of the Fermi level
depends on the densities of the various kinds of traps present and their ener­
gies. In the lower parts of the temperature range either the density of
mobile electrons will be many times that of mobile holes or the reverse, and
the conduction is called extrinsic. If electrons predominate, the material
is said to be n-type, if holes, p-type. In all cases, however, the product n.nh
of electron and hole densities equals the square of the expression in §9.6,
provided the conditions of §9.5 are fulfilled.

While no simple analytical expression can be given for the density of
mobile charges in the most general case, there is a case which can be treated
fairly simply and which is still sufficiently broad to include many actual
semiconductors. For an n-type specimen this case is one in which: (1) only
a single kind of donor center is present; (2) the acceptor centers, present in
smaller concentration, all have energies sufficiently low so that throughout
the temperature range of interest the number of holes trapped at the accep­
tors can be neglected; (3) the conditions of §9.5 are fulfilled. An exactly
similar case of course occurs for a p-type specimen when the roles of donors
and electrons are interchanged with those of acceptors and holes, respectively.

For an n-type specimen satisfying the conditions just mentioned let na , nd

and Ed be, respectively, the density of acceptor centers, the density of donor
centers, and the energy of an electron in a donor center, and let gOd!gld be
the ratio of the statistical weights of empty and occupied donor centers.
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[_ (Eo ;;;,Ed)]

= 1.4843 X 102o(m: .~ )3/2 gOd exp
m 1000 gId

613

Then the actual density of mobile electrons at any temperature is

1 \ [ 4nOe(n d - na ) ] 1/2 I
ne = 2 ( I + (n

oe
+ n

a
)2 - 1 \ (no. + na) (1)

For a p-type specimen satisfying the analogous conditions let Ea be the
energy of an electron in an acceptor level, and let goa/gIa be defined as the
ratio of the statistical weight of an acceptor center when negatively charged
to that when neutral. Define

(2)

9.8. Mobility, conductivity, and diffusion (Ref. 21). In the presence
of an electric field E an electron in the conduction band will migrate with a
time average velocity <ve)av which is to a good approximation proportional
to the field if E is not too large. Holes in the filled band behave similarly,
with a drift velocity <vh)av. The mobilities of electrons and holes are
designated, respectively, by fLe and fLh' and defined by

<ve)av = - fLeE, <vh)av = fLhE

In a cubic crystal fLe and fLh are scalars, but in crystals of lower symmetry
the equations just written take the form of linear relations between compo­
nents of vectors, with the mobilities represented by symmetric tensors.
For simplicity, cubic symmetry will be assumed henceforth. The electric
conductivity a or resistivity p of a specimen containing ne mobile electrons
and nh mobile holes per unit volume is given by

(1)
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If the fL's are measured in cm2jvolt sec and the n's in cm-3 ,

a = 1.6020 X 10-a( 1~~6 fL. + 1~h16fLh) ohm-1 cm-1 (2)

The variation of the concentration n. of mobile electrons with position
and time obeys the generalized diffusion equation

(3)

where De = (kTje:fLe is the diffusion coefficient for electrons and where s is
the rate of disappearance of electrons from the conduction band, per unit
volume, because of recombination or trapping, minus the rate of creation
of new free electrons by thermal action, light, etc. An analogous equation
applies for holes with E replaced by -E.

(1)R = (Rea e)a e + (Rhah)ah
(a e +ah)2

9.9. Hall effect (Ref. 21). When no holes are present and when the
density of mobile electrons is not too high, the Hall coefficient R e (see § 4.7)
at any given temperature varies inversely as the electron concentration n.,
i.e., neRe is a function of T independent of the position of the Fermi level.
Similarly the Hall coefficient R h for holes when no electrons are present varies
inversely as the hole concentration nh. When both electrons and holes
contribute to the conduction the measured Hall coefficient for a homogeneous
specimen is

where a e = enefLe and ah = en hfL h are the respective contributions of
electrons and holes to the conductivity a, and where the grouping of factors in
the numerator is to emphasize the fact that Reae and Rhah are independent
of ne and nh at any given temperature. Formulas for these quantities are
given in § 9.11; normally R e < 0, R h > O.

9.10. Thermoelectric effects. The thermoelectric power Q, defined as E

in §4.4, measures the change in height of the Fermi level with temperature
in an inhomogeneously heated specimen when no current is flowing:

'VEF = eQ'VT, (j = 0) (1)

When both holes and electrons contribute to the conduction, Q is an average
of electron and hole contributions.

Q=QPe+Qhah
a e +ah

(2)

where a., ah are the contributions of electrons and holes, respectively> to the



§ 9.11 SOLID STATE 615

conductivity, as defined in §9.9, and Q., Q" are, respectively, the thermo­
electric power which the mobile electrons would have in the absence of holes,
and that which the holes would have in the absence of electrons. Formulas
for Q., Q" are given in §9.11; normally Qe < 0, Q" > O.

9.11. Mean free time and mean free path (Ref. 21). Let it be
assumed that over the energy range of interest the effective mass of an
electron or hole (see §9.1) is independent of its direction of motion, and that
the scattering processes which act to randomize the velocities of the mobile
charges are such that (1) the energy change suffered by a charge in the course
of being scattered through a sizable angle is usually only a small part of the
origi~al energy E relative to the band edge, and (2) the probability W(8) of
being scattered in unit time into unit solid angle in a direction making angle 8
with the initial direction of motion is independent of this original direction.
Then quantities such as mobility, Hall coefficient, etc., can be expressed as
integrals over energy involving the energy-dependent mean free time 7,

defined by

7!E) = f W(8,E) (1- cos 8)dw (1)

where dw ranges over all elements of solid angle. If desired, 7 may be
eliminated in terms of the mean free path l, defined by

where V(E) = (2Ejm*)1/2 is the speed of an electron or hole of energy E
relative to the band edge.

Assume the velocity distribution to be Maxwellian (Fermi level well away
from allowed band of energies) and let fM(T,E)dE, be the fraction of the
charges whose energies lie in the range E to E+ dE, with f fMdE = 1. De­
noting the Maxwellian average of any quantity F by

<F) = f: FfMdE

(
' m )1 /2(100)1 /2 r= 2.4036 -- - ---.l_ cm2jvolt sec
m* T lA

we have at any absolute temperature T
Mobility

fL = e .
<V27) e _ 4e4
----7 -
3kT - m* 2 - 3(27Tm*kT)l/2 I

(
(3)

where 72 , II are averages of 7, l with weights proportional to v2 and v, respect-
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ively. Similarly the Hall coefficient, defined as in §4.7 with E and j in
absolute electrostatic units, H in absolute electromagnetic units, is

(4)

(6)}
Q = ± [~EF + 2k]

eT e

where n is the number mobile charges per unit volume, e is the velocity of
light, and ± is + for holes, - for electrons. Also, if T is high enough,

thermoelectric powerQ = ± [tJ..EF + ~~T>/<ET>] (5)

where tJ..EF is the distance EF - Ev or Ec - EF of the Fermi level from the
band edge, and where as before ± is + for holes, - for electrons.

When I is independent of energy, as is the case for scattering by lattice
vibrations of the acoustic branch, the formulas reduce to

317 ( 1018 cm-3
)

Rabs = ± 8-- or R = ± 7.3540 n cm3/coulomb
nee

(7)
)

JQ= ± [tJ..E~+ 5k]
eT 2e

while when Tis independent of energy, as is sometimes the case for scattering
by lattice vibrations of the optical branch in a polar crystal,

R abs = ± J.._ or R = ± 6.2422 ( 10
18

cm-
3

) cm3/coulomb
nee , n

9.12. The space charge layer near a surface (Ref. 25). Both the
free surface of a semiconductor and the interface between a semiconductor
and a metal usually carry surface-bound charges, which are compensated by a
volume distribution of charge in the regions of the semiconductor immediately
beneath surface. This volume charge causes the electrostatic potential if; to
vary with position.

A case of common occurrence is where the following two conditions are
fulfilled : (1) the surface charge density q is negative and the semiconductor
is n type; (2) either practically all donors are ionized and the change in eif;
between the deep interior and a point just inside the surface is > kT, or
the change in eif; is > the ionization energy of the donors. A symmetrically
related case is one where q is positive, the semiconductor p type, and con­
ditions analogous to (1) and (2) are satisfied. For both these cases the volume
charge density is nearly constant over the range Xo of depths x over which
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most of the change of if; takes place, at least if the centers are uniformly
distributed. We then have, if nd is the density of donor centers, na the
densJly of acceptor centers (assumed all occupied), K the dielectric constant,
and the surface is taken as x = 0,

if;(x) - if;(xo) = - 27Te (n d_ na ) (xo _ X)2 = _ Vb(XO- X)2 (1)
. K ~

with

~
-_.

KVb volts
= 1050 -(---)-/-1016 -3 angstromsn d -na cm

These equations apply whether or not an external potential bias has been
applied to the contact.

9.13. Contact rectification (Ref. 25). A metal-semiconductor contact
will show rectification if the change of potential in the space charge layer is
in the direction postulated in §9.12. Let such a contact be assumed plane
and the potential a function only of the distance from this plane interface,
and let tunneling of charges through the barrier be negligible. Assume that
the field E at the contact (= 47Tq/K in the notation of §9.12) and the mean free
path I of the electrons or holes satisfy either I eEl I :> kT (diode case) or
I eEl I~ kT (diffusion case). Assume finally that the current across the
interface region is carried predominantly by majority carriers, i.e., by elec­
trons if the semiconductor is n type or by holes if it is p type. Then the
relation of current density j to voltage V applied across the contact, l.e.,
across the space charge region, is

j = jo(E)[exp (eVjkT) - 1] (1)

where j and V are measured positive in the forward (low resistance) direction
and where if V is in the forward direction it must be restricted to values
appreciably below that necessary to wipe out the space charge barrier. Note
that E is in general dependent on V. The dependence of jo on E is different
for the diode case and the diffusion case. For the diode case,

',vhere

jo(E) = A :=- T2(1 - r) exp (- zt)
47Tmk2e

A = ~ = 120 ampjcm2 deg2

(2)
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is Richardson's thermionic constant, m*/m is the ratio of the effective mass
of the carriers (see §9.1) to the true electron mass, r is the mean reflection
coefficient for charges energetically capable of crossing the metal-semi­
conductor boundary, and erjJ is the barrier height, defined as the differehce
between the Fermi level of the metal and the bottom of the conduction band
(for n type material) or top of the filled band (for p type) at the peak of the
space charge barrier. For the diffusion case,

(3)

where Go is the conductivity of the semiconductor in its deep interior and
Vb is the change in electrostatic potential between the inner boundary of
the space region and the peak of the space charge barrier. The formula for
the diffusion case is written as an approximation because it is based on the
assumption that the energy of the band edge varies linearly with position
until it differs from its value at the surface by several times kT.

In the formula for the diode case the dependence of jo on E occurs only
by virtue of the dependence of Vb on E due to the Schottky image effect;
treating the semiconductor as a continuum of dielectric constant K gives

To make a similar allowance for the image effect in the diffusion case one
must abandon the assumed linear variation of band edge energy with depth;
however, the principal modification of the formula given above is the replace­
ment of Vb by the field-dependent value just given.

For some contacts the current across the contact is carried largely by
minority carriers, i.e., by holes if the semiconductor is n type, or by electrons
if it is p type (Ref. 1). For such contacts the preceding formulas do not
apply, and in most cases a three-dimensional rather than one-dimensional
approach must be used.

9.14. Differential capacity of a metal-semiconductor contact.
When a small alternating potential is applied to a rectifying contact of the
sort described in § 9.12 and § 9.13, the contact behaves like a capacitor in
parallel with a resistor, the latter being of course derivable from "the d-c
current-voltage characteristic by differentiation. If the impurity centers are
uniformly distributed and if the potential in the semiconductor can be taken
to be a function only of distance from an essentially plane metal interface

capacity per unit area = IPb/E I (1)
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where E is the electric field strength in the semiconductor just inside the
metal boundary and Pb is the charge density in this region. If, as is often
the case, the donor centers are all ionized at the boundary and the acceptor
centers all filled, Pb = e(na - na), where na, na are the densities of donor and
acceptor centers, respectively.

Alternatively, if the charge density at each point throughout the space
charge layer can be assumed unaffected by a small change of potential, then
whether or not the charge density is uniform we have, if the one-dimensional
treatment is applicable,

capacity per unit area = K!47TXO (2)

where K is the dielectric constant and Xo is the thickness of the space charge
layer. When in addition the assumptions of §9.12 are satisfied

!Ke(n - n )
capacity per unit area = '\j 8:Vb a

(
n -n )1/2(' 1 V)112

= 8422K 1
/
2 1O~6 cm~3 -Vb fl-d!cm 2

where Vb is the potential change across the space charge layer, equal to the
sum of the potential change in equilibrium and the applied bias potential.

9.15. D-c behavior of p-n junctions (Ref. 21). If the relative con­
centrations of donor and acceptor centers (see § 9.3) vary with position in a
semiconducting specimen it is possible for regions of nand p type conductivity
(see § 9.7) to coexist in it, separated by a region of low conductivity called a
p-n junction. Such a junction manifests a nonlinear resistance and capaci­
tance similar to those of metal-semiconductor contacts. The following
assumptions, often realized in practice, will be made: Let the semiconductor
be divisible into an n region of uniform impurity concentration, a plane­
parallel transition region, and a p region of uniform impurity concentration.
At points well away from the junction, let the equilibrium hole density nh(n)
in the n region and the equilibrium electron density ne(p) in the p region
satisfy

Let the quantity s, introduced in § 9.8 as the difference between the rates of
annihilation and creation of mobile charges per unit volume, be describable
in terms of so-called recombination lifetimes, thus:



(1)

(2)
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Sh =
n - nh(n)

( for holes in the n region) lTh

n.-nip) J
(1)

S = (for electrons in the p region)• ,
T.

Let the thickness of the transition region be <z L h and <z L., where, if D h , D.
are the diffusion coefficients for holes and electrons respectively,

Lh = VDhTh, L e= VD.T.

are the so-called diffusion lengths for holes and electrons, respectively.
Assume the transition region to have values of s comparable with or smaller
than those in the nand p regions.

Let two planes be given, one on the p side of the junction and at a distance
dp > L. from it, the other on the n side at a distance dn > L h , yet neither
so far away that the ohmic resistance of p material of thickness dp and n
material of thickness dn is comparable with the junction resistance as given
below. Let a direct voltage V, measured positive in the forward direction,
be applied between these two planes, and designated as the " voltage across
the junction." The resulting current per unit area will then be, to a good
approximation

j = e [Dhnh(n) + Den.(p)] (eeV/kT_1)
L h L e

where b = fJ-elfJ-h = DelDh, Ui is the conductivity which the semiconductor
would have in the intrinsic state (see §9.6), and Un and Up are the conductivi­
ties of the nand p regions, respectively. The quantity in square brackets
is an effective voltage, the quantity multiplying is an effective conductance
per unit area.

9.16. A-c behavior of p-n junctions. Let a p-n junction satisfying the
conditions of § 9.15 be subjected to a d-c bias VOl measured positive in the
forward direction, and to a small alternating voltage V1e iwt • The alternating
part of the current per unit area will then be A V1e iwt

l where the complex
admittance A per unit area is given by

A = (1 + iWTh)1/2GhOe,Vo/kT + (1 + iWTe)1/2GeoeVo/kT + iwCT

where in the notation of § 9.15

bu2

GhO = (1 + b)~unLh'
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and where CT is a capacitance associated with the transition region and des­
cribed below for special cases.

Let K be the dielectric constant and ni the density of holes or electrons
in intrinsic material (see § 9.6), and let LD = (KkTf87Te2ni)l12 be the cor­
responding Debye length. If most of the change in potential in the transi­
tion region occurs in a region within which the densities na of donors and na

of acceptors satisfy

where x is distance normal to the plane of the junction, and if a:>- nifLD,
then

C \ Kene(n)nh(p) (1/2 (4)
T"'" 87T[n e(n) + nh(p)](if;o - Vo) \

where n.(n), nh(p) are the equilibrium densities of electrons in the n region
and holes in the p region, respectively.

K [ 87Tea J1/3

CT "'" 8'; 3K(if;o _ Vo) (3)

where if;o is a positive quantity equal to the difference in electrostatic potential
between the two sides of the junction when no bias is applied. If, on the
other hand, most of the change in potential in the transition region occ]).rs
in the regions of uniform impurity concentration, as may happen for large
reverse bias,

10. Electron Theory of Metals

10.1. The Fermi-Dirac distribution (Ref. 20). Let there be n

electrons per unit volume in a metal, and assume that the total energy of
the metal can be represented as a constant plus a sum of energies Ei of the
individual electrons. Then if i designates aI!y quantum state, i.e., set of
orbital and spin quantum numbers, the fraction of the time this state is
occupied in thermal equilibrium at temperature T is the Fermi function
I(Ei,EF) of §9.4. For metals, as distinguished from semiconductors, the
Fermi level EF lies in a region of energies where there is a continuous distri­
bution of quantum states, and usually does not vary much with temperature.
If a metal specimen of volumeQN contains nQN electrons and v(E)dE quan­
tum states, the Fermi level at temperature Tis

EF(T) = EF(O) - ~2 (d~: v )e~eF(o/kT)2 + O(T4) (1)

where k is Boltzmann's constant and EF(O) is determined by

feF(O)
-00 v(E)dE = nQN
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If the energies of the various quantum states are the same as those of free
electrons of mass m*, V(E) is given by the formula of § 9.2. When electrons
of both spins are present equally we have, if the atomic volume Q = (41713>~

contains Z electrons,

EF(O) = 2~* ( i;) 2/3 = 3.6867Z2
/
3

( :~) 2( ~l* ) rydberg units

= 3.6458 X1O-15( :;) (ncm_3)2/3e volts

IJ (2)

where h is Planck's constant, m the normal electron mass, and aH the Bohr
radius. For this case the maximum wave vector km (see § 10.5) defined by
1i2k~/2m* = EF(O) , has the value

k
m

= (3n_)1/3 = 1.9202Z1/3
817 r"

(3)

10.2. Averages of functions of the energy (Ref. 23). If F(E) is any
function of the energy of an electron, the sum of F over all electrons in the
Fermi distribution is, in the notation of § 10.1,

where the subscript 0 implies that v and dF!dE are to be evaluated at EF(O).
Note that v, being the density of quantum states, is, in an unmagnetized
metal, twice the density of orbital states.

10.3. Energy and electronic specific heat (Ref. 20). For the model
described in § 10.1 the electronic contribution to the molar specific heat is

(1)

where V m is the density in energy of electronic states of both spins, for one
mole of material. The term O(T3) is negligible if kT(dln vldE)'~'F< 1.

If the energies of the various quantum states are the same as those of free
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electrons of mass m* and if there are Z such electrons per atom of a monatomic
substance,

= 2.317 X 1011(~)( ~ )2 /3 T cal mol-1 deg-1

m n cm 3
(2)

( r ')2(m*)= 1.694 X 1O-5Z 1
/3 a';; I m T cal mol-1 deg-1

where R is the gas constant and the other symbols have the meanings explained
in § 10.1. For this case of quasi-free electrons the average energy of the
occupied levels at the absolute zero is

(3)

lOA. Spin paramagnetism (Ref. 20). In the presence of a magnetic
field a nonferromagnetic metal will have an equilibrium state in which the
numbers of electrons with spins parallel and antiparallel to the field are
slightly different. The contribution of these unbalanced spins to the molar
magnetic susceptibility is, for the model described in § 10.1,

(1)

where f3 = etzj2mc is the Bohr magneton, and lJm is the total number of
electronic states of both spins per unit energy range, for one mole of material.
The term O(T2) is negligible if

kT(d In lJjdE)£~£F <{ 1

If the energies of the various quantum states are the same as those of free
electrons of mass m * and if there are Z such electrons per atom of a monatomic
substance

3 NZf32 (A)2 /3(m*)XIS) ,....., _ • _0__ = 1.88 X 1O-6Z 1 !3 _ _

m 2 EF P m

= 0.9685 X 1O-6Z 113
( ;: )2 (:: )

where No is Avogadro's number, A the atomic weight, p the density, aH the
Bohr radius, and rs the radius of the atomic s-sphere (see §§ 1.2, 10.1).

For the orbital contribution to the susceptibility see § 10.11.
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(2)

10.5. Bloch waves. Consider the Schrodinger wave equation for a
single electron in a potential field possessing the periodicity of a crystal
lattice. The solutions satisfying periodic boundary conditions (see § 1.4)
may be taken in the form

!f;k = eik.ruk(r) (1)

where the function Uk possesses the periodicity of the lattice, i.e.,
uk(r + t) = uk(r) for all lattice translations t. The wave vector k must
terminate on one of the closely spaced lattices of points in k-space defined
in § 1.4; it may, if desired, be specified to lie within the first Brillouin zone
(see § 1.3), since ifg is any vector of the reciprocal lattice (see § 1.3) the quan­
tity i kor in the above equation can be replaced by ei(k+2"g)or with substitu­
tion of a new periodic function for Uk' If k is thus specified to lie in the
first Brillouin zone, it is called the reduced wave vector of !f;k' The set of
energies Ek going with a particular reduced wave vector k is discrete, but
the variation of each of these Ek'S with changes in k is continuous. Explicitly,
if !f;k is the only eigenfunction of reduced wave vector k and energy Ek'

8Ek 1i
2 I * 'n,/.8k = - m !f;ktv,/,,,dT

10.6. Velocity and acceleration. The mean velocity of an electron
in a Bloch wave state !f;1c of energy Elc is, if no other state has the same reduced
wave vector and the same energy,

1 8Ek
Vic = T' 8k (1)

Application of a spatially uniform force F to an electron in such a state causes
the wave function and energy to change with time, in a manner which for
nearly all practical purposes can be described by saying that the wave vector
changes uniformly at the rate

dk F
dt T (2)

10.7. Energy levels of almost free electrons (Ref. 23). For perfectly
free electrons EkO) = 1i2k2/2m varies continuously with k as k goes from
oto 00. If the periodic potential field of a crystal is treated as a small pertur­
bation on these free electron levels, Ek acquires discontinuities on certain
planes in k-space, viz., when for any vectorg of the reciprocal lattice (see § 1.3)

g'(k-ng)=O

The nth Brillouin zone is defined as that region of k-space which can be
reached from the origin by crossing (n - 1) of these planes in the outward
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direction. Each point of the first Brillouin zone occurs once and only once
among the reduced wave vectors (see § 10.5) of all points in the nth zone.

If k is a point rather closer to the discontinuity plane going with the reci­
procal lattice vectorg than to any other such plane, the value of Ek given by the
present perturbation treatment is approximately

(1)

where

(2)

is a Fourier coefficient of the potential energy function V, ON being the
volume of the specimen, the "fundamental volume" of § 104. Let
k = 7Tg + k ll + k 1- where k

1j
is parallel to the discontinuity plane, k 1- normal

to it. Then since EkO) = h2k2/2m we have, if k 1- <{; m I V" 1/7Th2g,

h27T 2g2 li2 2 li2 2 i 1i27T2g2
.)

Ek '"'-'2m + 2m kll + Vo ± 1 V g 1 ± 2m k..L ~mrv-:l ± 1

where Vo is the space average of the perturbing potential, and where it is
customary to use the upper sign if k 1- points away from the origin, the lower
if toward it. When k 1- ?> m 1 V g 1/7Tli2g,

h2k 2 m I V g 1
2

Ek '"'-' 2m + Vo+ h2(27Tg .k 1-) (3)

(1)U(r) = _ 3Ze + Zer
2

2rs 2r;

10.8. Coulomb energy (Ref. 20). Since a unit cell of a metal is electri­
cally neutral, a convenient step in calculating electrostatic energies is to
calculate the energy of a single unit cell by itself. If the unit cell does not
differ too much in shape from the s-sphere (see § 1.2) of equal volume and if
the charge of Z conduction electrons is uniformly distributed over the cell,
the electrostatic potential due to this distribution of electrons will be appro­
ximately the same as that due to a uniform distribution of electrons over an
s-sphere, VIZ.,

where rs is the radius of the s-sphere.
energy of an electron is of course -eU.
of electrons over an s-sphere is

The contribution to the potential
The self-energy of this distribution

(2)

file:///~~~~
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10.9. Exchange energy (Ref. 20). Let the ground state wave function
for an assembly of N free electrons be approximated by a determinant of
plane wave functions, half with one spin and half with the other. The
total energy will then be the sum of the kinetic energ:es of the various elec­
trons, the energy of interaction of the electrons with whatever positive charges
are present, the Coulomb self-energy of the mean charge density of the
electrons, and an exchange term given by

34 /3 35 /3 Zl/3e2 Zl/3e2

- -4-1 /3 e2n1 !3 . N = - 2-8/32/3 -- . N = - 0.458 -.- . N (1)
71' 71' rs 1 s

where n = NjQN is the number of electrons per unit volume and Z is the
number of electrons in a volume 47Tr;j3. The change in energy caused by
removing an electron from a state with wave vector k is, in the present
determinantal approximation, equal to the negative of the kinetic and
electrostatic energies of this electron, plus the exchange term

Zl/3e2 [ . k ( k2
) 1 + kjk ]

= 1.222~ t + 4k 1 - k; In 11 _ kjk: I

\

I
(

(2)

where k m is the maximum k occurring in the Fermi distribution. The
quantity in square brackets has the value 1 at k = 0, t at k = km , and °at
k = roo Its derivative with respect to k is °at k = 0, -00 at k = k m .

10.10. Electrical and thermal conduction (Ref. 20). Let the con­
duction electrons of a metal be assumed to occupy states of the Bloch type
(see § 10.5) and to be scattered by lattice vibrations but not by each other.
Suppose further that T:>- e, where e is the Debye temperature of the
lattice (see § 7.5), but that at the same time the electron distribution is highly
degenerate, i.e., kTd In vjdE < 1, where v is the number of electronic states
per unit energy. Then the electric conductivity a and the thermal conduct­
ivity K must be related by the Wiedemann-Franz law

K 71'2 ( k ) 2aT = 3 --;; = 2.45 X 10-8 watt-ohmjdeg2 (1)

The Hall constant R, as defined in § 4.7, can be simply related to the
electron density only if some special assumptions are made regarding the
variation of energy with wave vector and the angular dependence of the
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scattering probability. The simplest case is that where Ek ex k2 + constant,
degeneracy is complete, and scattering is isotropic; for this case

R abs = - _1_ or R = _ 6.2422 . ( 10
18

cm-
3

) cm3/coulomb (2)
nee n

where n is the number of electrons per unit volume, e is the velocity of light,
and Rabs is defined with E and j in absolute electrostatic units, H in absolute
electromagnetic units. The same formula applies, with a positive instead
of negative sign, to the case where there are n holes per unit volume in a
band and the energies of these empty levels satisfy Ek ex constant - (k - kO)2.

10.1 I. Orbital diamagnetism (Ref. 20). When a magnetic field is
applied to a metal the conduction electrons not only change their spin
distribution but also suffer an alteration of their orbital wave functions.
The latter effect causes a contribution X~) to the molar susceptibility, which
must be added to the spin contribution X~) of § lOA. For perfectly free
electrons at temperatures approaching the absolute zero

X(O) = - .lX(S)
m 3 m (I)

A band containing a number 6.n per unit volume of electrons or holes with a
small effective mass m* contributes a rather larger amount to XS:), given
approximately by

(0) = _ J..- (S)(l!!-)2= _ 47Tmf3Z(36.n) 1/3(~') v (2)
Xm 3 Xm m* 3h2 7T m* m

where f3 = eh/2me is the Bohr magneton and V m is the molar volume.
The second part of this formula may be applied to cases where the effective
masses m; along and m:, m; transverse to the magnetic field are different, by
setting m* = (m:2m~2/m;)1/3. All these formulas refer to the susceptibility
at zero field; when 'the magnetic field H becomes of the order of kT/f3, the
susceptibility becomes field-dependent.

10.12. Optical constants (Ref. 20). In any homogeneous isotropic
medium the amplitude of a plane electromagnetic wave of angular frequency
ill will vary as

where c is the velocity of light, t the time, x the coordinate in the direction
of propagation, and k and n are optical constants which are in general func­
tions of w. Consider the case where the medium consists of an assembly
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of classical free electrons, of mass m, charge e, and density n per unit volume.
Assume the motion of each electron to be damped by a frictional force equal
to -mw" times its velocity. For this case

where

2
nk = _w"w_o__

2w(w2 + w;) } (1)

w~ = 4:e2

or Wo = 1.7841 X 1016 ( 1023:ffi-3r/2

sec1

The quantity w" is related to the d-c conductivity a o of this model by

= ne
2

= 28185 1013( n__ ) (~06ohm-1 cm-
1

) -1
w" . X 1023 -3 secmao cm a o /

When this model is used as an approximation to actual metals it turns
out that w" < Woo When this is fulfilled and w < w", the above formulas
reduce to

n R:J k R:J (27Tao) 1/2 = 54.75(~)1/2( ao )1/2
w 1ft 106ohm-1 cm-1 . (2)

This leads to the Hagen-Rubens relation for the reflection coefficient R of a
metal surface in the infrared.

R = 1_2(-~) 1/2 (3)
27Tao

When w" < w, on the other hand, nk R:J 0, so if w < {tro

and if w > wo,

(

W2')' 1/2
n R:J 1 - w~ ,

11. Miscellaneous

(4)

11.1. Specific heats at constant stress and strain (Ref. 27). Let
Cp be the heat capacity of some given amount of crystalline material at
constant stress p, and Cv that at constant volume and state of strain. Let
v be the volume of this same amount of material. Then if T is the absolute
temperature and U i (i = 1 to 6) the strain components as defined in § 2.1,
so that (ou iI8T)p are generalized expansion coefficients,

(1)
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(1)

(1)

where the c;; are the elastic constants as defined III § 2.2. For cubic or
isotropic material this reduces to

C - C = 9TV0I.
2

(2)
P v K

where 01. = (ouIjoT)'J} is the linear expansion coefficient and
K = - (1jv) (ovjoP)T is the isothermal volume compressibility.

11.2. Magnetocaloric effect and magnetic cooling (Ref. 19). Let M
be the magnetic moment of a specimen of matter subjected to a magnetic
field H due to external sources. If H is changed in such way that the en­
tropy S of the specimen remains constant, and if the state of the specimen is
always one of thermal equilibrium in the field H, the absolute temperature T
of the specimen will change according to

(OT) T (oM)
oH s = - Cm) oT H

where ClH) = T(oSjoT)H is the heat capacity of the specimen at constantH.
The equation is valid if all derivatives are taken at constant pressure, or all
at constant volume.

11.3. The Cauchy relations (Ref. 3). Let the atoms of a crystal be
assumed to interact in pairs, with the interaction energy of each pair a
function of radial distance only. Let the crystal, initially in equilibrium at
zero stress and the absolute zero of temperature, be subjected to an infini­
tesimal homogeneous strain described by the tensor u"v' with resultant
stress tensor P"V (as used in § 2.1). Let the symmetry of the lattice be such
that the displacement of any atom, originally at position RW, is simply

This condition is satisfied, for example, if each atom is a center of symmetry.
Then the elastic constant tensor c IlCl.vfJ' defined by

3

PIlCl. = k
l

C"Cl.vfJUvfJ

v,fJ~1

(as used in § 7.1), must be symmetrical with respect to all interchanges of the
indices fL, 01., V, {3. The identities which result from this fact go beyond those
always required by the symmetry of c"Cl.v{J in fL +t 01., V +t {3 and fL, 01. +t v, {3,
and are called the Cauchy relations.
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In the notation of § 2.2 these are

C23 = C44 C56 = C14

C31 = C55 C64 = C25

C12 = C66 C45 = C36

For cubic crystals these degenerate into the single relation

C12 = C44

} ,(2)

(3)

(1)

llA. The Brillouin and Langevin functions (Ref. 26). Let
f3 = etil2mc be the Bohr magneton and let g be the Lande factor for an atom
of total angular momentum quantum number J, so that the eigenvalues of
the z component of magnetic moment run from gf3J to -gf3J, in steps of gf3.
When such an atom is in thermal equilibrium at absolute temperature T in
the presence of a magnetic field H, and in the absence of other orienting
influences, its mean magnetic moment is

'gf3JH)
M av = gf3JBJ ( -kT-

where k is Boltzmann's constant and

BJ(y) = (2J+ 1) coth (2J -tJ21:' _ ---.l_ coth J_ (2)
2J 2J 2J 2J

is called the Brillouin function. If J is > 1 but gf3HIkT~ 1, Mavapproaches
the value given by the classical statistics, viz., the value obtained by substi­
tuting for the function BJ the Lmzgevin function

I
L(y) = coth Y - - (3)

Y
of the same argument. See also, Chapter 26.

11.5. Relation of thermal release to capture of mobile charges
by traps. In an insulator or semiconductor let Ec be the energy of the
bottom of the conduction band (see § 9.1), lOt the energy required to take an
electron from the state of zero energy and place it in an electron trap (see
§9.3). Assume the energy level at the bottom of the conduction band to be
nondegenerate, and let m; be the effective mass associated with this band
(see § 9.1). Let (J be the cross section for capture of a free electron by the
trap, averaged over spin orientations and assumed independent of electron
energy. Then the mean lifetime T of an electron in the trap, defined by rate
of thermal release = (liT) X number in traps, is given by

h3(gl/go) (Ec - lOt) )
T = I67Tm:(kT)2(J exp -kT l

J
(1)

= 3.332 X 10-12
( ~; ) (lO~Or(~:) (10-1

: cm
2

)exp ( E
e;T~t) sec
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where h is Planck's constant, k Boltzmann's constant, m the normal electron
mass, T the absolute temperature, and gl' go are the statistical weights of
full and empty traps, respectively.

The same formula applies, under analogous assumptions, to release of
holes from hole traps (see §9.3); for this case m; is replaced by the effective
mass mj, of holes, gl and go refer to states respectively with and without a
trapped hole, and Eo - Et is replaced by Et - Em the energy required to take
an electron from the top of the valence band and place it in a trap which has
previously captured a hole.

The same formula can be applied to cases where the capture cross section
is inversely proportional to the energy of the mobile charge relative to the
band edge, if for a is set the cross section for an energy kT. Similarly it can
be applied when the capture cross section is inversely proportional to the
velocity, if for a is set the cross section for a charge with the arithmetic mean
thermal speed VT = (23 /2/1T1 /2) (kT/m*)1/2.
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Chapter 26

.THE THEORY OF MAGNETISM

By J. H. VAN VLECK

Hollis Professor of Mathematical Physics and Natural Philosophy,
Dean of Applied Science, Harvard University

The following brief summary comprises some of the major formulas of
the atomic theory of magnetism. They have been selected to provide the
reader with basic relations and ones most likely to be useful for the research
student. It is hoped that the explanatory text will fill in the background
necessary for the understanding of the fundamentals. The emphasis is
entirely on the atomic or molecular viewpoint, and no attempt is made to
include domain theory, or so-called phenomena of " technical magnetiza­
tion," such as remanence, hysteresis, etc.

1. Paramagnetism

1.1. -Classical theory. Langevin's formula for the magnetic moment M
per unit volume in a field of arbitrary strength H is

M = Np.L(p.H/kT) (1)

where N is the number of atoms or molecules per unit volume, p. is the
magnetic dipole moment of the atom or molecule, and L(x) is the Langevin
function

L(x) = coth x - l/x (2)

In weak fields (i.e., p.H/kT< 1), the Langevin formula reduces to the
following expression for the susceptibility:

x = M/H = Np.2/3kT (3)

The proportionality of the paramagnetic susceptibility to the reciprocal of
the temperature constitutes Curie's law. The proportionality factor is
known as the Curie constant. According to the Langevin formula, the
Curie constant is Np.2/3k.

633
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1.2. Quantum theory. In quantum mechanics, Curie's law is valid
if the matrix elements of the magnetic moment exist only between states
whose separation is small compared with hT, and if there is a permanent
magnetic moment fL. A permanent magnetic moment signifies that' the
square of the magnetic moment has the same expectation value for all states
that possess an appreciable Boltzmann factor. If in addition matrix ele­
ments exist connecting states widely spaced compared with hT, the suscep­
tibility will contain a term independent of temperature, i.e.,

If there are matrix elements joining states separated by intervals comparable
to hT, deviations from Curie's law will occur.

a. Free atoms with multiplets wide compared with hT. In a field of
arbitrary strength, the moment is

(1)

Here J is the atom's inner quantum number, g is the Lande factor,
f3 is the Bohr magneton he/47Tmc = 0.927 X 10-20 erg' gauss-I, and B J

is the Brillouin function.

J

k MeMyjJ

M~-J

Biy) = --J---

~ k e
MyjJ

M~-J

I(2)

= 2.I +l coth (2Jy +Y) __1_ coth 2_
2J 2J 2J 2J J

The last member NrxJH of Eq. (1) is a correction term for the effect of the
matrix elements of the magnetic moment which are nondiagonal in j. It
is assumed that the Zeeman separations are small compared with the multi­
plet intervals hv(J',j), and that the latter are large compared with hT. The
explicit formula for IXJ is

where

f32 [ F(J + 1) F(J) J
rxJ = 6(2J + 1) hv(J + 1,]) - hv(J,j - 1)

F(J)= } [(S+L+ 1)2-j2][j2-(S-L)2]

(3)
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(4)

In weak fields (Jg[3H~ kT), the susceptibility is

_ Ng2J(J + 1)[32 + N,
X - 3kT rxJ

The following formulas (5) to (8) are given only for the case of weak fields,
i.e., with neglect of saturation effects.

b. Free atoms with multiplets small compared with kT.

N[32
X = 3kT [4S(S + 1) + L(L + 1)]

c. Free atoms with multiplet separations comparable to kT

(5)

(6)

Here the EJ are the energies of the various multiplet components of the
atom in the absence of a magnetic field. The subscript J is attached to the
g-factor to indicate that it depends on ].

d. Free molecules. Practically all free molecules except NO have sus­
<:eptibilities conforming to the" spin-only" formula

X = 4N[32S(S + lL + Nrx
3kT

(7)

Here Nrx is a small correction term, independent of temperature, ansmg
from the orbital magnetic moment, which is highly nondiagonal.

Nitric oxide is the standard example of a molecule that deviates from
Curie's law because the multiplets interval Llv is comparable with kT. Here

_ 4N[32 [1 - e- Z + zrzl
X - 3kT z(1 + rZ) J + Nrx (8)

hLlv 173
where z = 7?Y = r-

e. Solids of high magnetic dilution. In such solutions the paramagnetic
ions are widely separated. They are usually highly hydrated salts. Such
materials can be treated by means of a one-atom model, based on the idea
that an ion is subject to a crystalline potential V(x,y,z) which represents the
effect of the interatomic forces. Let En be the energy of a quantum­
mechanical state, including both the Stark energy arising from the crystalline
field, and the Zeeman energy caused by the applied magnetic field. The
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quantum-mechanical formula for the expectation value of the magnetic
moment of an arbitrary state n is in general,

(9)

(10)

The magnetic moment per unit volume is thus

~ (8E /8H)e-En/kT
M = - N n'-'----'-'"n'----c==--'c---=__

~ne-En/kT

In case the energy En can be developed as a Taylor's senes III H, viz.,

En = En(O) + En(l)H + En(2)H2 + ...
the expression for the susceptibility in weak fields is

(11)

In salts of the iron group, the crystalline potential largely quenches the
orbital moment, and the spin-only formula [P,q. (7) of § 1.2] is often a fairly
good approximation. Rare-earth salts at room temperatures can usually
be treated as having free atoms [Eq. (4) or (6) of § 1.2].

f. Magnetically compact solids. These require inclusion of exchange
coupling between atoms and cannot be treated on the basis of the one-atom
model. Oftentimes the exchange coupling can be approximately repre­
sented by means of a Weiss molecular field [see Eq. (1) of § 2.1].

g. Nuclear effects. Nuclear effects on the paramagnetic susceptibility
are negligible as long as the hyperfine structure is small compared with kT.

h. Spectroscopic stability. In general any interaction producing a fine
structure small compared with kT does not influence the susceptibility, which
is thus the same as if the interaction were completely absent.

2. Ferromagnetism

2.1. Classical theory. The standard model, semitheoretical, semi­
phenomenological, of ferromagnetism in classical theory is that of Weiss,
wherein the field in the argument of the Langevin-function involved in
Eq. (1) of § 1.1 is taken to be not the applied field, but rather the field aug­
mented by a "Weiss molecular field" proportional to the intensity of
magnetization. The total effective field is then

H eu = H +qM (1)
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and in place of Eq. (I) of § 1.1, one has

M = N, L [fL(H + qM)]
fL kT (2)

The Curie temperature T c is that below which spontaneous magnetization is
possible, i.e., below which Eq. (2) admits a solution with H = O. It is

(3)

For T> Te, the susceptibility, apart from saturation corrections, has the
form

(4)

2.2. Quantum theory. a. Heisenberg model. Heisenberg showed
that the origin of the Weiss molecular field is to be found in exchange
coupling. In his model each atom contains one or more uncompensated
electron spins (Heitler-London model of valence). The exchange effects
introduce an interatomic potential of the form

V = - 2 ~j >;]ijSi . Sj (1)

where Si is the spin-vector of atom i, and] ij is the exchange integral joining
atoms i and j. UsuallY]ij is assumed, for simplicity, to have a nonvanishing
value] only between adjacent atoms.

Even with this simplification, an exact analytical expression for the moment
is obtainable only in the vicinity of the absolute zero, where the so-called
Bloch spin waves can be used. In the region, i.e., ]/kT <:, 1, one has for
the special case S = t,

M = Nfi[ 1 - Ae!)3/2] (2)

where A is a constant, which assumes the valtie 0.1174 for a simple cubic
lattice.

At higher temperatures, great simplification follows from the use of the
so-called first approximation of the Heisenberg theory, wherein it is assumed
that all states of the same resultant spin for the whole crystal have the same
energy. This approximation is questionable from a mathematical stand­
point but seems to work fairly well and gives results remarkably similar to
those of the Weiss theory. In place of Eqs. (2) and (3) of §2.1 one has

M = gNSfiBs [ gSfi(~i qM) ] (3)

with q =2z7/g2Nfi2.

T = 2]zS(S + 1)
c 3k (4)
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(6)

Here Bs(Y) is defined as in Eq. (2) of § 1.2, and z denotes the number of
nearest neighbors possessed by an atom. Eq. (4) of § 2.1 is applicable with

fL2 = g2f32S(S + 1) ,(5)

More accurate analysis gives a somewhat different formula than Eq. (4)
for T e• An accurate development of the reciprocal of the susceptibility
above the Curie point takes the form

1 3k (' abc )X = g2Nf32S(S +1) T - ~ + T + 7'2 + 'fi + ...
The most extensive calculations of the series (6) have been made by
Luttinger and Brown, Domb and Sykes, and by Rushbrook and Wood.

b. Stoner's model of "collective electron ferromagnetism." The Stoner
model is the analogue of the Hund-Mulliken theory of valence, and assumes
that electrons wander from atom to atom, instead of being bound to a given
atom. Besides the intensity of the exchange coupling or molecular field,
the conduction band width enters as a disposable constant.

The free energy F, specific heat Cv , and moment M are computed as
follows from a characteristic function r.

F= NkT-kTr, C.' = o~rkT2(~~)J,
The Stoner expression for r is

M=kT(or)
oH '7

(7)

} (8)
+ f: V(E) In [1 + e'7-<eHMf3+f3H )/lcT]dE

Here V(E) is the number of states in the interval E, E+ dE. The constant YJ
is given in terms of the number of atoms N per unit volume by the relation

N = (orjoYJ)y (9)

2.3. Anisotropic effects. These effects, and phenomena such as
hysteresis, remanence, etc., are not included in the Heisenberg or Stoner
models. Most of these subjects belong to the domain theory of magnetism.
The phenomenological energy of anisotropy for a cubic crystal has the from

EanisotrOpy = K&:XI2CX22 + cxl
2CX 3

2 + cx 3
2CX22) + K2(CXI2CX22CX32) (1)

where CXI ' CX2' CX3 are the direction cosines of the intensity of magnetism relative
to the principal cubic axes. The anisotropy constants K I , K 2 have their
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origin presumably in spin-orbit interaction, but their theory IS at present
none too satisfactory.

2.4. Antiferromagnetics. For ferromagnetism it IS necessary that the
exchange integral J be positive. If instead it is negative and sufficiently
great in magnitude, antiferromagnetism can occur. This is substantially
a form of paramagnetism rather than of ferromagnetism, since the suscep­
tibility is relatively small and depends little on field strength. There is a
Curie point T c at which the susceptibility is a maximum. Below this Curie
temperature there is an antiparallel or staggered ordering of the spins, whence
the name antiferromagnetism arises. With simple models, the susceptibility
at T = 0 is two-thirds of that at the Curie point

XT~o = ixT~Tc (1)

If approximations analogous to those of the Weiss field are employed, the
formula for the susceptibility above the Curie point is

g2Nf32S(S + I)
X = . 3rT + cTJ- (2)

The value of the constant c is 1 if one includes only coupling between nearest
atomic neighbors, but Neel and Anderson showed that with other, more
complicated models, which come closer to reality, c can be as high as 5.

3. Diamagnetism and Feeble Paramagnetism

3.1. Classical theory of diamagnetism. The Langevin-Pauli formula
for the diamagnetic susceptibility of an atom is

X = - Nt!' L,:;2 (1)
6mc2 "

where the bars denote the time average and the summation is over all the
electrons in the atom.

3.2. Quantum theory of diamagnetism. a. Atoms. Equation (I)
of § 3.1 still holds as long as one is dealing with isolated atoms, e.g., a mon­
atomic gas.

b. Molecules. For a nonmonatomic molecule, the expression for the
diamagnetic susceptibility is

X = - Ne
2

2
k r,2 + 2N k 1 [Lz(n ;n') 1

2
(1)

6mc n' En' - En

Here [Lz(n ;n') is an off-diagonal matrix element of the molecule's magnetic
moment along the z axis, which we take as the direction of the applied field.
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The summation over n' in Eq. (1) is over all the excited states of the molecule.
We have supposed the ground state to be nondegenerate. If there is
degeneracy, Eq. (1) should be averaged over the different states n associated
with the degeneracy. '

c. Free electrons. Landau's formula for the diamagnetism of free con­
duction electrons is

x = - 47f2(~7T~f/3
Classical theory would give instead X = O.

(2)

3.3. Feeble paramagnetism. A common kind of magnetic behavior
may be termed feeble paramagnetism, wherein the susceptibility is con­
siderably smaller than that given by Langevin's formula and substantially
independent of temperature. Feeble paramagnetism can be due to one of
three causes.

a. Atoms or ions with matrix elements of magnetic moment existing between,
and only between, states whose separation is large compared with kT. This
represents simply a preponderance of the second or paramagnetic part of
Eq. (1) of § 3.2 compared with the first term, so that the expression is positive.

b. Inhibition of the alignment of the spin of conduction electrons by the
Fermi-Dirac statistics. According to Boltzmann statistics, free conduction
electrons would have a strong paramagnetism because of their spin. Pauli
showed that with the actual or Fermi-Dirac statistics, the resulting para­
magnetism is, except for sign, three times the expression (2) of § 3.2, i.e.,

X = gt2(N;2f/3 (1)

The total susceptibility hence has a value two-thirds as great as that given
in Eq. (1).

c. Antiferromagnetism. The susceptibility of an antiferromagnetic IS

small and sensibly independent of T if To ~ Tin Eq. (2) of § 2.4.
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PHYSICAL CHEMISTRY
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I. Chemical Equilibrium

1.1. Equilibrium constant or " mass action law." If the chemical
reaction

aA + bB + ... = mM + nN + ...
is at equilibrium, then

(PM)m(PN)n = K
(PA)a(PB)b p

(XM)m(XN)" = K
(XA)a(XB)b ... x

(1)

(2)

(3)

where K p is the equilibrium constant in pressure units; Pi is the partial
pressure of the substance i, in atmospheres; K x is the equilibrium constant
in mole fraction units; Xi is the mole fraction of substance i; K c is the equi­
librium constant in concentration units; C i is the concentration of substance i,
in moles per liter. Pressure units are customarily used for equilibrium
constants involving gases, though it is possible to use mole fractions or
concentrations for gases. Either mole fractions or concentrations may be
used for reactions in solution; for reactions in aqueous solution, concentra­
tions are usually used. For a reaction involving both gases and solutions,
both pressure units and concentration units may be used in the same equili­
brium constant. The concentration of pure solids and pure liquids is taken
as unity, and the corresponding factors omitted from the equilibrium con­
stants.

641
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The constants K p , K x , and K c are approximately independent of con­
centrations. See also ChaptersJO and 11.

1.2. Equilibrium constant from calorimetric data.

(1)

where Mo is the standard free energy change of the reaction, i.e., the free
energy change for all reactants at one atmosphere partial pressure (for K p ),

or unit mole fraction (for K x ), or one mole per liter (for K c); tJ..So is the
corresponding standard entropy change; tJ..Ho is the standard enthalpy
change. When tJ..Fo is in calories per mole, R is 1.9865 calories per mole
degree.

Since tJ..Ho is the heat absorbed by the reaction at constant pressure, it can
be measured calorimetrically. Alternatively, tJ..Ho can be obtained by alge­
braic addition of heats of combustion of the several reactants, or of their
heats of formation from the elements.

Here tJ..So can be computed from the tabulated standard entropies of the
several reactants,

The individual standard entropies are obtained from

(2)

where Cp is the heat capacity at constant pressure, and tJ..Htr is the heat of a
phase transition occurring at temperature T tr .

If the quantities tJ..Fo, tJ..HO, and !1So are known at one temperature and
pressure, but required at another temperature or pres~ure, they can be cal­
culated with the thermodynamic relations,

(atJ..F) = -tJ..S (i3!J..F) = tJ..V

IaT p , ap T

( atJ..H) ( atJ..H) = tJ..V - TCtJ.. TT) (3)----aT p = tJ..Cp , oP T aT p

j( atJ..S) = tJ..Cp ( i3!J..S) = _ (atJ..V)
aT p T' ap T aT ,P
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(1)

1.3. Equilibrium constant from electric cell voltages. The relation
between the voltage of a cell and the free energy of the cell reaction is

flFo RT (CM/'M)m(CNYN)n ...
E = - - - -- In --c--,--------c-----neF neF (CAYA)G(CBYB)b ...

where ne is the number of electrons flowing when the chemical reaction
proceeds as written, and F is Faraday's constant, 23,059 calories per electron
volt. vVhen all reactants are in their standard states, the last term vanishes
and

/lF0

EO= -- (2)
neF

where EO is the" standard potential" of the cell. The equilibrium constant
is given by

K = ene~ ,"/RT (3)

At 250 C, this becomes

1.4. Pressure dependence of the equilibrium constant

Kp__' = e-tJ.V(P,-P,l/RT
KP1

(4)

(1)

where flV is the molal volume change of the reaction, not including the
volume of any gases consumed or produced. If flV is in cubic centimeters and
P2 - PI is in atmospheres, R is 82.07 cc atm per deg. Because flV is
usually small, the pressure dependence of most equilibrium constants is small.

1.5. Temperature dependence of the equilibrium constant

K = etJ.S"/R-tJ.H"/RT (1)

Since flSo and flHo are only slowly varying functions of temperature, they
may be treated as constant over a moderate temperature interval. The form

flSo flHo
InK= - -- (2)

R RT

shows that a graph of In K against liT will be almost a straight line.
valent expressions are

Equi-
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(4)}1:180 = 4.57(T2 10g K 2 - T1log Kl~

T2 - T1

A graph of the left-hand side of the following equation against liT gives a
perfectly straight line, whose slope is I:1HoToIR.

If the equilibrium constant is K 1 at T1 and K 2 at T2 , then the average values
of I:1Ho and 1:18° in this temperature interval are

I:1Ho = 4.57T1T2 10g (K2IK1)

T 2 -T1

1 fT 1 fT 1:18
0

To I:1HoToIn K - - I:1C dIn T +~ I:1C dT = -- -~-
R To 1> RT To 1> R RT (5)

2. Activity Coefficients

2.1. The" thennodynamic" equilibrium constant. The equili­
brium constants K1>' K"" or K c actually vary somewhat with concentration.
To keep them truly constant, we can use" activities" instead of concentra­
tions, each activity being a concentration multiplied by an " activity coef­
ficient," y.

(1)

(XMYM)m(XN}/N)n = K
(XAYA)a(XBYB)b '"

(2)

(3)

Such equilibrium constants are called "thermodynamic" or "activity"
equilibrium constants, and sometimes written K a• The y's are functions of
concentration, which vary so as to keep the Ka's exactly constant.

2.2. Thennodynamic interpretation of the activity coefficient

(1)

The activity coefficient can be calculated from the difference between the
free energy of the actual substance and that of an ideal substance at the
same concentration. This is sometimes called the" excess" free energy,
I:1FE•
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(1)

2.3. Activity coefficients of gases. The ideal gas is taken to be one
which obeys the law PV = RT. The activity coefficient of a real gas is

JP(PV )dP
oRT -1 P

y=e

The integral can be evaluated graphically from the P-V-T data for a gas.
Alternatively, the integral can be evaluated analytically, with the aid of an
empirical equation of state for the gas. Some of these are listed below.

also

or

a. van der Waals, 1873 :

(p + ;2) (V - b) = RT

b. Dieterici, 1899:

Pea /RTV( V - b) = RT

c. Berthelot, 1907:

PV 9 PT I T2
)

RT = 1 + 128 . PcT \1 - 6 T~

d. Kamerlingh Onnes, 1901 :

e. Keyes, 1917:

[p+ (V~f)2] (V-br"-/V)=RT

f. Beattie and Bridgeman, 1927-1928 :

Ao ( a ) RT( C) (. bB)P + 112 1 - V = 112 1 - VTS V + B - V

(1)

(2)

(3)

(4)

(5)

l (6)

J

(7)

(8)
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g. Benedict, Webb, and Rubin, 1940 :

PV V3 ( C)
RT= 1 + RT RTB-A-]'2 (9)

where
b

B= Bo+ V

C = Co - ~ (1 + ;2 )e-y/V2

The activity coefficient calculated from the Kamerlingh Onnes equation of
state (" virial equation ") is

I _ BP (C - B2) (~)2 (D - 3BC + 2B3)(J:_)3
n y - RT + 2 RT + 3 , RT. + ... (10)

2.4. Activity coefficient from the" law of corresponding states."
The law of corresponding states, which is obeyed fairly well by most gases,
says that VIVe is a universal function of PIPe and TITe, where Ve, Pc, Te are
the critical volume, pressure, and temperature. For gases which obey this
law, y likewise is a universal function of PIPe and TITe. Consequently, a
single graph can be prepared, giving y as a function of PIPe, for various values
of TITe (e.g., Newton, 1935). This is an extremely convenient method
for evaluating y for any gas whose critical constants are known.

2.5. Activity coefficients of nonelectrolytes in solution. If the
pure liquid is taken as the standard state, an ideal solution is one whose
components obey Raoult's law,

(1)

where P; is the vapor pressure of substance i, P~ its vapor pressure when
pure, and X; its mole fraction. The activity coefficient of component i in a
real solution is given by

(2)

The partial pressures P, and P~ should also be multiplied by the appropriate
activity coefficients for the gases, but this is usually a negligible correction.
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Sometimes the infinitely dilute solution of component i is taken as its
standard state; in this case, an ideal solution is one which obeys Henry's law,

where kH is " Henry's-law constant" for that component. (Henry's law
can also be written for various other concentration units.) The activity
coefficient is then given bv

where

Pi = kHYiXi (4)

kH = lim (Pi/Xi)
X i-" 0

2.6. The Gibbs-Duhem equation. The activity coefficient of a non­
volatile component can be computed, if the activity coefficient of the volatile
solvent is known over the whole concentration range, by integrating the
relation

~ xjd In (YjXj) = 0
j

(Gibbs 1876, Duhem 1886, Margules 1895, Lehfelt 1895).
component system this becomes

(1)

For a two-

(2)

2.7. The enthalpy of nonideal solutions. For an ideal solution, there
is no heat of mixing, and !1HE is zero for all components. For nonideal
solutions, the heat of mixing is given approximately by the van Laar (1906),
Hildebrand (1927), Scatchard (1931) equation,

!1HE
= (0 2 - (1)2(X1V1 + X2V2)~1~2 (1)

where 0 is a quantity called the" solubility parameter," x is the mole frac­
tion, V the molal volume, and ~ the volume fraction of the substance in
question. The excess enthalpy for an individual component, !1R~, is

(2)

and !1R: is given by the same equation with subscripts interchanged. For
many solutions, called" regular" solutions, the entropy of solution is ideal,
and for these the activity coefficient is

Yl = e[(b2-61)2V1/RT]~i

for component I, the subscripts being interchanged for component 2.

(3)
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The solubility parameter, 8, for a substance is given by

(4)

where I.i.Evap is the energy change of vaporization of the pure liquid at the
temperature in question, and V is the molal volume of the liquid. Solubility
parameters for a number of liquids have been tabulated by Hildebrand and
Scott (1950).

2.8. The entropy of nonideal solutions. For ideal solutions, the
entropy change of mixing is

I.i.S
- R = Xl In Xl + x2 In x2 (1 )

For solutions of molecules of different molal volume, the entropy change
of mixing is given approximately by the Flory (1941\, Huggins (1941)
equation,

(2)

For an individual component, the entropy of mixing is

I.i.SI .J..J.
- ~ = In'f'l + 'f'2(1 - VlfV2)

(3)

and the excess entropy is

-E

- 1l:1 = 1>2( I - VlfV2) + In [1 -0/2(1 - VlfV2)] (4)

For a solution with no heat of mixing, the activity coefficient is

YI = [1 -0/2(1 - VlfV2)]e~2(l-Vl/V2) (5)

The same equations, with subscripts interchanged, hold for the other com­
ponent.

These equations were first derived to apply to solutions of high polymers,
where the difference in molal volumes of solvent and solute are very great.

If the components have different molal volumes, and there is also a heat
of mixing, the Flory-Huggins and the van Laar-Hildebrand-Scatchard
equations are combined.

2.9. The activity coefficients of aqueous electrolytes. These are
usually obtained by applying the Gibbs-Duhem equation (§ 2.6) to the activity
coefficient of the water. The latter can be measured through its vapor pres­
sure, or its freezing point or boiling point. To obtain activity coefficients



§ 2.10 PHYSICAL CHEMISTRY 649

kp = lim (~T/C)
C->O

from freezing points, we first define the" freezing point depression constant,"
kF , by

where ~T is the freezing point depression and C the molal concentration
of solute. Then the expected freezing point depression for any concentration
is kFC. We define j as the fractional amount by which the expected freezing
point depression exceeds the actual depression, j = (kFC - 6.T)/kFC.
Then the activity coefficient of the solute is

- In Y = j + rc jd In C
.0

(1)

(2)

The activity coefficient of an electrolyte can also be determined from the
voltage of an electrical cell.

E = _ 6.F~ _ RT. In (C_l\P'M)m(CNYNln .

neF neF (CAYA)a(CBYB)b .

Here 6.Fo is evaluated by a suitable extrapolation of the cell voltage to infi­
nite dilution, where all Y's become unity.

The activity coefficient of a single ion cannot be measured; what is actually
measured is the " mean activity coefficient" which is often written Y± to
emphazise this fact.

(3)

where Vi is the number of ions of species i, whose true activity coefficient
IS Yi.

2.10. The Debye-Hiickel equation. The actlVlty coefficient of a
single ion is given approximately by the equation due to Debye and Huckel
(1923),

where

(1)

Here e is the charge of the electron, D the dielectric constant of water, k
Boltzmann's constant, N Avogadro's number, and z the charge of the ion.
The quantity fL is called the "ionic strength." At 25° C, the activity
coefficient of a single ion is

(2)
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(3)

and the mean activity coefficient is

~ V·Z·
2

• r
- log y == = 0.509 ~;i ' V fL

The corresponding mean excess free energy, excess enthalpy, and excess
entropy of an ion are, at 25° C,

calories per mole

calories per mole (4)

"S-E± -_ - 1.12 ~;'v,z.l . I;; I' I du ~ V r ca ones per mo e egree,
The Debye-Hiickel equation is applicable only to very dilute solutions.

An extended equation, good to somewhat higher concentrations, is

-1 - ~.509(~ ViZi2/~ Vi)vr,;, + BIl
ogy±- I+AVfL r

where A and B are adjustable parameters.

3. Changes of State

(5)

3.1. Phase rule. If p is the number of phases in a system at equili­
brium, c the number of components, and! the number of degrees of freedom,
Gibbs' " phase rule" is

p+!=c+2 (1)

3.2. One component, solid-solid and solid-liquid transitions.
Solid phase transitions and melting occur sharply at a temperature Tiro

which can be evaluated from thermal data :

(1)

The dependence of the transition temperature on pressure is given by the
Clausius-Clapeyron equation,

dT ~V

dP ~S
(2)

where ~V is the volume change of the transition, and ~S its entropy change.
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3.3. One component, solid-gas and liquid-gas transitions. The
partial vapor pressure of a pure liquid or solid is

P = edSoIR-dH"/RT (1)

where !1So is the standard entropy change and !1Ho the standard enthalpy
change of the process. Since !1So and !1Ho are only slowly varying functions
of temperature, the vapor pressure is given approximately by

B
10gP= A- 1'

and to a somewhat better approximation by

B
log P = A - l' + Clog T

(2)

(3)

The partial pressure P in these equations ought to be multiplied by the
activity coefficient of the gas, but this is usually a negligible correction.

The dependence of vapor pressure on total pressure is

Pat total pressure p.

Pat total pressure Pi
(4)

where Vliq is the molal volume of the liquid.

(2)}RTA2MA
or !1T = !1H

A
01000 CB = kFCB

where TA is the melting point of the solvent, !1H1 its molal heat of fusion,
and M A its molecular weight; xB is the mole fraction of solute, and CB the
molal concentration of solute.

The eutectic temperature, which is the temperature at which both solids
coexist with solution, can be calculated from the general solubility equations
for both components, and the additional condition that xA + XB = 1.

3.4. Two components, solid-liquid transition. The general equa­
tion for the solubility of a solid in a solution, or, what amounts to the same
process, the freezing of one component out of a solution, is

xAYA = edSoA/R-dH"A/RT (1)

where xA is the mole fraction in solution of that substance which is also
present as solid, YA its activity coefficient in the solution, !1S1 its entropy
of fusion and !1H1 its enthalpy of fusion.

For dilute solutions, the freezing-point law takes the approximate form

RTA 2
!1T= --~XB

!1HAo
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The solubility of an electrolyte, which on dissolving gives a ions A and b
ions B, is given by

} (2)

3.5. Two components. liquid-vapor transition. The partial pressure
of each component of a solution is given by

P~ = P~ = et:,.S°AIR-f>.Ho,IRT (1)
xAYA

where YA is its activity coefficient in the solution, and Lls1 and LlH1 its
entropy of vaporization and enthalpy of vaporization, respectively.

The boiling point of a solution is the temperature at which PA + PB = 1.
The boiling point of a mixture of two mutually insoluble liquids is the tem­
perature at which P~ + P~ = 1. The vapor composition at the boiling
point is xA = PA' x B = PB•

If a nonvolatile solute is dissolved in a volatile solvent, the approximate
hoiling-point elevation in dilute solution is

RTA 2
LlT= -- -XB

-LlHAO

or
RTA2MA

LlT = -LlHAo 1000 CB = kBCB

where TA is the boiling point of the solvent, LlH1 its molal heat of vaporiza­
tion, and M A its molecular weight; XB is the mole fraction of solute, CB its
molal concentration.

If x is the mole fraction of one component in the solution, and y the mole
fraction of that componeat in the vapor phase, then Rayleigh's equation
(1902) for differential distillation is

lnf= IX~
x.y - X

(3)

where f is the fraction of the liquid remaining unvaporized when the solution
composition has gone from Xo to x.

3.6. Liquid-liquid transition. If there are two liquid phases, the
general condition for equilibrium is that the activity of any component must
he the same in both phases.

XAYA = XA'YA'

XBYB = XB'YB'
(1)
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The temperature at which a binary solution separates into two liquid
layers, the" consolute temperature," is given approximately by

(2)

where 01 and 02 are the solubility parameters of the two pure components
(see §2.7).

3.7. Osmotic pressure. The general expression for osmotic pressure is

(1)

where IT is the osmotic pressure, Xl the mole fraction of solvent in the solu­
tion and Yl its activity coefficient there, and VI its molal volume. (The
effect of pressure on the molal volume has been disregarded.) If IT is in
atmospheres and VI in cubic centimeters, R is 82.07.

For very dilute solutions, the osmotic pressure law takes the approximate
form (van't Hoff's law)

(2)

(1)

3.8. Gibbs-Donnan membrane equilibrium. Two solutions are
separated by a semipermeable membrane; in one of them is a concentration
CR of an ionic salt AR, the ion R being unable to penetrate the membrane;
the solutions also contain a total concentration CB of a freely diffusi ble
ionic salt AB. If we denote by CB' the concentration of diffusible salt which
at equilibrium is in the solution containing AR, and by CB" the concentration
of diffusible salt in the other solution, the equilibrium condition is

(CB')(CB' + CR)(y±')2 == 1
(CB")2(y ± ")2

For the special case where the activity coefficients are unity, this becomes

(2)

4. Surface Phenomena

4.1. Surface tension. The surface tension, y, 1S defined as the free
energy of formation of unit surface area,

dF=yda (1)

It is usually measured in ergs per square centimeter (dynes per centimeter).



654 PHYSICAL CHEMISTRY § 4.2

4.2. Experimental measurement of surface tension

a. Capillary rise
y = tgh(p - Po)jcos e (1)

where g is the acceleration of gravity, h the capillary rise, p the liquid
density, Po the density of the vapor above it, and e the contact angle. For
a liquid which wets the capillary wall, the contact angle is zero.

b. Bubble pressure. The pressure increment across a curved surface,
of radius of curvature r, is

!:1P= 2yjr (2)

The maximum pressure sustained by a bubble forming at depth h in a liquid
is

!:1P = 2yjr + gh(p - Po) (3)

The differential pressure in a " soap bubble," which has two surfaces, is

c. Ring tensimeter
!:1P= 4yjr

y = Ffj47TY

(4)

(5)

where f is the force sustained by the ring, whose radius is r, and F is a cor­
rection factor which lies between 0.75 and 1.02 (Harkins and Jordan, 1930).

d. Drop weight
y= F'mgj4r (6)

where m is the mass of a drop, r the outer radius of the tube from which it
falls, and F' a correction factor which is approximately unity, but is a function
of Vjr3 (Harkins and Brown, 1919).

e. Hanging drop. The shape of the drop is measured photographically,
and

(7)

where de is the diameter of the drop at its equator, and H is a factor which
is a function only of the ratio of de to the drop diameter at a distance de from
its bottom (H has been tabulated by Andreas, Hauser, and Tucker, 1938).

4.3. Kelvin equation. The vapor pressure P of a drop of liquid of
radius r is

1 ~_2y.~
n po - r RT (1)

where po is the vapor pressure of the liquid in bulk, and V is its molal volume.
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4.4. Temperature dependence of surface tension. Since surface
tension is a free energy change, it can be expressed in terms of the corre­
sponding enthalpy and entropy changes,

y = !.lh - T !.ls (1)

where !.lh is the enthalpy of surface formation per unit area, and !.ls the
entropy of surface formation per unit area. These are slowly varying
functions of temperature, so surface tension is approximately a linear function
of temperature.

Empirical equations which reproduce the surface tension over a wide
range of temperature include

y(V?13 = 2.l2(Tc - T - 6) (2)

where V is the molal volume and T c the critical temperature (Eotvos 1886,
Ramsay and Shields 1893).

(3)
(McLeod, 1923.)

(4)

where n is approximately 1.21 and Yo approximately 4.4 Tc1Vc2/3 (Guggen­
heim, 1945).

4.5. Insoluble films on liquids. If the "surface pressure," 7T, is
y pure liquid - y, and the surface area per molecule (i.e., total area divided by
number of molecules) is a, then the equation of state for a very dilute or
" gaseous " layer is

7Ta = kT

where k is Boltzmann's constant. For a " condensed" layer,

a=a-bTr

approximately, where a and b are suitable constants.

(1)

(2)

4.6. Adsorption on solids. a. Langmuir isotherm (l916):

V KP
V;; l+KP (1)

where V is the volume (at standard conditions) of gas adsorbed per unit
amount of solid, VM the volume adsorbed at saturation, P the partial pressure
of adsorbate, and K a suitable constant. The Langmuir isotherm can be
derived on the assumption that the adsorbed substance occupies a mono­
layer, and that the surface is energetically uniform.
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(2)

b. Brunauer-Emmett-Teller isotherm (1938) :

V KP/Po

VM (1 - PjPo) (1 - P/Po + KP/po)

where Po is the vapor pressure of the adsorbate in the liquid state. The
B-E-T isothenn can be derived on the assumption that the adsorbed sub­
stance builds up multilayers, the surface being energetically unifonn.

c. Harkins-Jura isotherm (1946) :

lfV2 = A - Bin P (3)

where A and B are suitable constants. The Harkins-Jura isotherm can
be derived on the assumption that the adsorbed substance is a " condensed
monolayer."

d. Freundlich isotherm (1909) :

V
-= Kpn (4)
VM

which has been extended by Sips (1949) :

V (KP)n
V

M
= l+-KP (5)

The Freundlich-Sips isotherm can be derived from the assumption of mono­
layer adsorption on a nonunifonn surface characterized by an exponential
distribution of adsorption energies. As written here, these adsorption iso­
therms apply to the adsorption of gases. Equations of the same form, using
concentrations instead of pressures, apply to adsorption from solution.

(1)

4.7. Excess concentration at the surface. The Gibbs adsorption
equation (1878) gives

dy-RTr =---
2 dIn X 2

where r 2 is the excess concentration of solute at the surface.

(1)
1.467

y = YH.O + 1.0124C log -6-
(Onsager and Samaras, 1934).

4.8. Surface tension of aqueous electrolytes. For a one-one
electrolyte of molal concentration C in water at 25° C, the surface tension
is approximately

4.9. Surface tension of binary solutions. According to a theoretical
treatment which regards the surface as a monolayer (Schuchowitzky 1944,
Belton and Evans 1945, Guggenheim 1945),
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(I)

, x l e-Y1<1!kT

and Xl = xle-y~licT+ xi~2<1!kT (2)

where Xl and X 2 are mole fractions in the bulk solution, Xl' and x2' are surface
mole fractions, and YI and Y2 are the surface tensions of the pure liquids;
(]' is the cross-sectional area of a molecule (taken as identical for the two
species). All activity coefficients have here been assumed to be unity.

5. Reaction Kinetics

5.1. The rate law of a reaction. The rate of a chemical reaction, as
measured by the rate of disappearance of one of its reactants or appearance
of one of its products, is in general proportional to the concentration of one
or more of its reactants.

(1)

This expression is called the " rate law" for the reaction, and kr is the
" specific rate" or " rate constant." The concentration of a substance may,
of course, appear in the rate law to a higher power than the first. The
substances whose concentrations appear in the rate law are not, in general,
exactly identical with those which appear in the balanced equation for the
reaction, so it is necessary to determine the rate law by experiment.

5.2. Integrated forms of the rate law. For rate laws involving only a
single substance, the integrated forms of some of the simple rate laws are:

dC C kot
Zero order --=ko -=1--

dt Co Co
----

!order
dC

~ = (' 1 - k
lj2

t r- - = kl!zCI!Z
dt Co 2Col{Z

dC C
First order --- = klC _ = e-klt

dt Co

! order
dC C 1- - = ka!.ca!.

Co ( 1 + Colj~ka!.t)'dt

Second order dC C
--- = k.C'

Co 1 + Cok.tdt
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5.3. Half-lives. For rate laws involving only a single substance, the
time to half reaction is

Zero order:

torder:

First order;

! order:

Second order:

t1l2 = Gj2ko
t1 2 = (2 - 2112)Gl/2jkl/ 2
t1l2 = (In 2)jk1

t1l2 = (81 /2 - 2)jGOl/2k1/ 2
t1/ 2 = IjCok2

(1)

5.4. Integrated fonn of rate law with several factors. If the rate
law is - dGAjdt = krGA CBGC •.. and the chemical reaction is such that it
consumes a molecules of A for b molecules of B for e molecules of C, etc.,
we write x for the fractional extent of reaction of A, and obtain

Ix adx -kt
o (GOA -ax) (GOB -bx) (Goc -ex) ... - r

where the integral can readily be evaluated by partial fractions.
If the concentration of one substance in a reaction mixture is much smaller

than all other concentrations, the others may be taken as constant in inte­
grating the rate law. This is the basis of the experimental technique known
as " isolation" or " flooding."

5.5. Consecutive reactions. If a reaction proceeds m two successive
steps,

A-+B-+C

the first reaction being kinetically first-order with specific rate k1 and the
second reaction kinetically first-order with specific rate k2 , and the initial
concentration of A is GOA' the initial concentration of Band C being zero,
then the integration of the rate laws gives

G k
~ = _~_1__ (e-kr t _ e-k.t)
GOA k2 - k1

Gc k2(1 - e-krt) - k1(1- e-k2t)

COA k2 - k 1

If either or both of the reaction steps is kinetically second-order, the rate
laws can also be integrated (Chien, 1948).
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(2)

5.6. Multiple-hit processes. The destruction of bacteria by a chemical
agent is kinetically first-order (" logarithmic order of death "), but for
higher organisms the destruction of more than a single vital spot or cell is
supposedly necessary to kill them. If N hits are necessary, each individual
offering just N targets, then the fraction of individuals surviving at time t is

1 - (1 - e-kt)N (1 )

If N hits are necessary, each individual offering an infinite number of targets,
the fraction of individuals surviving at time t is

[
k2t2 k3t3 (kt)N-l ]

e-
kt

1 + kt + 2f + 3T + ... + (N _ 1)!

In these equations k is the first-order specific rate for a single hit.

5.7. Reversible reactions. If the rate of a reaction in one direction
is written as kiCf ) , where the notation (Ct ) is understood to indicate the
product of concentrations which is the rate law for that reaction, and the rate
of the reverse reaction is similarly kb(Cb), then

and
(Cf ) 1
(C-;) (K)

(1)

(2)

(2)

where K is the numerical value of the equilibrium constant for the reaction,
and (K) is the ratio of concentrations which is the equilibrium constant
expression.

5.8. The specific rate: collision theory (Arrhenius, 1889). The
specific rate for a bimolecular gas reaction is

k r = Ze-E1RT (1)

where Z is the" collision number" or " frequency factor," and E is the
" activation energy." A graph of log kr against 1jT gives a nearly straight
line.

From the kinetic theory of gases, the collision number for two molecules
of mass m and diameter a is

a 2 (477) 1/2Z = -- -- 1015 mole liter-1 sec1 atm-2

NkT mkT

If the molecules are of diameters al and a2, a is taken to be (a1 + a2)j2; if
the molecules have masses ml and m2 , the effective mass is
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(1)

5.9. The specific rate: activated complex theory (Eyring, 1935).
The specific rate for any reaction is

k = kT e!>.S'*IRe-!>.H'*IRT
r h

where k is Boltzmann's constant, h is Planck's constant, and AS40 and AH40
are the standard entropy and enthalpy of forming the" activated complex"
from the original reactants. At 25° C, the factor kTjh is 6.21 X 1012 secl •

The entropy of activation, AS4o, can sometimes be computed a priori by
the methods of statistical mechanics, and it can often be estimated approxi­
mately by analogy with the entropies of known molecules.

For a unimolecular decomposition, the entropy of activation is near zero,
so the frequency factor is expected to be of the order of 1013 sec-I. For a
bimolecular gas reaction, the activated complex theory can be shown to
lead to just the same equation the collision theory does.

5.10. Activity coefficients in reaction kinetics. The relation
between the observed specific rate kr and the specific rate k~ for an ideal
solution is (Bmnsted 1922, 1925, Bjerrum 1924)

k = kOY~YBYC--"-"-"- (1)
r r y9=

For the reaction of an ion of charge Z A with another ion of charge ZB' the
Debye-Hiicke1 equation for activity coefficients leads to

log kr = log k~ + ZAZB~ (2)

at 25° C, for dilute solutions.
If two neutral reactants combine to form an activated complex of radius r

and dipole moment"., 4o, a formula of Kirkwood (1934) for the activity coef­
ficient of a dipole in an electrolyte of ionic strength"., is

41TNe4 ".,"'2
-In Y'* = lOOOD2k2T2 • -r-"" (3)

For water at 25° C, r measured in Angstmm units and"., oj; in Debye units,

*2
logk = 10gkO + 0.002381.:.-"., (4)

r r r

For the reaction of an ion of charge zA with one of charge ZB' the depen­
dence of the specific rate (extrapolated to zero ionic strength) upon dielectric
constant is approximately

e2z Z
In kr = constant - A B (5)

DrkT
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5.11. Heterogeneous catalysis. The rate of a surface-catalyzed
reaction, per unit surface area, is often described satisfactorily by

a. A semi-empirical equation of the Freundlich type,

where the exponents ex and f3 are arbitrarily chosen to fit the data; or

b. An equation of the Langmuir type,

kAPA)(PB)(Pc) ...
rate = ---

1+ KA(PA) + KB(PB) + ...

(1)

(2)

(1)

where the product in the numerator includes the concentrations of those
substances which make up the activated complex, and the summation in the
denominator extends over all those substances which are adsorbed on the
surface.

5.12. Enzymatic reactions. An enzyme and its substrate often com­
bine to form a relatively stable intermediate (" Michaelis complex," Michaelis
and Menten, 1913) previous to the enzymatic reaction itself. The corre­
sponding rate law is

d (substrate) k ( ) (substrate)- - - enzyme ---=;--;--;--'---------,-

dt - r 1 + K m (substrate)

where K m is the equilibrium constant for the formation of the Michaelis
complex. Many enzymes can be reversibly denatured into forms which
are catalytically inactive; if K d is the equilibrium constant for the dena­
turation reaction,

kO
k = __r __

r 1 + K d

and the temperature dependence of the rate is given by

(2)

(3)
(kTfh)eAS=lr-IR-t::.H=lr- RT

k r =--
1+ et::.S,lIR-t::.HdoIRT

As this equation indicates, the rate of an enzymatic reaction normally in­
creases with temperature at low temperatures, passes through a maximum,
and decreases with temperature at high temperatures.

5.13. Photochemistry. The law of photochemical equivalence (Stark
1908, Einstein 1912) states that one quantum of active light is absorbed per
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molecule of substance which disappears. The rate of the photochemical
primary process is, accordingly, proportional to the intensity of light absorbed.

(1)

The absorption of light can be measured by direct actinometry, or computed
from the Lambert-Beer law,

labs = 10(1 - e-aCx ) (2)

5.14. Photochemistry in intermittent light. If a reactant is photo­
dissociated into two radicals, which can recombine by a bimolecular process
to form the original reactant

(1)

and it is possible to measure the average concentration of R within a constant
factor (e.g. by a chemical reaction of R), the use of intermittent light permits
the determination of the mean lifetime of a radical R. Write p for the ratio
of dark period to light period, and t for the ratio of light period to mean life
of R under steady illumination. Then the ratio of the average concentration
of R under intermittent illumination to the concentration of R under steady
illumination is (Dickinson, 1941)

1 I I [ pt ] IF+-I \ I + t In 1 ~ + 2(pt + tanh t)/(pt tanh~- ,

I, 1 + VI + 4J(pt tanh t) + 4/(p2t2
) )

6. Transport Phenomena in the Liquid Phase

(2)

6.1. Viscosity: definition and measurement. The viscosity 7J IS

defined as the shear stress per unit shear rate,

f
Tj = dx/dt

Methods for its measurement include:

a. Concentric-cylinder viscometer

(1)

(2)

where L is the measured torque, w is the angular velocity of the rotating
cylinder, h the height of the cylinders, and r1 and r2 their respective radii.
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b. Capillary flow
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(3)

where U is the volume rate of flow of liquid through the capillary, 1its length,
r its radius, and P the pressure difference (Poiseuille, 1844).

c. Falling ball

(4)

where v is the terminal velocity of the sphere falling through the liquid, g the
acceleration of gravity, r the radius of the sphere, and /).p the difference in
density between sphere and liquid (Stokes, 1856).

d. Fiber method (used for glass)

mg
7J = 37Tr2V (5)

where V is the fractional rate of extension of a fiber, of radius r, which is
loaded by the mass m.

6.2. Diffusion: definition and measurement. The diffusion coef­
ficient'D is defined as the quantity of solute diffusing across unit area in unit
time per unit concentration gradient (Fick, 1855).

'D = _ aniat (1 )
A oclox

Methods for its measurement include:

a. Diaphragm cell method. Two stirred solutions are separated by a
porous diaphragm; the initial concentration difference IS /).Co, and after
time t the concentration difference is /).Ct•

(2)

where Ci is a cell factor.

b. Sheared boundary method. At zero time, a solution of concentration
C1 and a solution of concentration Co are brought into contact along a plane
boundary. The differential equation governing the one-dimensional dif­
fusion (Fick's second law) is

(3)
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whose approximate solution for the stated boundary conditions is

de = CI ~ Co_ e-x2j2'Dt (4)
dx 2V7TCJJt

6.3. Equivalent conductivity: definition and measurement. The
equivalent conductivity of an electrolyte is defined as

A=~
c

(1)

where K is the specific conductance in mho per centimeter, and c is the con­
centration of electrolyte in equivalents per cubic centimeter. The equi­
valent conductivity of a salt is the sum of the equivalent conductivities of its
individual ions (Kohlrausch's " law of the independent migration of ions "),

(2)

The fraction of the current carried by the ions of one kind, the" transference
number," is defined as

A_
L=T; (3)

Methods for the experimental determination of transference numbers
include:

a. Hittorf method. After electrolysis, the cathode compartment and the
anode compartment are analyzed, and a correction applied for the amount
of electrolyte which was consumed by electrolysis. If !:1na is the excess loss
of electrolyte at the anode, due to migration, and !:1nc is the excess loss of
electrolyte at the cathode, in equivalents per faraday, then approximately

(4)

b. Moving boundary method. The velocity of travel of one kind of ion
permits the computation of its " ionic mobility" l, the velocity per unit
potential gradient in cm2 secl volt-I. Then

A+ = pl+ or A_ = pL
wherep is Faraday's constant, 96,494.

(5)

c. Concentration cell with liquid junction. This is a cell consisting of two
solutions, one of concentration CI and the other C2, the solutions being in
direct contact, and each containing one electrode reversible to (say) the cation.
The corresponding concentration cell without liquid junction comprises two
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solutions .of concentrations CI and C2 , each containing two electrodes--one
reversible to the cation and the other to the anion-and connected so their
polarities oppose one another. If the voltage of the cell without liquid
junction is 10, and the voltage of the cell with liquid junction is Ej, then

L=~
E

(6)

The transference number obtained is that for the ion to which the electrode
is not reversible.

6.4. Viscosity of mixtures. The viscosity of a solution of normal
liquids is represented fairly closely by the semi-empirical relation

log 7j = Xl log 'TJI + X 2 log Y)2 (1)

(2)

(3)

where Xl may be mole fraction, weight fraction, or volume fraction (Kendall,
1913).

The viscosity of a dilute suspension of spheres is

!L = 1+ 2.50/2 + ...
'TJo

where 'TJo is the viscosity of the pure liquid and 0/2 is the volume fraction of
spheres (Einstein, 1906, 1911).

The viscosity of a solution of linear high polymers is

!L= 1 + KM"C
'TJo

where C is the concentration (usually in grams per 100 cc) of polymer, M its
molecular weight, K a constant characteristic of a given type of polymer, and
a a constant usually falling between 0.6 and 0.8 (Houwink 1940, Flory 1943).

The viscosity of an aqueous electrolyte is given approximately by

!L = 1 + 0.003ryP,
'TJo

(4)

where JL is the ionic strength and; is the mean radius of an ion, in Angstmm
units (approximate form of an equation due to Falkenhagen, 1929). An
empirical equation of the form

!L= 1 + AyC-t BC
'TJo

holds over a wider range of concentration.

(5)
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6.5. Diffusion coefficient of mixtures. The diffusion coefficient of a
liquid solution varies with composition, approximately obeying the law

(1)

where ('D'Y))av can be the arithmetic mean value, and a1 = X1Y1 is the activity
of component 1. The quantity in brackets, which can be computed from the
activity-coefficient data for the liquid system, corrects for the fact that
activity rather than concentration is the driving force for diffusion.

The diffusion coefficient of a number of electrolytes is represented, within
the experimental error, by

'D = 17.8610-10 T( 1 )_1_ [1 + din Y±] 'YJo
_1_ + _1_ epH20 d In C 'Y)
A+ A_

(2)

(Gordon, 1937).
The diffusion coefficient of a large spherical molecu.le is given by Stokes'

law,

where k is Boltzmann's constant and r is the molecular radius. For mole­
cules of the same size as the solvent,

'D>1 - kT (4).,- A

where Ais of the order of a molecular dimension (Eyring, 1936).

6.6. Dependence of conductivity on concentration. The conduc­
tivity of a partially ionized substance is given approximately by

A
--= 0:Ao

(1)

where 0: is the degree of dissociation and Ao is the conductivity at infinite
dilution. More exactly, the relation is

A
.----= 0:

A(onsagen
(2)

where A(onsageq is the limiting ionic conductivity, corrected approximately
for "ionic atmosphere" effects (Onsager and Fuoss, 1932).
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At 25° C, A(onsager) for various types of electrolytes is

3-2

2-1

3 -1

3-3

(3)

1-1 Ao - VC(59.86 + O.2277Ao)

2-2 Ao - v'C(239. 4 + 1.822Ao)

Ao - v'C (538.7 + 6. 148Ao)

A - v'C (155.6 + 1. 796Ao --=)
o (1 + t1) + 0.816~t1

A - v'C ('293.3 + __ 4.280Ao . )
o (1 + 2t1) + 0.866v'1 + 2t1

A - v'C (634.5 +~ . 11.88Ao )
o (1 + 0.5t2) + 0.775v'1 + 0.5t2

where ti is the transference number of the i-valent ion.

6.7. Temperature dependence of viscosity, diffusion, and con­
ductivity. Approximately,

7J = A,/+ETJIRT

'D = A'DCb'.vIRT

A = AAe-EAIRT

(1)

(2)

(3)

where the A's and E's are suitable constants. A graph of log 7J against liT
gives an almost straight line, and similarly for the other properties.

According to one theory of these phenomena (Eyring, 1936)

7J = ~ e-!1STJ *IRe!1H,/FIRT (4)
.\3

(5)

(6)

where .\ is a distance of the order of molecular dimensions, h is Planck's
constant, k is Boltzmann's constant, and ~S* and ~H* are the entropy of
activation and enthalpy of activation for the respective processes. Since the
unit processes are not quite identical in the three cases, the values. of ~S*
and ~H* may be slightly different. For normal liquids, ~S* is small and
~H* is about one-third or one-fourth the heat of vaporization.
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BASIC FORMULAS OF ASTROPHYSICS

B y LAW R ENe E H. ALL E R

University of Michigan Observatory

Astrophysics is the borderline field between astronomy and physics.
Much of astrophysics is related to the interpretation of atomic spectra.
Hence, useful formulas will also appear in Chapters 19,20, and 21, and the
sections on thermodynamics and statistical mechanics also have a relationship
to the subject, as has the more specialized chapter on physical chemistry.

1. Formulas Derived from Statistical Mechanics

1.1. Boltzmann formula (Ref. I, Chap. 4). Let there be N n atoms in
level n of excitation potential Xn and N n, atoms in level n' of excitation poten­
tial Xn'. Let the statistical weights of level nand n' bewn and wn' respectively.
Under conditions of thermal equilibrium

N W
--!!c = _'!:.- rx/kT (I)
Nn ' wn '

where X = Xn - Xn', T is the temperature in absolute degrees, and k is
Boltzmann's constant. If the total number of atoms in all levels of excitation
is N, then

where

N n _ wn _ /kT
j\f- B(T) e x

B(T) = WI + wz'rx,lkT + w3rXa/kT + ... = ! (Vie-x,lkT
i

(2)

is called the partition function. Here X is the excitation potential above the
ground level.

1.2. Ionization formula (Ref. I, Chap. 4). Let there be Nfl N r+ 1

atoms in the rth and (r + I )st stages of ionization per cm3 • Let the electron
density be N. and the temperature be T. If Xr is the ionization potential
from the ground level of the atom in the rth stage of ionization, then

f\jr+1N • (27Tmk)3/Z 2Br+1(T)T3/Ze-Xr/kT (1)
N r hZ Br(T)

668
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where B r and Br +1 represent the partition functions for the rth and (r + I)st
stages of ionization. If we use the electron pressure

P, = N,kT

and substitute numerical values we find

5040 5 2Br +l (T)
T Xl' + 2 log T + log B

r
( T) . - 0.48 (2)

(1)

(1)

where P, is expressed in dynes cm2 and Xl' is expressed in electron volts.

1.3. Combined ionization and Boltzmann formula (Ref. I, Chap. 4).
If N m is the number of atomsjcm3 in the sth level of the rth stage of ioniza­
tion, Nns may be expressed in terms of the number of atoms in the (r + I )st
stage of ionization, viz.,

I N,.+lP _ 5040 ( ) + 5 I T 1 2Bl'+l (T) 048og -- - - -- X,. - Xs - og + og _ -.
N ns T 2 W s

where XS is the excitation potential of the level s of statistical weight Ws in
volts.

1.4. Dissociation equation for diatomic molecules (Ref. I, Chap. 4).
Let two elements X and Y combine to form the diatomic molecule XY, viz.,

X+ Y+tXY

Then the concentration of the atoms X, Y, and the molecule XY will be
governed by an equation of the form

N N - - . 2 M) 3/2 h2
~ = WX

W
Y(_7T_ -- (kTy /2 (1 _ rhWlkT)rDlkT

N xy WXY h2 87T2]

Here wx, Wy, and wXY denote the statistical weights of the ground levels
of atoms X, Y, and molecule XY.

MM
M = x y =" reduced mass" expressed in grams.

Mx+My

] = Mro
2 where ro is the separation of atoms X and Y in cm

W = fundamental vibration frequency of the molecule in units of sec l

D = dissociation energy from lowest vibrational level in cgs units

The right-hand side of the equation corresponds to the dissociation" con­
stant" of ordinary chemical reaction formulas.
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2. Formulas Connected with Absorption and
Emission of Radiation

§ 2.1

2.1. Definitions (Ref. 1, Chap. 5 and 8). If IvC0,(p) is the specific
intensity of the radiation, the flux through a surface S is defined by

where 0 is the angle between the ray direction and
surface, and rp is the azimuthal angle. If I does not
we write fL = cos 0, then

The energy density is given by

u(T) = +II(O,rp)dw

(1)

the normal to the
depend on rp, and

(2)

(3)

where the integration is carried out over all solid angle. For isotropic radia­
tion

u(T) = 417 1
C

The radiation pressure is

peT) = ~ f I(O,rf» cos2 0 dw

For isotropic radiation

peT) = iu(T)

(4)

(5)

(6)

2.2. Specific intensity (Ref. 1, Chaps. 5 and 8). The dependence
of intensity upon frequency for blackbody radiation is given by the Planck
formula

or in wavelength units

2hv3 • I
1,,(T) = T ih-;;/kT _I

2hc2

f 1 = ---X5 ' ehc/1kT _ 1

(I)

(2)

From these relations are derived Wien'solaw and Stefan's law (see Chapters
10 and II).

2.3. Einstein's coefficients (Ref. I, Chaps. 5 and 8). The atomic
coefficients of absorption and emission are defined in the following way.
If N n atoms are maintained in the upper level of a transition of frequency
v(nn'), the number of spontaneous downward transitionsfcm3fsec will be
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where Ann' is the Einstein coefficient of spontaneous emission. If radiation
of intensity I. is present there also will be induced emissions whose number
is given by

More correctly these induced emissions should be called negative absorptions
since the induced quantum is emitted in the same direction as the absorbed
quantum. The number of transitions from level n' to n produced by the
absorption of quanta by the atoms in the lower level is

The relations between these coefficients are

(1)

(2)

2.4. Oscillator strength (Ref. 1, Chaps. 5 and 8). The relation between
the Einstein A coefficient and the oscillator strength or Ladenberg 1 is

or A Wn'jnn~ -= 3 ---;:::;-- n'nYr
W n

(I)

(2)

where Yc is the classical damping constant.

2.5. Absorption coefficients (Ref. 1, Chaps. 5 and 8). The absorption
coefficient for a single atom at rest is

1TE2 r I
0:.= me 141T2 (V~-VO)2+ (fj41T)2 (1)

where f is the quantum mechanical damping constant. For pure radiation
processes, we can usually write

f = f,. = ~ Ann' (2)

where the summation is taken over all lower levels. If collisional broadening
also occurs, we can define a

where f col represents the effects of collisions.

f eol = 21TY0
2N p v (4)

where r0 is the effective radius of the perturbing particles which number
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N p per cm3• The relative velocity of the radiating atom and the perturbing
atom is v.

The profiles of all lines are broadened by the Doppler effect. The shape
of the absorption coefficient of a line broadened by Doppler effect only is

7TE2 eCt" = -- f--~- e-[C(v-vol!vo·oJ'

me vovV;;:

Usually both types of broadening operate together and the absorption coef­
ficient given by the integral

a f+oo e-x'
Ctv = Cto --:;; -00 ~ + (u _ X/2 dX (6)

where

Here V o is the most probable velocity of the atoms. The integral must be
evaluated numerically, and tables have been published by Mitchell and
Zemansky, Hjerting, and Daniel Harris. The arguments are usually a and u
and with the aid of the tables, a/ao may be found at once. These formulas
do not hold for Stark broadening in hydrogen and helium.

2.6. Line strengths (Refs. 4 and 12). The A or f-value may be ex­
pressed in terms of the" strength" of the line. Thus, for an electric dipole
transition between 2 atomic levels ySLJ and "I'SL']',

Ae(ySLI;y'SL'j') =2J~ f §~;;:3 S.(ySLI;y'SL'j') (I)

where

Se(ySLI ;y'SL'j') = S(ySLJ;y'SL' j')a 2(nl;1I.'1')

and S is the relative strength.

a = . 1-=-=----cJr rR(n,I)R(n'l')dr
V 412 -1 0

(2)

where I is the azimuthal quantum number; R is the radial wave function.
For magnetic dipole radiation between two levels of the same configuration,

A (I I') = 35 320(~)3 SmU,Ll secl
m , , VR 2J + I (3)
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(4)

where

where Sm(j,]') is the magnetic dipole strength in atomic units €h2J16Tr2m2c2 ;

VR = frequency of Lyman limit (3.28 X 1015 sec-I). The electric quad­
rupole transition probability is

A (J j') = 2648(~)5 Sil,j') sec1

q , VR, 21 + 1

Here Sq(j,],) is expressed in atomic units €2a4. (a = radius of first Bohr
orbit) and may be written as

Sq = c. J: r2R2(nl)dr

and Ce = 2/5 for p electrons. The values of Cil,],) have been tabulated by
Shortley and collaborators. If both magnetic dipole and electric quadrupole
radiation are permitted for a line

2.1. Definition of f-values for the continuum (Ref. 7).

7TE2 df
CX=-'-

v mc dv

3. Relation Between Mass, Luminosity, Radii, and
Temperature of Stars

(5)

(1)

3.1. Absolute magnitude (Ref. 10). Relation between absolute magni­
tude M, apparent magnitude m, and distance r is

M = m + 5 - 5 log r

The distance r is given in parsecs.

1 parsec = 3.084 X 1018 em

(I)

which is 206,265 times the distance of the earth from the sun. If the star
is dimmed by A magnitudes due to space absorption, m must be replaced
by m -A.

3.2. Color index (Ref. 1, Chap. 6; Ref. 15, Chap. 6). The difference
between the photographic and photovisual magnitudes is called the color
index,

C = mptg - mvls (1)
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(2)
8200

T= C+ 0.68

If the star is undimmed by space absorption, color index and temperature
are related by

The difference between the observed color index and the true color index
appropriate to the spectral class and temperature of the star is called the
color excess.

E= Cobs-C (3)

In most regions of the Milky Way one can take

(4)

If Mvis = absolute visual magnitude, R = radius in terms of the sun as 1.0,
T = temperature in absolute degrees,

5700
log R = ------r- - 0.05 - 0.2Mvis (5)

For high-temperature stars this formula must be modified, viz.,

5700
log R = -----r- - 0.05 - 0.2Mvis + 0.5 log [1 - 1O-14.700fT] (6)

The surface gravity is

where go = 2.74 X 104 cmjsec2 is the surface gravity of the sun, M and R
are the mass and radius, respectively, in terms of the corresponding quantities
for the sun. For main sequence stars, Russell has given the following
empirical formula dependence of surface gravity on temperature.

g 3250
10glo- = -0.65 + T

go
(8)

For the giants

(9)

3.3. Mass-luminosity law (Ref. 11). The empirical relation between
mass M and luminosity L (expressed in terms of the corresponding quantities
for the sun) is

log M = 0.26 log L + 0.06 (1)

for stars which do not differ greatly in brightness from the sun.
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3.4. The equation of transfer for gray material (Ref. 2)

dI
fLdT=I-j(T) (1)

where I(fL,T) is the intensity; fL = cos e; eis the angle between the ray and
the outward directed normal. Here dT = kpdx where dx is the element of
geometrical depth, p = density, k = coefficient of continuous absorption.

I+I IooJ(T) = t I(fL,T)dfL = t E1(1 t - T I)J(t)dt
-I 0

where E1(x) is the exponential integral

E1(x) = I7 e-yX
;'

The solution of the equation of transfer is

V3
I(O,fL) = 4 FH(fL)

(2)

(3)

where I(O,fL) = intensity of emergent ray making an angle () with outward
directed normal, TrF is the flux, and

H(fL) = 1 + tfLH(fL) I' H+(X) dx (4)
0fL x

This equation may be solved by an iteration procedure. For gray material
in thermal equilibrium the dependence of temperature in optical depth is
given by

(5)

where T e = effective temperature.
Here q(T) is a monotonic function increasing from 1/0 at T = 0 to

0.71045 at T = 00. In the Eddington approximation the dependence of Ton
T was given as

(6)

An approximation of sufficient accuracy for most purposes has been given
by D. Labs.

T4 = !Te4(T + B - Ae-ex<)

where A = 0.1331, B = 0.7104, a = 3.4488.

(7)

3.5. Non-gray material (Ref. 1, Chap. 7). Element of optical depth is
defined by

dTV = Kvpdx

where K,. is continuous absorption coefficient.

(1)
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For large optical depths the mean absorption coefficient IS the Rosseland
mean

J: [dBy(pdx)]dv
K= J: (I/Ky)[dBy/(pdx)]dv

where By is the Planck function. Also, K may be defined by

where 7TFy is the monochromatic flux. Chandrasekhar suggests that at
small optical depths we employ the net monochromatic flux of radiation of
frequency v in a gray atmosphere. If

f = f Kp dx

the temperature dependence on f is assumed to be the same as III gray
atmosphere with T identified with f.

(1 )
dP
(J;

3.6. Model atmosphere in hydrostatic equilibrium (Ref. I, Chap. 7;
Ref. 13).

K(Pe,T) can be expressed as K(Pg,T) when Pg is known as a function of Pe, T.
This depends only on the chemical composition. Here g = surface gravity.

If the mechanical force exerted by radiation is important, Eq. (1) may
be written as

where Pg is the gas pressure and a r is the Stefan-Boltzmann constant.

3.7. Formation of absorption lines (Ref. 2, p. 321; Ref. 1, Chap. 8).
The fundamental equation

COS eddlY = ly - Jy(t)
t y

(1)

where dt. = (Ky+ ly)dx, Ky= coefficient of continuous absorption at the
line, ly = coefficient of line absorption.

(2)
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where E expresses the role of thermal processes in the line, E = 1 for line
formed by thermal emission and absorption processes, E = °for pure
scattering.

Then

.1v(f,,) = ABv(tv) + (l - Av)J(fv)

Iv(O,fl-) = fro }(tv)e-t/Il dtv
o fl-

(3)

(4)

The intensity in the continuum is

(5)I.c(O,fl-) = fro Bv(Tv)e-Tv/1' dTv
o fJ-

The residual intensity in the line

r = Iv(O,fJ-) (6)
v Ivc(O,fJ-)

For 1] = constant and Bv(fv) = Bo+ Blfv an exact solution is available.
For an arbitrary variation of 1} and B v ' the equation is solved by a process
of iteration (Stromgren) or trial and error (Pannekoek).

3.8. Curve of growth (Ref. 1, Chap. 8; Ref. 6; Ref. 14). If rv is the
residual intensity at a point v in a line profile,

W v = f (1 - r.)dv and U';. = :2 W v (1)

If we regard the lines as being formed in a reversing layer which overlies a
photosphere that radiates a continuous spectrum (Schuster-Schwarzschild
model, then to a good approximation

1
rv = 1 + Ncx

v
(2)

where N = number of atoms above the photosphere, cxv = atomic absorption
coefficient including both collisional, radiative, and Doppler broadening.
The relation between W;. and the number of atoms is given by

(3)

(4)

(5)

In X o >- 1,

W _ 2~ (1 X )1/2 [1 _ '17
2

. - - 7'17
4

-J
A - C n 0 24(ln X

O
)2 384(ln X

O
)4 + .. ,

When

~ = VX:Y; (1 _ ~ +~~ _ ... )~ vX:V;

when Ncx v < 1. Here
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(6)

When X o is very large,

W =7Tl/4(~)1/2(X £)1/2
A 2 c 0 v

A different set of curves is obtained for each different value of the ratio r/v.

3.9. Equations governing the equilibrium of a star (Ref. 15, Chaps. 1
and 2; Ref. 3). Let M r be mass within a distance r of the center of the
star; L r be the total amount of energy developed in a sphere of radius r.
The structure of the star is governed by the following equations.

p = p:T+aF, (gas + radiation pressure)

fL = fL(P, T, cA), (molecular weight) (I)

K = K(p,T, cA), (mean absorption coefficient or opacity)

lO = lO(p,T, cA), (energy generation)

Here cA denotes the relative abundances of the elements or the chemical
composition.

dP _ GMrP
(J; - - Y2-,

M r = f 47Tr2pdr

dL r 2
-- = 47Tr lOp
dr '

(hydrostatic equilibrium)

(energy generation)

(2)

For the domain in radiative equilibrium

(3)

For the domain in adiabatic equilibrium, we neglect radiation pressure and
have

P= KpY (4)

The equations can then be reduced to the form

t8(~~ 82
) +82gn = 0, (Emden's equation) (5)

n = _1_, 82 = r2[_1_ . .l!:..-47TG(R . ~)n] Ten-I, T= gTey-l l+n R fL K

where T e = central temperature, and n is called the polytropic index.
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3.10. Boundary conditions (Ref. 15, Chaps. 1 and 2; Ref. 3).

r = 0, M r = 0, L r = 0,

r = R, M r = M, L r = L, p = 0, T=O,

(center of star) }

(surface of star)
(1)

(1)
1 M5+s

L = const - .-- (1k{3)+7+s
KO Rs

where K = KopT-3+s, {3 = ratio of gas pressure to total pressure. This
equation must be solved in conjunction with the equation governing the
energy output.

3.11. Theoretical form of mass-luminosity law (Ref. 15, Chaps. I
and 2; Ref. 3).

E = Eku4.)pmTn, (energy generation law)

L = 4rr f: EO( cA)pm+lTnr2dr

(2)

(3)
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Chapter 29

CELESTIAL MECHANICS

ByE D GAR W. WOO L A RD

Naval Observatory, Washington, D. C.

The basic equations of celestial mechanics are essentially those of ordinary
classical mechanics. In the applications of these equations to the motions
of celestial bodies, however, the technique adopted by the astronomer
differs somewhat from that ordinarily employed by the physicist who is
working on the average problem of classical dynamics. The distinction in
general arises from the necessity, for astronomical purposes, of obtaining
solutions of the equations of motion that will represent the motions over very
long intervals of time with the high accuracy of precise astronomical obser­
vations, and in a form adapted to the practical numerical computation of the
motion as an explicit function of the time. The emphasis is principally
on indefinite integrals. Moreover, necessity demands that a solution which
meets the needs of astronomy be obtained regardless of the mathematical
difficulty or even impossibility of a general abstract solution in the current
state of mathematical knowledge.

These considerations have resulted in the characteristic methods used in
celestial mechanics, the more important of which are given in the following
summary of formulas for the different types of motion that must be treated.

1. Gravitational Forces *

At any point external to a body with mass M and principal moments of
inertia A, B, C, the Newtonian gravitational attraction exerted by the body
is grad U, where to the second order inclusive in the ratio of the linear dimen­
sions of the body to the distance r of the point from the center of mass, the
Newtonian gravitational potential U is

U = k2 iVf k2A + B + C - 31+ 2 3r r

* See also Chapter 5.

680

(1)



§ 1 CELESTIAL MECHANICS 681

in which I is the moment of inertia about r, and k2 is the constant of gravita­
tion. In cgs units, k2 = 6.673 X 1O~8 cm3 g-l sec2•

FlJ~ symmetrical distributions of mass, this expression for U is accurate to
the third order. For homogeneous or concentrically homogeneous spherical
dio,tributions, the expression reduces to the first term k2Mjr, as if the entire
mass M were concentrated in a particle at the center of mass. For any body
for which A = B, e.g., a concentrically homogeneous oblate spheroid of
revolution, the value of I is A + (C - A) sin2 d, where d is the angle between
r and the plane of the principal axes of A and B, and

M C-A
U = k 2 - + k 2 -- (1 - 3 sin2 d)

r 2r3 (2)

On every element of mass dm of another body, the body M exerts a force
for which the force function is Udm. When m is a rigid body, the action
of this system of forces is the same as if the resultant F of the forces, which
has a force function fm Udm, were applied to a particle of mass m at the
center of mass, and a couple, with a moment equal to the resultant G of the
moments of the forces about the center of mass, were applied to the body.
The consequent motion of m under the action of M is a translation at velocity
V in which the rate of change of the linear momentum is

m d: = F (3)

and a rotation around an axis through the center of mass in which the rate
of change of the angular momentum H about the center of mass is

dH =G
dt

(4)

When both M and m are homogeneous or concentrically homogeneous
spherical bodies, or when the distance r from M to m is so great that higher
powers of ljr may be neglected,

J Udm = k2 j1Jm (5)
m r

a function of r only, and hence the force exerted on m by Mis

F= -k2 Mm (6)
r

directed toward M; an equal and oppositely directed force is exerted on M
by m, and the resultant couples vanish.

Under these conditions, relative to an inertial rectangular coordinate system
with arbitrary origin, in which the coordinates of the center of mass of mare
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x', y', z', and those of M are X', Y', Z', the motion of the center of mass of
m is represented by

d2x' x' -X'
-d2 =-k2M 3't r

(7)

(8)

(9)

Likewise, AI under the action of m moves in accordance with the equations

d2X' x' -X'
dt2 = + k

2
m r 3 '

Consequently, in a rectangular system with origin at M and axes in fixed
directions in space, in which the position of m relative to M is represented by
the coordinates x = x' - X', ... , the equations of motion are

d2x x
dt2 = - k2

( M + m) r3 '

The integration of this system of equations gives the motion of m relative to
M; the coordinate system is noninertial.

2. Undisturbed Motion

Each of two homogeneous or concentrically homogeneous spherical
masses, M and m, under the action of their mutual Newtonian gravitational
attractions, undisturbed by any other forces, moves about their common
center of mass in an orbit which has the form of a conic section with one
focus at this center of mass. The orbit of either body relative to the other
is likewise a conic section with one focus at the center of mass of this other
body. This is the general form of Kepler's first law of planetary motion;
only for undisturbed motion are Kepler's laws valid.

The form, size, and orientation in space of an undisturbed Newtonian
gravitational orbit are fixed by the position and velocity of the body at any
one instant, and are invariable. The orbit of m relative to M is an ellipse,
a parabola, or a hyperbola according as

V2~ k 2 ~> '/L r

where V is the linear speed relative to M at distance r, and fL is the sum of the
masses, M + m.

The exact form of the orbit is specified by the eccentricity e, which, for a
given initial speed and distance, depends on the initial direction of motion.
The size of the orbit is specified by the semimajor axis a (or, for a parabola,
by the minimum value q of r) which, for a given initial direction of motion at
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a given distance, depends on the initial speed in accordance with the relation

V2 = k2~(; - ~ ) (1)

hence a~ ~ according as the orbit is an ellipse, a parabola, or a hyperbola.

The position of the orbital plane in space is determined by the initial posi­
tion and direction of motion; it is usually specified by its inclination i to
the plane of the ecliptic and the longitude S& of its ascending node on the
ecliptic reckoned from the vernal equinox. The orientation of the orbit
in this plane is specified by the longitude w of the extremity of the major
axis that is the nearer to the central mass M, defined as the sum of the
angle S& along the ecliptic and the arc of the orbit from the node to the
apse; w therefore lies in two different planes. The major axis is known as
the line of apsides.*

The five constants e, a (or q), i, S&, w, fix the orbit of m; the position of m
in its orbit is fixed by the position at anyone instant, e.g., by the time T of
passage through the apse nearer to M. These six quantities are called the
elements of the orbit; their numerical values must be deternlined from obser­
vation, and their determination is equivalent to the evaluation of the con­
stants of integration in the solution of the differential equations of motion. +

The position of m in its orbit at any instant t is represented by the radius
vector r from M, and the angle f at M between r and the line of apsides,
reckoned in the direction of motion from the apse nearer M. This angle /
is known as the true anomaly; the value which it would have were m to move
around M at a uniform angular rate n equal to the mean value of d/jdt is
called the mean anomaly g.

The motion of m in its orbit is in accordance with the law of areas for the
rate at which the radius vector sweeps out the area of a sector in the orbital
plane. dftr2 dt = !ky;j;, (a constant) (2)

(Kepler's second law), where p is the semilatus rectum of the conic.

* For applications to the trajectories of projectiles, see Am. J. Phys., 13, 253 (1945)
and 19, 52 (1951). On interplanetary trajectories: Astronomical Society of the
Pacific, Leaflets 168 (1943) and 201 (1945); Navigation 2, 259 (1950); J. Brit. Inter­
planetary Soc., 11, 205 (1952).

+ For the integration of the equations of motion, and the expressions for the orbital
elements in terms of the constants of integration and the initial conditions, see
MOULTON, F. R., Celestial Mechanics, 2d ed., The Macmillan Company, New York,
1914, pp. 140-149. For the general principles of the determination of the elements
of an undisturbed orbit from observation, see WOOLARD, E. W., Nat. Math. Mag.,
14, 1-11 (1940); and for the detailed practical procedures, see HERGET, P., The Com­
putation of Orbits, published by the author, 1948. A nomogram for the graphical
solution of problems depending upon Kepler's Laws is given in Skv and Tel., 17, 572
(1958).
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2. I. Elliptic motion

Period of revolution:

Mean motion :

Kepler's third law:

CELESTIAL MECHANICS

27Ta3 / 2

P=--
kV;;

n = 27T/P= kYi!. a3 /2

§ 2.1

(1)

(2)

(3)

Kepler's third law is the basis for the definition of the fundamental astro­
nomical unit of length. The astronomical unit is the unit of distance in
terms of which, in Kepler's third law, the semimajor axis a of an elliptic orbit
must be expressed in order that, with n in radians, the numerical value of k
may be exactly 0.01720209895 when the unit of mass is the mass of the Sun
and the unit of time is the mean solar day. In these units, k is known as the
Gaussian constant; and k 2 = 0.00029591221. With n in seconds of arc
per mean solar day, k = 3548.1876069651.

Mean anomaly: g = n( t - T)

or more generally, g = go + n(t - to) where go is the mean anomaly at any
arbitrary epoch to. The quantity f - g is called the equation of the center.

Kepler's equation: In an elliptic orbit, the angle E in the usual parametric
equations of the ellipse (x = a cos E, y = b sin E) is called the eccentric
anomaly. It is related to the mean anomaly by Kepler's equation,

g= E-esinE

and its value at any time t may be found from g by solving this equation;
for practical methods of solution see Herget, P., op. cit., p. 33, and Bau­
schinger-Stracke, Tafeln zur theoretischen Astronomie, 2d ed.

Position in the orbit

Finite formulas:

tan 1./= 11 + e tan 1.E
2 "Vl-e 2

a(1 - e2)
r = a( 1 - e cos E) = 1 f··+ ecos

q=a(l-e)

rsinf= avt-e2 sinE, rcosf= a(cosE-e)

(4)
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Series developments :

!-=I+!e2

a

- [2(;) -3(;r+ ... J cosg

- [ 2 ( ; r-136 ( ; r+ ... ] cos 2g

- [3(;r-...]cos 3g

_ [136(; )4 _ ••• ] cos 4g

f = g + [4(; )-2( ~r+ ] sing

+ [5(;r-;2(; r+ ] sin 2g

[26( e \ 3 ].+ 3 2") -... sm 3g

+ [1~3(; r- ]sin 4g

+ .

(5)

(6)

(7)

(8)

(9)

(10)

(11)

(12)

For tables of elliptic motion, see Bauschinger-Stracke, ap. cit., p. 5.*

The semimajor axis a is usually called the mean distance; but it is the mean
value of r with respect to E, not with respect to the time

a = _1_ J2" rdE (13)
2TT 0

The average in time is a(l + !e2).

* For the calculation of the heliocentric coordinates of a planet or comet from r, v,
and the orbital elements, and the computation of the position on the celestial sphere
as seen from the Earth, see Smart, W. M., Spherical Astronomy, Cambridge Univer­
sity Press, London, 1931, pp. 122-129; also Moulton, F. R., op. cit., pp. 182-189.
On the characteristics of the apparent path on the sphere, see Herget, P., Popular
Astronomy, June-July, 1939; also Herget, P., op. cit., pp. 37-39.
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The quantity L = w+ g is called the mean orbital longitude ; substituting
the expression for g gives the form

L = nt + €

where the constant € is the mean longitude at the epoch t = 0 from which
the time is reckoned, and is often used instead of T or go as the element
which fixes the position of m in its orbit.

2.2. Parabolic motion

h/"P-(t - T)
tan if+! tan3 tJ= ---"--:-:=---­V2q3 /2

(1)

Solution for f with auxiliaries sand w :

23 /2 q3/2 .3/--
tan s = .~ --, tan w = v tan is,

3kvp. t - T
tan if= 2 cot 2w (2)

For solution by successive approximation, see Herget, P., op. cit., p. 32; for
tables, see Bauschinger-Stracke, op. cit.

r = qsec2if

2.3. Hyperbolic and nearly parabolic motion. See Herget, P.,
op. cit., pp. 34-37; Bauschinger-Stracke, op. cit.

In the cases to which the foregoing equations of undisturbed motion are
applied in practice (especially for parabolic and hyperbolic motion), M is
usually unity and m is commonly neglected, whence p. = 1. The unit of
time is often taken to be 11k mean solar days; k then does not appear explicitly
in the equations.

2.4. Relativity correction. The only observable effect on the motion
of m from the correction to the Newtonian law of gravitation that is required
by the general theory of relativity is a rotation of the orbit within its plane,
which causes a variation of w. The rate of rotation, in radians per revolution
of m, is

a2

24rr
3
C2p2(1 _ e2)

in which c is the velocity of light.*

(1)

* See CLEMENCE, G. M., Revs. Modern Phys., 19,361 (1947); also DUNCOMBE, R. L.,
Astr. y., 61, 174 (1956).
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3. Disturbed Motion

The actual motion of any celestial body is determined by the gravitational
attractions of all the other bodies in the system of which it is a part, and in
general conforms only more or less approximately to the foregoing equations
of undisturbed motion. In the solar system, the motions of the planets,
although dominated by the action of the Sun, are each disturbed by the attrac­
tions of the other planets; and the motions of the Moon and many other
satellites are appreciably affected by the oblateness of the planets around
which they revolve, and by the disturbing attraction of the Sun. The orbits
are therefore complex and ever varying curves; however, with few exceptions,
the motions do not depart widely from undisturbed elliptic motion, and it is
advantageous for many purposes to represent the actual motion mathematic­
ally in terms of its departures, or perturbations, from an undisturbed elliptic
motion which approximates it.

3.1. The disturbing function. When the motion of m around M is
disturbed by the action of a third mass m', the vector difference between the
attractions of this disturbing mass on m and M produces a motion of m
relative to M additional to the motion produced by the action of M, and
causes a departure from the elliptic motion that would occur relative to M
under the attraction of M alone. When all three bodies may be considered
as concentrically homogeneous spheres, the force function for this disturbing
force on m that is added to the attraction of M is

R = k2m' [l - ;'2 cos (r,r')] (1)

where ~ is the distance of m' from m, and r, r', are, respectively, the radii
vectorell of m, m', from M.

When the central mass M is not a concentrically homogeneous sphere, a
disturbing force likewise acts, equal to the vector difference between the
actual attraction and the attraction that a particle of the same mass M at the
center of mass would exert. When M is an oblate ellipsoid of revolution,
with equatorial and polar radii ao and Co and flattening f = (ao - co)/ao, for
which the surface is in equilibrium with gravity (no hypothesis about the
interior is then necessary), we have C - A = iMao2(f - -!K), where K
is the ratio of the centripetal acceleration of rotation at the equator to gravity
on M; and the force function for the disturbing force, to the first order in f
and the second order in aolr, is

2

R' = k2M(f - -!K) a~ (t - sin2 d) (2)
r

in which d is the angle between r and the equatorial plane of M.
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In a rectangular coordinate system with origin at M and axes in fixed
directions in space, the equations of motion of m relative to Mare

d2x 2 X _ 80
-d2 + k (M + m) 3 -6-'t r uX

(3)

where 0 is the sum of the disturbing functions Rand R' for all the bodies
acting on m; the force function Q is not a potential. When 0 consists only
of the disturbing function R for a single mass m', the motion of m is repre­
sented by

d
2
x + k2(M + m) ~ = k2m'(~~:JC - ~') (4)

dt2 r 3 ~3 r'3'

The first term on the right (the principal, or direct, term) represents the
attraction of m' on unit mass of m, and the second term (indirect term) is the
attraction of m' on unit mass of M; their difference imparts to m the accele­
ration additional to the acceleration which is imparted by the mutual attrac­
tions of m and M represented by the second term on the left, and which
alone would give undisturbed elliptic motion. S~e note p. 696,

3.2. Variations of the elements. Because of the acceleration from the
disturbing forces additional to the acceleration from the force that a single
particle of mass M would exert, the variations of the position and velocity of
m from one instant to another are different from the variations that would
maintain m in motion in a fixed ellipse. The position and velocity at any
particular instant mathematically determine an elliptic orbit in which, in
undisturbed motion around M, the elliptic position and velocity at this
instant would be the same as the actual position and velocity, but this orbit
is different at different instants, i.e., the orbital elements are variable instead
of being constants. The actual motion may be represented as elliptic
motion in an orbit which is continually changing form, size, and position
in space under the action of the disturbing forces; at each instant, the motion
is the resultant of elliptic motion in the instantaneous orbit and the further
motion due to the variations of the orbit.*

Under the action of the total disturbing force, with a disturbing function
0, the rates of variation of the five elements that characterize the orbital
curve are

(I)

* For simple geometrical derivations of the qualitative effects of the disturbing
forces on the orbital elements, see HERSCHEL, Sir John, Outlines of Astronomy, Chaps.
12-14.
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de

dt
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(2)

dS?, I 0.0

dt k sin i Vj-ta( I - e2) oi

(3)

(4)

(5)
dw I I I - e2 8.0 I - cos i 0.0
dt = ke -V ----,;a .Be + k sin i Vj-ta(l - e2) .----;;;

The elliptic position in the instantaneous orbit is fixed by the mean orbital
longitude L = nt + E. The rate of motion in mean longitude,

dL (dn dE)dt = n + t dt + dt (6)

is the result partly of the instantaneous elliptic motion in the orbit at rate n,
and partly of the addition to this elliptic motion by the variation of the orbit,
which causes variations of nand E.

dL 2 ~ a 0.0 e Vi - e2 0.0
-=n-- --+-------~~-

dt k j-t oa kYiUl I + VI- e2 oe

I -cos i 0.0+ -
k sin i Vj-ta( I - e2) oi

I (7)

\
where in the disturbing function .0 the quantities nand E appear explicitly
only in arguments of sines and cosines in the form nt + E, and in the dif­
ferentiations n is formally regarded as cOI!-stant and independent of a.

In the integral of the right member, since it follows from Kepler's third
law and the equation for da/dt that .

dn 3 n da 3 0.0
dt = - 2 a dt = - a2 OE (8)

we have

J J
"1 0.0

ndt = - 3 J- - dt2

a2 OE
(9)

which represents the total amount of motion in the disturbed orbit, and is
equal to fit where fi is the mean value (I /t)fndt of the continually varying
rate of motion in the orbit.
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Denote the integral of the remaining terms by E'. Then the mean lon­
gitude in disturbed motion may be expressed in the form :

L = ftt + E' (10)

instead of in terms of the instantaneous elliptic quantities nand E; and in Q
and its derivatives, ft and E' may be used in place of n and E in all the
preceding equations for the variations of the elements.

3.3. Perturbations of the coordinates. In general, the elements have
periodic variations about a mean value that itself has a progressive secular
change. The coordinates in space or on the celestial sphere at any time may
be calculated from the instantaneous values of the elements by means of the
formulas for undisturbed elliptic motion; or they may be obtained by cal­
culating elliptic coordinates from arbitrarily adopted values of the elements,
and adding the variations produced in the coordinates by the variations of the
elements from these adopted values. In practice, short-period variations
of the elements are often represented by equivalent perturbations of the coor­
dinates, while secular and long-period perturbations are left expressed in the
form of variations of the orbital elements; the actual position is then repre­
sented in terms of its irregularly varying departure from the elliptic position
in a slowly changing orbit. See Clemence, G. M., Astra. j., 52, 89 (1946).

The elliptic orbit to which the actual irregular motion is referred is known
as the mean orbit, and its elements are called mean elements. This mean
reference orbit is defined mathematically; it is mathematically arbitrary,
and depends on the particular methods adopted for integrating the equations
of motion and evaluating the constants of integration from observation. It
is often defined differently in different theories; but in defining it for the
Moon or for a planet, the semimajor axis is calculated by Kepler's third law
from the actually observed mean rate ft of the disturbed motion. *

3.4. Mean orbit of the Earth. The observed mean motion of the
Earth, which in this section will be denoted simply by n, is the mean value
of the disturbed motion of the center of mass of the Earth-Moon system;
n = 3548" . 193 per mean solar day. The semimajor axis a of the mean
orbit is computed from this mean motion, and the total mass of the system, by
Kepler's law

(1)

* The coordinates may also be obtained directly by numerical integration of the
equations of motion, without the intermediary of a mean orbit. See CLEMENCE, G. M.
and BROUWER, D., Sky and Telescope, 10,83-86 (1951); also CLEMENCE, G. M., Astr.
J., 63,403 (195.8) and PORTER, J. G., Astr. J., 63,405 (1958).
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in which E is the mass of the Earth and M the mass of the Moon in terms of
the mass of the Sun as the unit.

This mean distance a is 1.00000003 astronomical units. To obtain its
equivalent in physical units of length, the value of the solar parallax is
required. The mean equatorial horizontal solar parallax p is the angle
subtended by the equatorial radius of the Earth aoat a distance of one astro­
nomical unit: I a.u. = ao/sin p.

In the expression for a obtained from Kepler's law, we may put
k2E = P12G1 in which PI is the radius of the Earth at the latitude CP1 where
the gravitational attraction G1 of the Earth is the same as if the entire mass E
were concentrated at the center; CP1 is very nearly sin-1 vf, and in terms of
gravity gl at this latitude

(2)

in which K 1 is the ratio of the centripetal acceleration of rotation to gravity.
We then have from Kepler's law,

a [ E + M n2p ] 1/3

sin p = P: I + (E + M) . 772/ 1(1 + K 1 cos ~1) (I + M/E)
(3)

where /1 is the length of the seconds pendulum at latitude CP1' and n must be
expressed in radians/second.

The solar parallax is related to the velocity of light c by the expression for
the length of time 'T required for light to travel unit distance,

(4)'T=~
csmp

where 'T is called the equation of light. Hence p is also related to the aberra­
tion of light that is caused by the motion in the mean orbit; in terms of the
constant of aberration, which is defined as

na
(X= ~====
c~

(5)

(6)we have
. aonsm p = ~-"'--~

(XcVI - e2

In disturbed motion, the constant part or mean value r of the disturbed
radius vector is not equal to the mean distance a, because of variations of the
instantaneous eccentricity and line of apsides which change the average
distance without altering a. In the mean orbit of the Earth

r = a + 0.0000 0020 (7)
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3.5. Mean orbit of the Moon. The mean distance a of the Moon from
the Earth is defined in terms of the observed mean motion n of the Moon by
Kepler's law.

From the gravitational theory of the motion of the Moon,

1 1- = - (1 - 0.0009068)
a ro

(1)

(2)

where l/ro is the constant term in the expression for the disturbed inverse
radius ve::tor. The ratio of the equatorial radius of the Earth ao to r0 is the
constant part or mean value of the sine of the equatorial horizontal lunar
parallax. At this distance r0 at which the lunar parallax has its mean value P,
we have, with n expressed in radians/second,

sin P = 1.0009076 ao
a

all n
2
p 11

/
3

= 1.0009076~ __ -. 1

PI 1 + MIE 7T
211(l + K 1 cos CP1)

= 3422".54 sin 1"

(3)

(4)

(5)

where P = 57'02".70, and ro= 60.2665 ao. Both ro and a differ from the
average value r of the radius vector.

The solar and lunar parallaxes are related by

l E + M (n )2] 1/3
sin p = 0.9990932 sin P 1 + (E + M) n; (6)

3.6. Mass of a planet from the mean orbit of a satellite. From the
observed apparent motion of a satellite relative to the planet around which
it revolves, a mean orbit for the satellite may be derived and its secular
variations determined. From the elements and their variations, the mass
and the flattening of the planet may be found. In particular, in terms of the
observed mean motion n of the satellite, and the semimajor axis a of its
orbit derived from the directly measured apparent mean angular distance
from the planet, the mass of the planet is

( )

2 3
_ n alE

m - -;;;; 1+ (ao/a)2(f - tK) ( + ) (1)

in which ao, f, and K denote, respectively, the equatorial radius, flattening,
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and ratio of centripetal acceleration to gravity at the equator, of the planet,
and a is in astronomical units.*

4. The Rotation of the E~rth

The motion of the Earth relative to its center of mass is the resultant of
three components. First, it rotates around an axis that always passes through
the center of mass. However, this axis does not coincide exactly with the
axis of figure. Second, the Earth is continually changing its position slightly
in space relative to the axis of rotation by a motion known as the Eulerian
nutation, which causes the axis of figure to describe an irregular variable
conical surface in space around the axis of rotation while the direction of
the axis of rotation remains sensibly constant in space. Hence the axis
of rotation lies in successively different positions on a conical surface within
the Earth. At the same time, under the gravitational attractions of the Sun
and Moon, the axis of rotation possesses a conical motion in space in which
the Earth as a whole participates without any change in its position relative
to the axis. All three motions are affected by elastic and plastic deformations
of the Earth, and by transfers of mass on and within the Earth in geophysical
phenomena; in particular the rate of rotation has secular, irregular, and
periodic variations.

4.1. Poisson's equations. The lunisolar motion of the axis of rotation
in space is due to the inequalities of the principal moments of inertia of
the Earth. To a high degree of approximation, it is the same as if the Earth
were a rigid body.

As a result of the consequent motion of the plane of the equator, the incli­
nation () of the equator to the fixed ecliptic of an adopted epoch is continually
varying, and the ecliptic is intersected at a continually different point.
Neglecting the departures of the Earth from perfect rigidity, and assuming
the equatorial moments of inertia A and B to be equal, we find that the
variations of () and of the angular distance t/J of the intersection westward
from its position at the epoch t = 0, caused by the action of the mass M' of
the Sun or the Moon at distance r and declination 0, are

d() = + 1 8V dt/J 1 8V
dt Cw sin () 8t/J' dt Cw sin () 8() (

1
)

* On the general theory of disturbed motion, see BROWN, E. W. and SHOOK, C. A.,
Planetary Theory, Cambridge University Press, London (1933); and BROWN, E. W.,
Introductory Treatise on the Lunar Theory, Cambridge University Press, London
(1896).
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in which w is the angular rate of rotation of the Earth, and

v= _k23~'(C-A)sin2o
2r3 (2)

where C is the principal moment of inertia with respect to the axis of figure.
The variations depend upon (C - A)/C, called the dynamical flattening, not
upon the geometric figure of the Earth.*

The motion is the resultant of a steady progressive secular part, which
is called the lunisolar precession, and a large number of periodic components
that are collectively called the lunisolar nutation.

The actual motion of the equinoxes along the ecliptic, and the variation
of the obliquity of the ecliptic, are the result of both this lunisolar motion of
the equator and a slow secular motion of the ecliptic caused by the secular
perturbations of the orbital motion of the Earth. The westward motion of
the equinoxes along the ecliptic, called the general precession in longitude,
results from both the lunisolar precession and the planetary precession caused
by the motion of the ecliptic.+

4.2. The Eulerian nutation. Kinematically, the daily rotational
motion of the Earth, instead of being a simple rotation around a fixed dia­
meter, results from a conical surface within the Earth, with vertex at the
center of mass and axis along the axis of figure, rolling on another very
much smaller conical surface in space. The line of contact of the two cones
is the instantaneous axis of rotation; it describes the circumference of the
small cone each day, and after each circuit it is displaced within the Earth
along the circumference of the large cone by the length of the perimeter
of the small cone. This motion is a dynamical consequence of the lack of
coincidence of the axis of rotation with the axis of figure. It leaves the
position of the small cone in space unchanged; and the angular opening
of this cone is too small for the daily conical oscillation of the axis of rotation
in space to be observable. The Earth as a whole is therefore displaced in
space relative to the axis of rotation, while this axis is practically unchanged

• For the solution explicitly in terms of the masses and the orbital elements of the
Sun and Moon, see TISSERAND, F., Traite de mecanique celeste, Vol. 2, Gauthier­
Villars & Cie., Paris, 1891. See also HILL, G. W., Collected Mathematical Works,
Vol. 4, Carnegie Institution, Washington, 1907, p. II.

+ The principal term in the nutation is due to the action of the Moon; its coefficient
is called the constant of nutation. The coefficient of the principal term in the pre­
cession is the constant of precession. The expressions for these constants in terms
of the masses and orbital elements of the Earth and the Moon, and the dynamical
flattening, are given by HILL, G. W., lac. cit.; conversely, (C - A)/C and MI(E + M)
may be expressed in terms of the constants of precession and nutation.
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in space and hence lies in a different position within the Earth; the displace­
ment of the Earth in space causes the axis of figure to describe a cone in
space around the axis of rotation.

Unlike the lunisolar precession and nutation, the Eulerian motion is
greatly affected by the departures of the Earth from perfect rigidity. Were
the Earth an invariable rigid body with A = B, the axis of rotation would
describe a slightly sinuous circular cone within the Earth around the axis
of figure, at a nearly uniform rate with a mean period of

277
T = (C_ A)wjA = 303 days

the sinuosities are due to a daily oscillation with a variable amplitude that
may reach 0".02, which is caused by the lunisolar forces. Actually, because
of deformations of the Earth, and the continual disturbances from meteorolo­
gical and other geophysical processes, the period is lengthened to an average
of about 14 months, and the motion is highly irregular and variable, with a
superimposed annual component. The consequent irregular motion of the
geographic poles over the surface of the Earth is confined within an area
about 50 feet in radius, and causes the phenomenon frequently termed
" variation of latitude."
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METEOROLOGY
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Meteorology comprises the branch of geophysics that treats of the earth's
atmosphere and its phenomena. However, meteorology, as presently con­
stituted, does not concern itself with the electromagnetic and photochemical
phenomena that are important in the upper I per cent by mass of the atmos­
phere. ~ome of the following formulas are not generally applicable to this
upper regIOn.

The basic physical laws of atmospheric behavior derive from other branches
of physics. The first section below discusses the four basic equations that
govern the large-scale flow patterns in the atmosphere. The second section
presents certain auxiliary equations derived from these basic ones.

1. Basic Equations for Large-Scale Flow

1.1. The hydrodynamic equation of motion. The hydrodynamic
equation of motion is usually written for a frame of reference that is rotating
with the earth so that it takes the form

dv ov I
-=-+v'V'v=-2Qxv--V'p-V'<1>+F (I)
dt at p

The terms on the left-hand side give the accelerations, where v is the average
velocity (the mode of averaging is discussed below) at a particular location,
and t the time. The first term on the right is the so-called Coriolis force,
or deflecting force of the earth's rotation. The vector n is directed north­
ward, parallel to the axis of rotation of the earth, and has the magnitude w,
the angular speed of rotation of the earth. This term arises because the
frame of reference is fixed to the earth; it cannot change the speed of an air
parcel, but only the direction of its motion relative to the earth. The second
term on the right is the pressure-gradient term, where p is the density and

697
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p the pressure. The third term is very nearly the gravitational force, with
<t> the gravitational potential. (In meteorology, the relatively small cen­
trifugal force due to the earth's rotation is included in this term.) This
force has a component in the vertical only, whose magnitude we usually
regard as a constant, g. At the earth's surface, at the poles,

g == GMJa2

where G is the gravitational constant, M is the mass of the earth, and a is
the earth's polar radius. The value ofg is numerically smaller at the equator
than at the poles by about 0.5 percent. The vertical extent of the atmosphere
is so small relative to the earth's radius that the vertical variation of g is
generally neglected in meteorology.

The last term on the right side, F, includes the molecular viscosity and
the eddy stresses. These latter are not always clearly defined. They arise
because the atmosphere is a turbulent fluid, whose rapidly varying motions
we can express only in terms of a time and space average. At any given
instant and point in the atmosphere, however, v will ordinarily differ from
the average value that is presumed to apply to that given instant and point.
The nonlinear terms in the expression v· Vv then give rise to stresses that
depend on the correlations between the velocity components.

A meteorological observation, as usually reported, automatically involves an
average that depends on the instrumentation. The scale of the average is
typically a few minutes in time and a few hundred meters in space. The
stress terms that arise from this scale of averaging are assumed to be negligible
for the larger-scale motions and are treated in turbulence theory by a statis­
tical or phenomenological approach.

A second scale of averaging is fixed by the density and frequency of obser­
vations. This scale may involve a few hours, or a few hundred kilometers,
and the stresses that arise have never been subjected to a consistent study
because the relevant observations are not available.

Finally, the analyst may purposely introduce an averaging process on still
longer time or distance scales, in which case the consequent stresses must be
included in the term F.

1.2. Conservation of mass. Conservation of mass is expressed by the
equation of continuity: op + V 0 (1)at . pv =

1.3. Equation of state. Air is a mixture of gases, each of which, to a
good degree of approximation, obeys the equation of state for an ideal gas.

R
p=p-T

m
(1)
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where R is the universal gas constant, m the molecular weight of the gas, and
T the absolute temperature. According to Dalton's law, the sum of the
partial pressures of gases in a mixture is equal to the total pressure of the
mixture, Consequently, the equation of state for air has the same form as for
an ideal gas, as long as we define m in terms of the molecular weights of the
individual gases in the air. The appropriate value of m for air turns out to be
28.97, so that the equation of state is generally used in the form

where

p= pR'T

R' = Rim = 2.87 X 106 cm2 sec-2 deg-1

(2)

In the strictest sense, this applies to dry air only. Water vapor is always
present in air to an extent that varies widely with time and space. To apply
the slight correction for the presence of water vapor, replace T by T*, the
virtual temperature, defined by

T*= T
(1 - 0.37gelp)

where e is the partial pressure of the water vapor and p is the total pressure
of the dry air and water vapor.

1.4. First law of thermodynamics. The first law of thermodynamics
for unit mass of an ideal gas is

1
dq=cpdT-pdp (1)

where dq is the heat added t~ or taken from the unit mass, and cp is the specific
heat of the gas at constant pressure.

2. Derived Equations

Section 1 contains a set of four equations, two of hydrodynamic and two of
thermodynamic character, which describe the state of the atmosphere.
These equations involve five unknowns, namely, v, p, p, T, and q. In
principle, at least, one should be able to specify a fifth equation to define q,
in terms of heat absorbed directly from the sun, heat added to the atmosphere
from the earth's surface by conduction or convection, and heat transferred
within the atmosphere by phase changes of water. Since we can describe the
boundary of the earth's surface and specify the initial state of the atmosphere,
the equations are, in theory, soluble. However, in practice, the specification
of the heat exchange and the boundary conditions is so extremely complex,
and the mathematical difficulties inherent in nonlinear, partial differential
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equations are so great, that an exact analytical solution will probably never be
possible.

Consequently, meteorological theory tends toward the derivation of other
relationships from the four basic equations. One type of derivation has
involved the deletion of small terms from the four equations to obtain
descriptive formulas. These approximations characteristically ignore terms
that, while small in magnitude, are vital for the prediction of changes in the
atmosphere. A second type of derived equation transforms the original
equations into a form that might be suitable for purposes of prediction or that
mightlend itself to physical interpretation.

These equations are given here in the coordinate system commonly used
in meteorology. This is a Cartesian system, rotating with the earth, with
its x-y plane tangential to the earth at the origin, and the z axis directed away
from the earth. The x axis is positive toward the east, the y axis is positive
toward the north. To simulate the Coriolis deflection, the x-y plane is
presumed to be rotating around the z axis with an angular velocity appropriate
to the latitude in question. This system achieves some mathematical
simplification, but is inappropriate when hrge areas of the earth's surface
are under consideration. In this case, spherical coordinates with their
origin at the center of the earth are the natural system to use.

2.1. Geostrophic wind. The Coriolis force and the pressure-gradient
force are much larger in magnitude than the other terms in the horizontal
components of the equation of motion. The eastward speed, u, and the
northward speed, v, obtained by equating these terms, are

I op

Iu= - '--
2pw sin ep oy

{I)
I op

v=
2pw sin ep ox

where ep is the latitude. These so-called " geostrophic" wind components
describe the actual wind field in the free atmosphere very accurately.
Near the surface, the wind has a sizable component toward low pressure
as a result of friction.

2.2. Hydrostatic equation. In the vertical component of the equation
of motion, the acceleration of gravity is balanced almost entirely by the pres­
sure gradient. Thus

op
oz= -pg
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With the aid of the equation of state, this gives for the pressure at a distance
z absve a reference level with pressure Po,

P= Po exp (- f: ~~;)
This equation gives the vertical distribution of pressure in the atmosphere
within the accuracy of observation.

(1)
1

cpdT= -dp
p

In particular, for vertical motion,

2.3. Adiabatic lapse rate. If an air parcel gains or loses no heat, its
temperature is related to its pressure by the adiabatic form of the first law
of thermodynamics,

aT 1 ap g
8Z = cpp . az = - cp (2)

with the help of the hydrostatic equation, and because the density of the
parcel is not greatly different from that of its surroundings. This variation
of temperature in the vertical is observed in cases where air is heated from
below or is thoroughly mixed by turbulence, if the water in the air does not
change phase.

In the case where the water does change phase, as in clouds, the latent heat
released or used by the water reduces this lapse rate.

2.4. The circulation theorem. The circulation C around a closed
curve is defined as the line integral of the velocity component tangential to
the curve.

c = ~(u dx + v dy + w dz) (1)

With the help of the equation of motion (without the stress terms), this
equation reduces to the form common in meteorology, namely,

dC = _ jdp -2w dA (2)
dt j p dt

where A is the projected area of the closed curve on the equatorial plane.
This equation is valuable mainly because of the insight it affords into

atmospheric motions. The first term may be interpreted as the increase in
circulation caused by the angle between the isosteric (constant specific volume)
and isobaric (constant pressure) surfaces. For an autobarotropic atmosphere,
i.e., one wherein the spatial distribution of p is always the same function of p
only, this term vanishes. The second term represents the effect of the earth's
rotation on the circulation.
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(1)

2.5. The vorticity theorem. As the area of the curve around which the
circulation is computed is reduced to zero, the circulation divided by the
area approaches the vorticity as a limit. The vorticity is the curl of the
velocity.

The" vorticity theorem" as commonly used in meteorology really con­
cerns only the vertical component of the vorticity. This equation is the
vertical component of the curl of the equation of motion. For horizontal
motion in an autobarotropic frictionless fluid, the theorem states that

~ (~ + 2w sin cp) = - (~ + 2w sin cp) (~: + ~;)

where ~ is the vertical component of vorticity for the motion of the air parcel
relative to the earth. Note that 2w sin cp is the vertical component of
vorticity resulting from the earth's rotation.

This equation is practically the only one in meteorology that has shown
any prognostic value. The past few years have seen numerous attempts to
integrate this equation (and variants of it) by numerical methods. These
experiments offer significant hope for improvement of weather forecasting.

2.6. The energy equation. The scalar product of the equation of
motion and the vdocity is

d 1
- (K + W) = - - v • Vp + v • F (I )
dt p

Here K is the kinetic energy and W the potential energy of an air parcel.
This combines with the first law of thermodynamics to give the energy
equation,

dq = ~ (K + W + f) + Pd(l/rj) + ~ v· Vp - v· F (2)
dt dt dt P

where I is the internal energy cvT.

2.7. The tendency equation. To a close approximation, the pressure
at a level z is given by the weight of the overlying air column,

(I)

(2)

Therefore the rate of pressure changes, or pressure" tendency," is

(OP) = _ foo g(~re~ + ~r:~\'dZ + g(pw)zat z Z ox oy
since pw is assumed to vanish at the upper limit. This is called the tendency
equation.
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(1)

(2)

The term under the integral sign, when the indicated differentiation is
accomplished, indicates two physical processes that might produce a pressure
change. These are advection of air of different density, and velocity diver­
gence. In addition the term outside the integral shows that the pressure at a
level may change as a result of a mass transport through the level. These
terms are always small in the atmosphere. Note that for horizontal, geo­
strophic motion, no pressure change would occur. Moreover, the mass
divergence in the atmosphere usually changes sign with elevation, so that the
net pressure change at the surface represents a slight unbalance among the
nearly compensating values of mass divergence at upper levels.

2.8. Atmospheric turbulence. Near the surface of the earth, the
variation of the wind with elevation depends largely on the term F in the
equation of motion. If the air flow were laminar, F would depend on the
molecular viscosity fL, and would be given approximately by

F= ~. ~(fLov)
P OZ OZ

since the variation of v in the horizontal is small.
In the atmosphere, the motion is turbulent and the eddy stresses are far

larger than the viscous stresses. These eddy stresses are often represented
by a similar formula

F= ~. ~(fL ov)
P OZ e OZ

The eddy viscosity, JiB> is a property of the flow and not of the fluid. Its
magnitude varies widely, depending principally on distance from the earth's
surface, wind speed, and the variation of temperature in the vertical. With
a dry adiabatic lapse rate and average wind speed, fLe seems to increase
approximately linearly from a value of zero near the ground to a maximum
value of about 106-107 fL a few hundred meters above the ground. When
temperature increases with height and the wind is light, fLe may not exceed
104-105 fL at any level.
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Introduction

Biophysics is the analysis of biological phenomena in physicomathematical
terms. It includes all formal theories of the behavior of living organisms
and their parts, especially such theories as attempt a reduction of biological
to physical (including chemical) concepts. Thus this chapter embraces such
topics as enzyme kinetics, a molecular theory of cell forms and cell division,
and the mathematical theory of aggregates of cells or of organisms.

1. Energy Relations

A living system is a spatially circumscribed phase (or aggregate of such
phases) in contact with another phase or set of phases, the environment. It
is in constant communication with the environment; both matter and energy
pass between the two. Living systems, while they display the character­
istics that mark them as living, are never in thermodynamic equilibrium.
To describe their energy relations requires a generalization of classical
thermodynamics. We divide substances found in living systems into two
groups: those that normally do not leave the cell (the" permanent:' con­
stituents) and those that circulate between cell and environment. Variables
pertaining to the two classes are distinguished by subscripts I and 2 re­
spectively.

We define a number of symbols.

rna = mass density of substance a in gm cm-3

rn = total mass density ( = ~ rna )

Va = velocity of substance a
Ca = concentration of substance a in moles gm-1

705
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(1)

M a = molecular weight of substance a

Ra = chemical reaction rate of substance a in gm cm-3 secl

T = stress tensor
F = external force
H = total energy per unit volume
q = vector of heat flow
p = hydrostatic pressure

All these quantities except the M a are functions of coordinates x, y, z of
points in the cell or its environment relative to any arbitrarily chosen coor­
dinate system, and of the time t.

We define the mean velocity of the system at a point, relative to the coor­
dinate system, by

The mean velocity of substances of class 1 is defined by

ml VI = I m", v"', (0: ranges over substances of class 1) (2)

'"
and similarly for V2 , with ml = I m", over class 1, etc.

'"
The diffusion velocity of substance a is then Ua= Va - VI.

We define
R1 = I R"" (0: over class 1)

a

Rz = I Ri , (i over class 2),

J=mU=~MJ"-I a a
a

Here M a and Ca are related by ma = mMaCa, and U = V - VI. The
internal energy per gram, E, is defined by

mE = H -tmVz (3)

The differential equation corresponding to the first law of thermodynamics
is then

(4)
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where J1'a = a€laca and the operator dldt is given by

d a
dt = at + VI • 'V

707

This operator gives the rate of change at a given point in the cell, moving
with velocity VI.
Auxiliary equations are the diffusion and continuity equations,

dm = _ m'V' V, - 'V • J m dCa = Ra - 'V' J + C 'V' J (5)
dt l' dt M a a a

and the hydrodynamic equations

(6)

The differential equation corresponding to the second law is

mO ~7J = (T • 'V) • VI + (T • 'V) • U +p'V' VI - ! J1'a :; - 'V • q
t a a

(7)

where 7J is the entropy and 8 the absolute temperature.
Defining the Gibbs free energy as usual by

if; = € - 07J

we have for this function the equation

Equations of the same form as the above hold for the environment (in
fact, one set holds for each phase if there are more than two phases). At
interfaces, we have boundary conditions of two sorts: those prescribing
the stress T at the boundary, and those prescribing the diffusion flux. The
latter are of the form

Ji = h", (i over class 2)

Jrx = 0 (0: over class 1)
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The quantity JiS is generally given by

JiS = n(aiCiS - a'iC'iS)

the subscript S denoting surface values, the primes denoting the" external"
or adjoining phase, and n being the unit external normal to the surface of the
phase.

The cell shape is related to the system as follows: if the equation of the
cell surface is S(x,y,z,t) = 0, then

ds=as V.VS=O
dt at + I

(9)

This equation can be solved if VI' the solution of the second hydrodynamical
equation, is obtained. Since VI depends on RI , the cell shape is thus related
to its metabolism.

Of interest in connection with the problem of growth are the equations
for the total mass M and total volume Vo of any region (dT = element of
volume).

dM d----at = dt I mdT = - IV' JdT

dV d
d/ = dt I dT = I V . VidT

j (10)

(11 )

dM
-=-vV'Jdt 0

dVo = vv,v
dt 0 I

For a region sufficiently small to be approximately homogeneous, those take
the simpler form

See Refs. 3, 11, and 12.

2. Kinetics of Enzyme Catalyzed Reactions

2.1. Simple reactions (Refs. 4 and 5). The basic assumption of the
theory is that enzyme and substrate form a complex, which then reacts to
yield the product or products together with the free enzyme, which can now
enter another cycle. The simplest possible case has been described in
equations first derived by Victor Henri (frequently incorrectly attributed to
Michaelis and Menten).

Denote the substrate by S, product by P, free enzyme by E, enzyme-
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substrate complex by C, total enzyme by Eo (all expressed as concentrations,
e.g., in moles em-a). The stoichiometric relations are

k
s+Edc,

k' I
We have, moreover,

The further assumptions that the first reaction is in equilibrium and that
the overall reaction rate is determined by the transformation of C to E and
P give

(1)

where K = k'i/h i .

Haldane's modification of the theory assumes (instead 0f equilibrium of
the complex-forming reaction) a steady state for the complex. That IS,

dC/dt = 0

This yields for the reaction rate
S

V= k2K, + SEo (2)

where K' = K + k2/k l • The functional form is the same, but K' no longer
has the significance of the dissociation constant of the complex, so that I/K'
does not measure exclusively the affinity of enzyme for substrate.

2.2. Inhibitors (Refs. 1, 2, 7, 13). The effect of substances that inhibit
enzymatic reactions is due to their action on the free enzyme molecules, on
enzyme-substrate complex, or on both. Such reactions can be treated if
stoichiometric combination or its formal equivalent is assumed. The equa­
tions are

4
C + I+:t Cj

where I is the free inhibitor, Ej is the enzyme-inhibitor complex, Cj is the
enzyme-substrate-inhibitor complex, and the other symbols are as before.

We have the conservation equations

I ~

E+S~C---->-P+E

Eo = E + C + Ej + Cj l (2)
10 = I + Ej + Cj \

(assuming combination in I : I proportions as above and representing total
inhibitor by Ie).
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We take C in the steady state as before, and assume that reactions involving
inhibitor are in equilibrium (which is true for many but not necessarily for
all inhibitions). Thus we have

ES = KIC, EI = KaE]> CI = K 4C1

where K I = k'I/kI + k2lkI, K a= k'alka. K 4= k'41k4.

This solution of this system gives for the inhibited reaction rate,

(3)

(4)

(5)

where k = KI/S + I, m = KI/SKa+ IIK4, ~ = Eo -/0,

It is also convenient to plot results of inhibition experiments in terms of
the fractional inhibition i or the fractional residual activity p, defined by

. E1 + C1t=_·_-
Eo

p = VifV

where V is the uninhibited rate as determined in the preceding section.
These quantities are related by i + p = I. The theoretical equations are

I 'E k i
o=t 0+-'-1-'m -t

for the plot of 10 against i, and

E - ~ _!!....- (6)
o-I_p m p

for the plot of Eo against p, or

1
0

= (l - p)Eo +!!.... I -p (7)
m p

for 10 against p.
The theory demands in general an infinite value of 10 for complete inhi­

bition, and an infinite value of Eo for the complete absence of inhibition.
Some special cases of interest have been worked out in the past, and are

readily obtained from the above results. If the inhibitor reacts only with
free enzyme, we have what is usually called competitive inhibition, since it is
believed that substrate and inhibitor compete for the same grouping on the
enzyme. In this case IIK4 = 0, kim = Ka(l + S/K I ). If this is sub­
stituted in the i, 10 relation,

10 = iEo + K a( I + ~1 ) T~ i (8)

and the amount of inhibitor required to produce a given fractional inhibition
increases with the concentration of substrate.
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If inhibitor combines impartially with E and C and has the same affinity
for both, K a = K 4 • In this case, kim = K a, and the relation of 10 to i is
independent of S. This sort of inhibition has been termed noncompetitive.

So-called " uncompetitive" inhibition results if inhibitor combines only
with C. Then

and

(9)

(10)

The i, 10 equation now reads

10 = iEo + K 4 ( ~1 + I)j ~ t (II)

Increasing the substrate concentration now decreases the amount of inhi­
bitor required to produce a given degree of inhibition, as should be expected.

If the combination of inhibitor with E and C is irreversible, we have
Ka = K 4 = 0, and therefore kim = O. In this case, substitution in the i,
10 equation gives i = 101Eo.

Moreover, the relation of reaction rate to Eo takes the special form of
a broken line. For 0 < Eo < [0' Vi = 0, while for Eo > 10,

V i = ~2(Eo-[0) (12)

This form of inhibition has been referred to as " titration" of the enzyme
by the inhibitor. The same result is obtained with competitive and non­
competitive inhibition if K a = 0, and for uncompetitive inhibition if K 4 = O.

3. The Cell

3.1. Metabolism and concentration distributions. The simplest
theoretical model of a living cell is based on the minimal set of characteristics
which all such cells have in common. Nutrient metabolites diffuse into the
cell from the environment, the chemical reactions that constitute metabolism
go on inside the cell, and products of metabolism diffuse out of the cell into
the environment.

The occurrence of these characteristics can be expressed by a modified
form of the classical partial differential equation of diffusion. For a sub­
stance undergoing no chemical reactions, this equation has the form

ac
--=-"\1.jat (I)

where C(= C(x;y,z,t)] is the concentration of the substance in gm cm-a (or
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moles cm-3) and J is the vector of diffusion flux in gm cm-2 secl (or moles
cm-2 sec-I). When chemical reactions also occur, they are embodied in a
term for" sources" and" sinks," and the equation is

8C =-V'J+Q
8t

(2)

where Q is the net rate of reaction producing the substance in gm cm-3 sec-I

(or moles cm-3 sec-I). If the substance in the aggregate is removed by
reaction rather than supplied, Q < O. In general, one must consider groups
of substances which are related to one another by chemical transformations.
Thus, one would have simultaneous systems of equations like the foregoing
for a set of concentrations CI, C2 , ••• , Cn' Moreover, Q will in this general
case be different in each equation, and each Qi will be a function
Q;(CI ,C2, ••• ,Cn ) of several or all of the functions C j • However, much
information may be obtained even from the oversimplified case in which
each substance is treated independently, i.e., in which Qi = Qi(Ci) or
Qi = constant = qi' (Such a situation may hold approximately for at least one
of a group of related substances if all the others are present in sufficient excess.)

To solve the diffusion equation, it is necessary to find an expression for
the flux vector J. In many cases a satisfactory form is given by Fick's law,

J= -DVC

where D is a constant known as the diffusion coefficient, and is in general
different for each substance (and for each kind of cell or tissue). With this
relation, the diffusion equation becomes

(3)

(4)

As was indicated in Section 1, a separate equation holds for each distinct
phase (e.g., for the cell and for its environment). At the surface separating
the phases, boundary conditions hold. For the diffusion problem, these
express the condition that the flux into the surface from one side equals the
flux across the surface equals the flux away from the surface on the other
side. Thus for two phases, the interior of a cell and its environment,
denoting the corresponding C functions by C i and CM and by 818v the normal
derivative (with respect to the external normal to the surface), we have

- D 8Ci = _ D 8Ce = i (at the surface)
• l 8v e 8v s

The surface flux is generally of the form

is = hiCi - heCe
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where hi and he are constants (for each substance and each cell). A simple
approximation to this, which is frequently used, occurs if hi ~ he> so that

Is = h(Ci - Ce)
and h is termed the permeability coefficient. In many cases, the solution
of the diffusion equation, C(x, y, z, t), with increasing time approaches a
stationary value C(x, y, z) which represents a solution of the equation

D'J2C+Q= 0

(5)}r
qr 3

Ce = Co + 3l!J
e

obtained from the more general equation by setting aClot equal to zero.
To estimate the time required to reach practically this stationary state,
one can perform an approximate calculation which shows that the time­
dependent transient term of C(x, y, z, t) is proportional to e-Dtja2, where
a is a measure of the linear dimensions of the cell. Since D for a number
of important metabolites is known to be ,...., 10-7 cm2 sec1 , for a cell of linear
dimensions,...., 10-3 em, we have Dla2 ,...., 10-1 sec1• In this case the transient
term will drop to lie of its initial value in 10 seconds, and become virtually
negligible after I minute. Thus many problems may be treated satis­
factorily in terms of the stationary diffusion equation.

A solution satisfying the boundary conditions is readily found if the cell
has a spherical shape. For the case where Q is a constant q, the solution
is given by

where the coordinate r is the radial distance from the center of the cell, ro is
the radius of the cell, and Co is the limiting concentration of the substance
at a great (strictly speaking, infinite) distance from the cell. For q> 0,
the concentration distribution has a maximum at the center of the cell, and
decreases as one moves outward, with a discontinuity of qro/3h at the surface.
For q < 0, there is a minimum at the center of the cell and an increase as
one moves outward.

For nonspherical cells, the solution of the boundary value problem rapidly
becomes unmanageable, or at best so cumbersome as not to justify the effort
expended. Rashevsky introduced a method of approximation that permits
most problems to be handled with relative ease (Ref. 10). Consider a cell
of roughly oblong shape, with" half-width" r2 and" half-length" r1• Let
the mean concentration of metabolite, halfway between periphery and center,
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2Di (_ ) De (, )-r- C - C1 = S C 1 - Co
1

be i. Let the average peripheral concentration inside the cell at the ends
be Cll at the" sides" be C2 , when the corresponding values just outside the
cell are C'1 and c'2' Finally let 0 be a length, of the order of magnitude of the
cell dimensions, that distance from the cell in which the concentration changes
from c'r and c'2 to the limiting value CO' The boundary conditions (two
sets, one for the ends and one for the sides) take the form

2Di(i - c1) = r1h(c1 -C'1)

2Di (_ ) De (, )-- C-C2 = ~ C 2 -COr2 a /

The (nonstationary) diffusion equation becomes the equation of continuity.

di _ 3D (i - C1 2 i - C2 ) (7)
dt- q - i ~+ ~

1 2

With the help of the boundary conditions this takes the form

di i-co
dt = q-A- (8)

where

A == r1r2

3hD;De

.is termed the total diffusion resistance of the cell.
The solution of the continuity equation is

i = Co + Aq - CAe- t /A

where C is a constant of integration. In the stationary state,

i= Co + Aq

(9)

3.2. Diffusion forces and cell division (Refs. 10 and 15). The relation
of cell movements and cell division to metabolic activity is based On the
production of concentration gradients and differences by metabolism. All
concentrations become equal to Co if q = 0, and the discontinuity Ci - Ce at
r = ro likewise vanishes with q. The presence of gradients and surface
discontinuities for nonvanishing q leads to volume forces and surface pressures
of " osmotic" character. The surface pressure is given by

RT
Po= jif(c;-ce ) (1)
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(5)

where Ci and Ce are evaluated at the cell surface; R is the gas constant, T the
absolute temperature, and M the molecular weight of the solute. The
volume force is derivable from a pressure which in the first instance is
given by

(2)

A more refined calculation takes into account the modification of the distri­
bution C by the molecule or particle subjected to this thermal bombardment
(e.g., an enzyme or protein molecule). Thus the next approximation gives

3 RT
Fv = -2' lkfaVVc (3)

for the force on a particle of volume V, where a is a constant I"'-..' I. The
dependence of c on q then leads to the general result that the volume and
surface forces are directed outward for q > 0 and inward for q < O.

The possibility that these forces will cause division of the cell can be
analyzed by calculating the energy change f'::iE which results when a spherical
cell of radius ro divides into two equal spherical cells of radius r1 = 0.8ro­
The calculation makes use of the well-known device of an imaginary expan­
sion cf the cell to infinity followed by condensation to two half-cells. The
first component of the energy change is due to the surface tension, the second
to the surface pressure, and the third to the volume force on the enzyme
molecules, giving

dE = !'::i.E !'::i.E +!'::i.E = 1.1217 r 2 _ 17RTqr~ _ ~ . 17RTap.,qr0
5

(4)
S + m V Y 0 2Mh 20 DM

where Y is the surface tension in ergs cm-2, D is an average of Di and Dc> and
J.L is the relative volume occupied by the enzyme particles. For small TO,

!'::i.E > 0; for larger values !'::i.E < O. There is thus a critical value TO' of To

for which dE = 0, where the cell becomes unstable (if q > 0). Then To' is
the solution of the cubic equation

1 12 _ RTqr0
2

_ ~ • RTap.,qT0
3

= 0
. Y 2Mh 20 DM

The exact solution is cumbersome, but two simple limiting cases are easily
studied. If h is very large,

If D is very large,

I-~­

TO' = A

3j7.5yDM
·v RTOIfLq

r • = I 2.24yMh
o '\j RTq

(6)

(1)
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With plausible values of the constants (y,......, 1; CifL = 1; q = 10-6 gm cm-3

sec-l ; M = 100; and D = 10-7 cm2 sec-I, h = 00, or h = 10-4 em sec-I,
D = 00), we get ro',......, 10-3 em, which corresponds well to average cell sizes.
Relatively large variations in the constants, however, result in relatively
much smaller changes in r 0'.

A more precise analysis of the stability of the cell uses as a criterion the
virtual work of small arbitrary defonnations of the cell, taking into account
the redistribution of concentrations due to the deformation. The condition
of instability leads to more complex expressions for r 0., but gives essentially
the same numerical values. The condition is (n an integer)

R~rx 2hqr0
2 + De(n + l)qro (n -1)

M fL DiDen(n + 1) + h[De(n + 1) + Din]rO

2 RT [D,n(n - 1) - Dln2 - I )]qro 2(n - I) (n + 2)

+ 3 X Ai X DoDen(n + 1) + h[Dln + 1) + Din]rO > . r0
2 y

A novel result arises if q < 0, for now, if certain relations among the constants
hold, the condition of instability may be satisfied in a region between the
lower and the higher values of ro' Within this range an infinitesimal elon­
gation of the cell results in a decrease of energy. But we have seen that for
q < 0 the division of the cell gives an increase of energy. Thus the energy
cannot continue to decrease as the defonnation goes on, and an intermediate,
nonspherical equilibrium shape must result. Neither of these calculations
is adequate to predict the entire course of deformation of a cell and its even­
tual division or stabilization in a nonspherical shape. This can be done by
applying the laws of plastic flow, in combination with the approximation
method for diffusion in nonspherical cells. A theorem of Betti, first applied
to the problem by G. Young (Ref. 15), gives for the average relative rate of
change of any dimension of a body of any shape the following sort of expres-
slon.

1 dlz I lIII~. ~ = -- [zZ - .l(yY + xX)]dV +
lz dt Jl) V 2

V

II [zz. - i(yY. + xX.)]dS (
s '

where lz is the length of the body at time t in the direction of the z axis, X, Y,
and Z are the components of the volume force in the x, y, and z directions,
and Xv, Y v' and Zv are the components of the surface pressure, and the
integrals are extended over the volume V and surface S, respectively, of the
body, whose viscosity is TJ.
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(12)

For the volume force we use the previously cited expression,

F= _~. RTOI.fLVc
2 M

while the surface pressures on the ends and sides of the cell respectively are

RT ( , )PI = M Cl -c 1

RT( ')P2 = M c2-c 2

We put the z axis along the largest dimension of the cell, so that /. = rl'

Solving for the concentrations by means of the approximate method as before,
we obtain

drl RT [301.fLDh + (301.fL - 2)De]hDi Deh - r2) (t- Co)
;:-;'di - 2MY) . (2DiDe+ 28Dih + rlhDe ) (2DPe + 28Dih + r2hDe) (10)

A more general relation is obtained if we take into account the effect of sur­
face tension, which produces at the "ends" of the cell a surface force
- 2ylr2 and along the" sides" a force - y(l/rl + l/r2), which results in a
contribution to the relative rate of elongation of - (yI2Y) (rl - r2)lr j r2.
Introducing the approximate stationary value Aq for t - co, we get, finally,

!!Z.. [301.fLDh + (301.fL -2)De]r1r2(rl -r2)q

6MY) 2(2Di De+ 28D,h+ r1hDe)r1+ (2Di De+ 28Dih+ r~De)r2

_L. r
l-

r
2 (II)

2Y) rlr2

Since r1 - r2 > 0, then for q > 0 one necessary condition for elongation
to occur (since usually 301.fL - 2 < 0) is

8 > 2 - 301.fL. De
301.fL h

Since 8 is of the order of the cell size (e.g., 8 S'" r2), this means that elongation
will occur for sufficiently large cell sizes. As r l increases, r2 decreases.
In fact, if the cell volume remains approximately constant during the elon­
gation, r2can be expressed in terms of rl(r2,-..,; l/vr;:) by virtue of the approx­
imate expression for the cell volume.

V - 41T 2- T r l r 2

Thus for very large values of r l (where 8,-..,; r2), drlldt varies as Arl
1l2 - Br j

3 /2

where A and B are constants. This expression will vanish for some suf-
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(14)

ficiently large value of r 1 , so that the elongation will proceed only to a finite
extent. However, Betti's formula gives only the average rate of elongation.
In point of fact, the middle of the cell, which is subject to the maximum
force, will elongate and constrict more rapidly than the ends, and the process
may continue at the middle even when the average elongation has reached
its limit. The final stages of cell division may then be treated approximately
in terms of a dumbbell-shaped figure, essentially two spheres of radius r2'"

whose centers are separated by a distance r1" and connected by a cylindrical
" neck" of radius r. The spheres are pulled apart by diffusion forces, due
to metabolites produced in each sphere and acting on the- other sphere,
giving the effect of a repulsion between the spheres. An approximate
expression for the total force is

RT17CJ¥Q(r2")6
F = 6MD

e
(h

1
")2 (13)

This force is applied to the total surface of the end of the neck, m 2, giving a
surface pressure Fjm2• The surface forces due to surface tension in the
neck are - 2yjr dynes cm-2 at the ends, and - yjr on the lateral surface.
Thus Betti's theorem gives

1 dl 1 F-17ry
T . dt = 3171] r2

Since for a viscous incompressible body the relative lateral constriction is
half the relative elongation,

Thus we have

dr 1 dl
r .dt = - 21 . dt

dr = p_ Q
dt r

(15)

y RT0l.Jl,qr2"6
where P = (;;), Q = 361]D

e
Mr

1
"2

For constrictiQn to occur, we must have always

Qjr >P

The differential equation has the solution

P( ') Q1 Q- Pr _ p2
r - r + n Q_ Pr' - t

where r' is the initial value of r. From this it can be seen that r
and division is complete at a time T given by

p2T = QIn Q5!Pr' - Pr'

(16)

vanishes

(17)
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It is easy to see that 'T is real and positive if Q - py' > °and that 'T decreases
as Q - Pr' increases. Thus the time required to complete division is
smaller, among other things, as the metabolic rate q increases. It is also
obvious that division will never occur if q < 0, for in this case drjdt > °
always.

3.3. Cell polarity and its maintenance (Ref. 10). A model for the
self-regulation of cell polarity depends on the effect of diffusion forces on a
negative catalyst. Consider a spherical cell whose hemispheres have mean
concentration ell and C2 of some metabolite. The reaction rate is q. The
treatment of the problem is as usual, except that the internal flux
1TroD(c1 - c2) must be taken into account. We get finally

_ _ Yo2(2D + rOh)(ql - q2)
C1 - C2= --3D(2D + 3roh) (1)

which vanishes if ql = q2' The diffusion forces will act on colloidal particles
of mean concentration n, volume V, and molecular weight M, to produce
a concentration ratio in the two hemispheres

where
_ 3 NVa.
a.=-'--

2 M

(2)

Putting x = Cl - '2' and noting that n = (n1+ n2)j2, we have

n2 - n1 = 2n tanh (lax) (3)

Suppose the particles act as negative catalysts on the reaction rate, so that
for example,

Then

q= qo-an

ql -q2 = a(n2 - n1) (4)

where

A representation of an asymmetric distribution of the particles follows from
the elimination of the q's and n's from the above relations.

x = 2Aan tanh (tax)

A = ro2(2D + roh)
3D(2D + 3roh)

Approximately, for small ax, this is

x = Aaniix(1_1.- ii2x2)
12
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This has a root (besides x = 0),

BIOPHYSICS § 3.4

~
-----------

2 3(AanCi - 1)
X* = - ._-

Ci AanCi

which is real and positive if AanCi > 1.

This root corresponds to a stable configuration, so that the asymmetry will be
maintained against disturbances such as division of the cell. A similar
result holds for a cell with impermeable membrane, in which the metabolite
is produced at rate q and consumed at rate be, except that the constant A is
now given by

3.4. Cell permeability (Ref. 12). An analysis of interface and mem­
brane permeability in terms of kinetic theory requires a calculation of the
velocity distribution in the presence of a concentration gradient. An
adaptation of a procedure used by Lorentz in the theory of conductivity was
used. If the Maxwell distribution of velocities e is fo(e), the perturbed
distribution is approximated by

f = fo + uF(e) (1)

where u is the component of e in the direction of the gradient. The equation
of Boltzmann is used to evaluate the correction term, giving

F(e) = - ( ~ )Of%x (2)

where L is the mean free path, and the x axis of a rectangular coordinate
system has been placed in the direction of the gradient. We can now
evaluate the diffusion current ].

+fOO L (8kT )1/2
] = f f ufdudvdw = - 3 7Tm on/ox

-00

(3)

where m is molecular mass, T absolute temperature, n is concentration at ,X',

and k is Boltzmann's constant. This is identical with Fick's law if the
diffusion coefficient D is

D= ~ {8kT)1 /
2

3 \ 7Tm

At a phase boundary, the integral splits into two parts, since the parameters
of the distribution for molecules approaching from one phase are in general
different from those for molecules approaching from the other side. We
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denote values at the boundary in the " left" and " right" phases by sub­
scripts 1 and 2 respectively.

If a field with potential V(x) acts inside a phase, it adds - MnoV/ox to the
expression for J, where the mobility M = D/kT. At the boundary, V may
undergo a finite change, and a potential barrier may also occur. Let the
potential in phase 1 at the boundary be VI' in phase 2 Vz, and the barrier V.
Then the potential jump going from 1 to 2 is UI = V - VI' and from 2
to 1 is U2 = V - V2• The lower limits of the velocity integrals for J all
given now by tmcz = UI and tmc2 = U2• The diffusion current at the
boundary is therefore

with al = a<PI/[l - t(cPl + cP2)]

a2= acP2/[l - t(cPl + cP2)]

a = t(27TkTjm)I/2

cPI = e~U,/kT(1 + U1/kT)

cP2 = e-u./kT(l + U2/kT)

(4)

The constants al and a2 are called the coefficients of permeability. It is
readily shown that values of the potentials can be chosen such that the
flow will have a sign opposite to that of n1 - n2 (" anomalous" diffusion,
diffusion against a gradient).

In the case of a membrane of finite but small thickness d, we can apply the
foregoing results. The potential barriers at the two boundaries are V and
W, and the boundary potentials in the membrane are Vm and Vm' We, .
write U1 = V-VI' U2= W-V2, Um = V-Vm , Um = W-Vm .

1 2 2 2

The diffusion current in the membrane is, to a good approximation,

Jm = Dm(nmd- nm.) (5)

where Dm is the diffusion coefficient in the membrane. Noting that the
left and right boundary fluxes are equal to each other, to Jm' and to Js
(continuity of flux across the membrane),

Js, = Js. = Jm = Js
we get, finally,
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with

aepm2
I - i(ep2 + epm2) (6)

4. The Neurone and Behavior

4.1. Excitation and conduction in the neurone (Ref. 10). The
biophysical theory of nerve activity is a modification by Rashevsky of a
theory introduced by Blair. The central concept of the theory is that of a
pair of antagonistic" factors," referred to as " excitatory" and" inhibitory "
and denoted by E and j, respectively. The nature of the factors is un­
specified, though the analogy of antagonistic ions is very suggestive.

If an exciting current I is applied, it is assumed that both E and j increase
at a rate proportional to I, and decrease at a rate proportional to the excess of E

and j over their respective resting values EO and jo. Thus

dE = KI _ k(E - E) dj = MI - m(J' -J')
dt 0' dt 0

(1)

} (2)

where K, M, k, and m are constants. The condition for excitation of the
nerve is E > j; hence, of course, EO < jo. If a constant current is applied
at t = 0, the solution is

(3)

Under the conditions
K M K M

m~k, M~K, T<m' T"""'m

excitation will occur at the cathode only when the current is established, and
at the anode when it is broken, provided I is sufficiently great. The inten­
sity-time curve for excitation at the cathode at make (from E = j) is

1= jo-Eo
(Kjk) (1 - e-kt) - (Mjm) (1 - e-mt)
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(5a)

(5b)

and at the anode at break, .
1= Jo - EO (4)

(M/m)e-mt - (K/k)e-kt

The threshold or rheobase values of the current at cathode and anode,
respectively (from E = j and dE/dt = dj/dt), are

R = jo-Eo
C (K/k) [I - (M/KY /(k--m~)]'--------;(~M::-;-/m--c)-=-[....-_---o-:(M=-=/=K=--)m----;/-;-:-(k--m--:-::-,]

Jo - EO
Ra = (M/m)(M/K)m/(k-ml _ (K/k)(M/K)k/(k-ml

with the approximate value

Rc ""'" [Uo - Eo)/K]k, Ra ,....., Uo - Eo)/M]m

The solution for a slowly rising current, I = "At, is

KA \ 1 !
E = Eo +Tit - k (1 - e-kt) \

j = jo + ~A \ t - ~ (1 _ e-mt) \

For sufficiently small A, no excitation occurs as long as K/k < M/m. For
alternating current, 1= 10 sin w, a solution obtained under the condition
K/k = M/m gives an empirically verifiable relationship between the threshold
value of 10 and the frequency w.

(7)

where R = Jo - EO k
c K-M

This case has also been solved without the restriction K/k = M/m. Another
interesting relation derivable from the theory is that between the duration t
of a constant current pulse and the threshold intensity I required to produce
anodic excitation at break

I = (1 - e-ki)l/[(k/ml-l] (~)l/[(k/m)-l]

c (1 _ e-mi)l/[l-(m/k)] ,m (8)

The theory of excitation is at present largely phenomenological, as is evident
from the foregoing. The theory of conduction of the excitation along the
perve is a simple physical one, however, and is essentially the theory of a
core conductor. The nerve is pictured as a cylinder with a core of radius r
and specific resistance p, surrounded by a sheath of thickness 1) and specific
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resistance p. Also 3 < r. To a first approximation, neglecting the distrib­
uted capacity of the fiber, the distribution of current is given at t = 0 by

i(x) = Ie-ax (9)

where I is the current at the initially excited region, x is distance from the
excited region to a point along the nerves, and

cx= Iy+~ ~
\j Y 3pT

where y is the ratio of resistance per unit length of the core to resistance per
unit length of the sheath.

The distribution is propagated along the nerve, so that at any later time
we have at any point a distribution,

(10)

where S is the distance between the point considered and the excited region
at the moment t. If the velocity of propagation is v(t), then at a point Xo we
have

S = Xo - ft v(t)dt = Xo - u(t)
I,

where t1 is the time from application of current I to occurrence of excitation
at the electrode, and is given by

I KJ
t I = k log KI _ k"

I

where "1 = ,,* - "0' and ,,* is the value of " at the electrode when ,,= j.
From t = 0 to tl , the current at Xo is Ie-axo. After tl , it varies according to

(II)

(12)}dj M' ( .. )dt = I-m J - Jo

Excitation at the point Xo by the local current i(xo,t) obeys the differential
equations:

Solving, and putting ,,(xo,t) = j(xo,t) for excitation, we finally obtain the
differential equation

C\ dv = -CX2V2 _ (m + k _ 5-~ M l)cxv _ (.mk + Mk - Km I) (13)
~ h-~· h-~
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If (as is probably the case, from available values of the constants),

d= a2 -4b >0

the right side of the differential equation has two real roots,

where

_ a = m + k - ~ ~ M I, b = mk + M~ - Km I
Jo - EO Jo - EO

The velocity v(t) is given by

V
1

- A v2e v'3:t
v=------

1 _Aev'Et

where
A = e-v~tl (m + cxv2) [jim + _cxv1) - 1l1!J

(m + cxv1) [j1(m + ('(v2) - MIJ

(14)

(15)

At t = t1 ,

. . .
h = J* - Jo

v1 < V < V 2

With increasing t1 • v approaches v2, which is a stable value.

4.2. Behavior and the structure of the central nervous system
(Ref. 10). The biophysical theory of the behavior of organisms with a
central nervous system is based on what might be called the network postu­
late: that the units of the central nervous system follow the same simple laws
as isolated peripheral neurones, and that the complexities of behavior result
from the interaction of such units arranged in networks of varying degrees
of complexity.

It is known that a continuous physiological stimulus produces a volley of
nerve impulses rather than a single impulse. The frequency v of the volley
increases with the intensity S of the stimulus. The intensity I of the im­
pulses is independent of S according to the" all-or-none law."

We define the intensity of excitation of a fiber, E, by

E=Iv (1)

and write as an approximate expression for the relation between v and S,

v= cx(S-h)

where h is the threshold of the fiber and cx a constant of the fiber. Thus

E = cxI(S - h) = f3(S - h) (2)
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(3)d€ = AE-a€ dj = BE-b)'
dt ' dt

The neuroelement produces factors € and j according to the differential
equations

The neuroelements may be divided into two classes, excitatory and inhibtory,
according as the asymptotic values of € exceed those of j or vice versa, which
depends on certain relations among the constants. A simplified version of
this classification occurs if the neuroelements produce only one factor,
either € or j alone; such neuroelements are termed purely excitatory or
purely inhibitory.

One further postulate is required to estabish the influence of the neuro­
elements in the network on one another. We consider the neuroelements as
linear (possibly with collateral branches). They are polar: one end receives
the stimulus, and this is propagated along the element to its other end.
This end may make a connection with the stimulus-receiving and of a second
neuron. Such connections may be multiple, i.e., more than one neuro­
element may enter or leave such a connection. We now postulate that at
any connection, if € > j, then € - j acts as the stimulus intensity 8 for any
neuroelement leaving the connection. (It is understood that, if several
neuroelements enter the connection, their contributions to € and j are
additive.)

Space will permit only a few illustrations of the many applications of this
scheme which have been made.

a. Reaction time. Consider a network in which two elements I and III
converge in a connection to an element II. Let I be purely excitatory and III
be simply excitatory. Suppose a warning stimulus 8 a is applied to III at a
time tw units before 8 1 is applied to I. Then the reaction time tT for response
to 8 1 via I and II is related to t w by

I
iT = i o - -log [M -l- J(e-b.tw - e-a• tw)] (4)

a1

where

and to is the constant time due to conduction on the efferent side and delays
at the end organs.

b. Discrimination. Discrimination problems of various sorts are analyzed
in terms of networks with fundamentally similar characteristics: series of
excitatory neuroelements run parallel to one another, and send collateral
branches, both excitatory and inhibitory, to each other's connections. A
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simple example consists of n elements I connecting with n elements II at
connections ci(i = 1,... ,n). A branch of each element i of I connects at c.
to a set of inhibitory elements III which join every connection c,,(h*i):
Thus every Ci receives an excitatory path from the periphery and n - 1
inhibitors from other neuroelements. If all stimuli have the same intensity 8,
we have for E - j at Ci (asymptotically)

with

. (A. B')E ( ))(A; B;)EE-J= --- 1+ n- --- a
a. b. ai bi

EI = (XII1(8 - hI)

E3 = (XaIa[P(XIII(8 - hI) - ha]

p=~-~
a. b.

(5)

The subscripts e and j refer to excitatory and inhibitory parameters, the
subscripts I and 3 to element I and III. If

hl <8<hl + ;;1
then Ea = 0 and E - j > O. If also

8> hI + p,h2I
(Xl I

which is possible only if h2 < ha, then E - j > h2 , and all II pathways are
excited. But if

ha
8>hl+~1r(X1 I

then, for sufficiently large n, f. - j < 0; i.e., if

n > I + P . (XIII. 8 - hI
Q (Xa/a P(XII(8 - hI) - ha

where

Q = _ (Ai _ Bi ')
a; bi

In this case complete inhibition occurs at all Ci . But if m < n of the path­
ways are stimulated with 8' > 8, then at the cr connections of these m paths

(E - j)m = PE'I - (m - I)QE'a - (n - m)QEa

while at the other n - m connections ct-m ,

(E - j)n-m = PEt - (n - m - l)QEa - mQE'a

(6)

(7)
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where

and the other symbols are as before. Now

since Sf > S. Thus (E - j)n-m < 0 for the same conditions as made
E- j < 0 before. But (E - j)m > h2 whenever

Sf > h + h2 +Qcx313[(n -_m'>!cxIII(S- hI) - (n - l)h3J
1 PcxII I [l - (m - 1)Qcx313J

Thus, if Sf is sufficiently greater than S, the m pathways will respond; while
the n - m fail to respond to S.

c. Self-exciting circuits. Consider a closed circuit consisting of pure
excitatory elements I and II. The differential equations are

dEl dE2
---;It = AE2 - ae l , ---crt = AEI - aE2 (9)

I
E = e [1 - ro<B(S-hl]

The approximate relation E = cxI(S - h) leads to the physically absurd
result that EI and E2 become infinite if the circuit is excited at all. The next
best approximation is

} (10)

giving in this case

dE! = All [1 _ e-o<B,(E-h,)] _ aE

dt OJ 2

An analytic solution is not known. But a graphical analysis is readily carried
out in terms of EI and E2 as Cartesian coordinates in a plane. Then, setting
dEI/dt = 0 and dE2/dt = 0, we derive two curves in this plane, which in
general intersect in two points. One of these points represents a stable
equilibrium and the other an unstable one, while a third stable point is
EI = E2 =. O. There is a curve passing through the unstable point, which
divides the positive quadrant of the plane into two regions, such that, starting
at any point in one region, one passes to the origin, while from any point
in the second region one arrives at the stable nonzero equilibrium. Thus,
if the circuit is sufficiently excited by some external stimulus, it will arrive at
a stable excitatory equilibrium, in which it will remain unless externally
inhibited.
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P~<h'o 'r

but P Ie h'e+ "0 >
e

Now if Su > hu is applied to Iu, R results. But So applied to Ie, no matter
how strong, does not give R. But if Su and Se are applied simultaneously for
a sufficient time, E - j at Ce will be P(Fu + Ee); and for sufficiently large Su

and Se to bring Eu and Ee close to their limiting values I ulOu and I eiBe, this
~ - j will exceed h*, Now C is in an excited state with E = EO' even when
external stimuli are removed. If Se is now applied alone, E at Ceis PEe + EO;

and by the last inequality, for sufficiently large Se, this will exceed h', and
elicit RI • This is a simple scheme which contains the essential features of
the conditioned reflex. Various modifications have been worked out which
account for the finer details of the phenomenon.

e. Learning. The biophysical theory of learning utilizes the properties
of the self-exciting circuit, contained in a larger cycle which has the property
that has been rather loosely compared with feedback in electronic networks.
If one of two alternatives is to be learned, as in many experimental setups in
psychology, consider a pair of parallel pathways, containing several elements
in series, one path originating in stimulus Se and terminating in response R e
(" correct" response to choice) the other going from Sw to Rw (" wrong"
response to choice). (The usual cross-inhibitory elements run from the
I-II connections Cr and Cw to higher connections in the pathways.) Let Re

produce the event RI , and Rw produce R2• Here R[ (" reward ") acts as
stimulus to a pathway which includes a self-exciting circuit C, and terminates
with an excitatory element at Co; R2 (" punishment ") serves as stimulus to a
path which includes a self-exciting circuit C' and terminates with an inhibi­
tory element at C w' (C and C' actually consist of two large groups of circuits
arranged in parallel, and having a distribution of threshold values, so that they

d. Conditioned reflexes. Consider two pathways, one consisting of
elements IU and nu, the other of elements Ie and lIe, with I-II connections
Cu and Ce , respectively. Let IIu and lIe converge at a connection c, which
leads by further paths to a response R. A collateral of Iu leads to Ce' Also
connected to Ce is a self-exciting circuit C of the type just described; the
external excitation needed to start Cis h*, and the stable excitation value of C
is EO' Pathway Ie has threshold he' while lIe has threshold h'. We use for
Eu and Ee the exponential expression of the preceding paragraph; the values
of the constants are such that the limiting values of Eu and Ee,!u/Ou and Ie/Oe,
satisfy
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where

will not all be activated at once, but will be activated in increasing numbers
with repetition of the stimulus to them from R1 and R 2.) Now Sc and Sw are
presented simultaneously on many successive occasions. Response is
random at first, but C and C' are progressively activated, so that the strength
of response R c is reinforced and that of R w is weakened. The relation
between number of wrong responses wand number of trials n is

1 2bek (eo,-eow )

w - log (11)
- k(b - fJ) 2bek (e o,-eow) - (b - fJ) (1 - e-kbn)

Here Eoc and EOW are the initial values of E at Cc and C w , b is the increase in E

at Cc per correct response, fJ is the decrease in E at C w per wrong response,
and k is a constant.

A generalization for N choices, with M associations to be learnt, with an
allowance for prompting by the experimenter in a fraction (1 -f) of the
trials, and taking into account the effect of M on the parameter b, gives

(N - l)e<PM l N (12)
W= A og

'YJ e-rjne-<pM + N - A

A = Nf- f-fJ/b

and 'YJ and ep are constants.
The logical calculus of neural nets: the foregoing work on the biophysics

of behavior consists essentially in constructing networks and seeing what kind
of behavior they will give. An alternative treatment by McCulloch and
Pitts is capable of solving the inverse problem: for a given behavior pattern,
to determine the corresponding network. This treatment employs the
analogy between two-valued logic and the all-or-none character of nerve
activity. Numbering the neurones, we represent by " N1(t)" the propo­
sition" Neurone #1 fires at time t." In the same way we write" ,...." N 2(t)"
for" Neurone #2 does not fire at time t," the symbol,...." being the classical
negation sign of symbolic logic in the Russell-Whitehead notation. We
shall also use" V", the classical disjunctive symbol (" ... or ... , or both ").
It is convenient to take the synaptic delay as the unit of time. It is also
convenient to assume that inhibition is absolute; i.e., if any inhibitory neurone
terminates on a second neurone, its firing will always inhibit the second
neurone. However, it can be shown that nothing would be essentially
altered in the results if one abandons this assumption, which merely simpli­
fies the symbolic manipulations. The threshold of a neurone, taken to be an
integer B, is for simplicity identified with the number of terminal bulbs,
synapsing on it from other (excitatory) neurones, which must be excited
simultaneously in order to stimulate it. This assumption facilitates dia-
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grammatic representation of networks, but is otherwise not essential; there
is, however, some evidence for its reality. Consider now that neurone 1
terminates on neurone 2 with a number of terminal bulbs equal to 8 for #2.
The necessary and sufficient condition for #2 to fire at t is simply that # 1
fired at t - 1.

(13)

where == is the logical sign of equivalence (" if and only if "), and the dots
follow the dot punctuation conventions of Russell and Whitehead. If
8 = 2, and neurons 1 and 2 terminate on 3 with only one terminal bulb each,
both must fire at once

(14)

If 1 and 2 synapse on 3 with two bulbs each, and 8 = 2, the firing of either
will excite 3.

(15)

If 1 synapses on 3 with 2 bulbs (8 = 2), and 2, an inhibitory neurone, synap­
ses on 3, then 1 must fire while 2 is not firing to excite 3.

(16)

These basic circuits are useful in constructing more complex ones, as will
be seen. It is convenient to introduce the functor (operator) " S", defined
by

SN1(t). == .N1(t - 1)

so that a sentence like N2~t). ==c. •N1(t - 1) becomes

Repetitions of the operation are represented by powers. Thus

Obviously, the operator S commutes with. and V.
Any network can be represented by a number of equivalences, as just

illustrated, one for each neurone in the net except the initial ones (the periph­
eral afferents, defined by the fact that no neurone of the net terminates
on them). (We neglect nets containing cycles in this presentation, since
their theory is a far more elaborate one). Anormal form is readily obtained.
If the equivalence for Nlt) contains on the right side Nil where K*i) is not
a peripheral afferent, then N j can be eliminated by means of its own equiv­
alence. This elimination can be carried out consistently and with a unique
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result, until only the N's of peripheral afferents appear on the right sides
(since no cycles occur in the nets). The resulting form, called a temporal
propositional expression, expresses each N,(t) as a disjunction of conjunctions
of propositions of the form snNk(t) and their negations, where n ::2: 1 and k
is a peripheral afferent. No term in the disjunction can consist wholly of
negations.

To illustrate the application of the above, we treat the" illusion of heat
and cold." If a cold object is touched briefly to the skin and removed, a
sensation of heat is felt; only cold is felt if the contact is more prolonged.
We number the cutaneous heat and cold receptor neurones I and 2, the
corresponding central neurones whose activity gives the heat and cold
sensations 3 and 4, respectively.

The phenomenon can then be expressed by

N 3(t): "" :N](t-I)' V·N2(t-3)·r-N2(t-2)

N 4(t). "" .N2(t-2)·N2(t-l)
! (19)

where we have for simplicity assumed the required contact for cold sensation
to be two synaptic delays as against one for heat. These relations can be
rewritten with the aid of the operator S.

N 3(t). ~ .S{N](t)VS[(SN2(t)· '"'-' N 2(t)J}

Nit). ~ .S{[SN2(t)] . N 2(t)}
~ (20)

The problem is to connect neurones I, 2, 3, 4, and introduce other neurones
if necessary, such that the normal forms for the network will contain the
above sentences. To do this, we construct nets for the partial expressions,
beginning with those included in the largest number of brackets and pro­
ceeding outward.

Introduce a neurone a, upon which two terminal bulbs from neurone 2
synapse (assume for simplicity e= 2 for all neurones of the net). Then

and we can substitute this expression above. Now let a single bulb from a
and a single bulb from 2 terminate on 4. Then

Introduce neurone b, receiving an inhibitory terminal from 2 and two ex­
citatory terminals from a. Then

which is the square bracket in the expression for N 3(t).
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Now let neurones 1 and b each send two terminals to 3. Then

N 3(t). == .S[N1(t)VNQ(t)]. == .S{ N1(t)VS[(SNlt)·,....., N 2(t)]} (21)

This completes the solution of the problem, since our systematically con­
structed network leads to the desired expression for Nit) and Nit).

The nature of the logical formalism for cyclic nets may be briefly indicated.
If a self-exciting circuit is firing at time t, it is not true, as for simple neurones,
that it was stimulated at t - 1. One can only say that it must have been
stimulated at t - 1 or some earlier moment. We introduce the logical
existential operator 3, which is such that (3x)N(x) means, "There is an x
for which N(x) holds." With the aid of this operator, some simple examples
of cyclic nets may be given. Let neurone 1 terminate on neurone 2 with
terminals less than e in number. Let 1 also terminate on a self-exciting
circuit (with threshold number of terminals). Each neurone of the circuit
sends a branch to 2; the total number of terminals from this source equals
or exceeds e. This circuit is represented by

(22)

Again, let neurone 1 have a branch to a self-exciting circuit, each neurone of
which sends a branch to 1. Then

(23)

Thus for cyclic nets we may have N i expressed in terms of N i , which is never
true for noncyclic nets.

5. The Evolution and Interaction of Populations

5.1. The general laws of populations (Ref. 8). The elementary units
of a population may be of quite diverse sorts: molecules, as in chemical
kinetics; cells, as in embryology; or organisms, as in demography and
ecology. The general character of the laws is the same for all these cases.
The laws are differential or integrodifferential equations (or systems of
equations), of first order in the time. The dependent variables are quantities
which express the number of units, the total mass, or some such extensive
property of each species or type of units in the population. Thus we have
equations of the form

(1)

where P represents a set of parameters (e.g., temperature, volume of space
available to the population, etc.). In most cases, the time t does not appear
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explicitly in the Fi . But the parameters P may vary with the time independ­
ently of the Xi' as in the case of long-range or seasonal climatic variations, or
diurnal variations of temperature; and these variations may not always be
neglected. For the moment, however, we ignore them.

These equations define certain steady states, which occur when all the
dX;/dt vanish, so that

These n equations in general determine one or more sets of values

... ,

(2)

for which the system is at rest. Some of these solutions are stable, however,
and some unstable. It is convenient to introduce the new set of variables,

Xi = Xi - Ci

whence the system of equations becomes

dx.ri = f,(x p ... , xn ; P)

If the functions fi can be expanded in Taylor series, the general solution of
the system can be written

where the G's are constants, of which n are arbitrary and are fixed by the
initial conditions. The Ai are roots of the characteristic equation

(4)

where the a;; are the coefficients of the linear terms in the Taylor series,
and 0;; is the Kronecker delta,

0;; = " Oij = 0 for i ~ j

If all Ai are real and negative, the steady state is stable. If some Ai are
complex with negative real parts, damped oscillations occur, but the steady
state is eventually approached. Pure imaginary Ai result in permanent
oscillations, however. The steady state is unstable if any Ai is positive or has
a positive real part.

5.2. Equations of biological populations (Ref. 6). In a large number
of cases, biological populations are well represented by equations in which
the Fi are quadratic in the Xi'
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Thus

(i=l, ... ,n) (1)

(2)

The eli may represent immigration and emigration at constant rates. The
linear terms represent increase due to excess of births over deaths, and to
movements from one species to another. The quadratic terms represent
interactions between members of the same or different species; they may
be due to parasitism, predatory activity, metabolic products, physical con­
flict, competition for food, or the like. If we neglect transition between
groups, which might result from mutation, metamorphosis, etc., and confine
ourselves to closed populations, a useful and not too special case results.

dX ~
-d-' = Xi(Ei - ~ h;jXj), (i = 1, ... , n)

t j

The Ei, termed coefficients of multiplication, may be interpreted as excess of
birth rate over death rate. There are 2" possible steady states. The simplest
IS

~.., (3)

This is stable only if all Ei < 0, and so is not very significant. There are n
states of the type

(4)

These are stable if

Ek > 0, hkk > 0, E/zkk < hskEk> (s =F k)

There are n(n - 1)/2 states like

C - El h22 - E~21 C - E2hll - El hl2 C
3

= 0,
I - h

ll
h

22
- h

12
h

21
' 2 ~ h

ll
h

22
- h

12
h

21
'

(6)! huCj = E;, (i = I, ... , n)
j

One can continue in this fashion, finally arriving at a steady state in which
none of the groups vanishes. This is given by the solutions Ci of the linear
equations:

This is stable if all the roots of the secular equation are negative or have
negative real parts. The secular equation is of course

(7)

where 8F;/8C j stands for 8Fi /8X j evaluated at Xl = CI , ... , X n = Cn'
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Thus in the present case
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BF ~
BC" = E; - 2h;;Ci - ~ hi;C; = - h;;C;

.. ;oF;

BF; h C (. .)BC. = -. ;; ;,t =1= J
J

5.3. Simple populations; effect of wastes, nutriment, and space
(Ref. 9). IfP is the number of elements of a simple closed population,

(1)

The solution is

(2)

where Po is the value of P at t = 0, and C = Elh is the stationary value of p.
This is the so-called logistic law of growth. If h~ E, C is large, and

(3)

the Malthusian law of growth. If the accumulated metabolites are toxic,
we get

p = EP - hp2 - cp f: K(t - T)P(T)dT

Putting for simplicity
K(t - T) = I

(4)

we get

where

p = EP - hp2 - cpP

P(t) = f>(T)dT

(5)

The solution is obtained in parametric form.

(
E C ) -hP E C C P V(P)P =Po - h - h2 e + h + h2 - h = l'

J
'P dS

t = 01<'(8)

(6)

Now P = °for a finite value of P attained as t -+ co. But if Po < Elh, P in­
creases for small t. Hence p has a maximum Pm' which is given by

P = ~ _ ~ log C + Eh - poh
2 < ~

m h h2 C h (7)
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We can find approximate representations of p.

PoP", (t t)
P ~ Po + (Pm - po)e~6t' < m

\ (9)
s = pex + mfl f>(u)s(u)du

Space is one of the important limiting factors for a population. Suppose
the space occupied per unit volume by living or dead members is s, the
effective volume of a living member ex, that of a dead member fl. The
birthrate is n, death rate m. Births are proportional to p and available free
space 1 - s, deaths to p and to s. Then

p= pn( I - s) - nps - hp2

The solution in parametric form is

where

(10)

F(Z) = exhZ2 + Z(h - an - exm + flm) - (m + n)

(Z) = fZ exhu- exn - am + flm du
rp Zo F(u)

and the parameter Z is defined by Z = (n - hp)jhs.
An interesting treatment in the case where nutriment is the only limiting

factor is that of Monod. He writes in general

(11 )

where e is the concentration of the limiting metabolite. He. assumes
further

e
E(C) = EO K

1
+ e

where Eo and K 1 are constant. This expression, proposed by Monod as an
approximation to the solution of the differential equation

dE
-= B(l-E)
de

(12)

is interesting for its formal resemblance to the rate of an enzyme-catalyzed
reaction limited by substrate.
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The final relation needed is

_dC =Kdp
dt dt

(13)

which is an obvious assumption for the relation of food consumption to
growth rate. In integrated form,

C-Co=K(po-p)

it expresses the constancy of the "material efficiency of growth." The
final solution, after C is eliminated, is

(1 + P) In L -PIn (Q _P-) = lOot + PIn KCPo (14)
Po Po 0

P = K] Q _ C~±~KPo
Co + Kpo' - Kpo

The asymptotic stationary value ofP is

P,,= PoQ
The curve has an inflection point, with a P value of

Pi=POQ[1 +P-VP(1 +P)]
and in general is not symmetrical, as is the Verhulst logistic.

(1)j

5.4. Interaction of two species (Refs. 8 and 14). The interaction of
groups in a population has been analyzed principally by Lotka and Volterra.
An interesting case is that in which all members of both groups compete for
some common necessity like food. Let the effect of this competition on the
food supply be F(P1' pz). Then

dit = Pl[101 - ')I1F(P], P2)]

where the constants ')11 and ')12 represent the effect of the food curtailment on
the growth of the two groups. An integral of this pair of equations is

P1
Y2

= Ce'Y2'CY"2 lt (2)
P2Y

'

where C is a constant of integration. If ')12101 > ')11102' the system approaches
a steady state where
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(3)}

If Y2EI < YIE , the steady state reverses the fates of PI and P2. If species I
is the sole food of the predatory species 2 (neglecting for simplicity the
intragroup competition), we have

dPI ((ff = PI EI - hl'iP2)

where the negative sign before E2 takes cognizance of the fact that species 2
would die out in the absence of its prey. Integration yields (with C a con­
stant of integration)

(4)

This represents a family of noninterse~ting closed curves. The system is
therefore periodic. If terms for intragroup competition are included,
however, the oscillations are damped, and the system spirals into a steady
state. In the above case, PI will never be completely wiped out by the
predator if its initial value is positive. But suppose a third group is present,
also a prey for group 2. Then

dPI (dt = PI EI - hI'iP2)

d!t! = P2(- E2 + h2IPI + h23P3)

Consider, for instance, in the neighborhood of the P3 axis the approximate
relation

dPI PIEI

dP2 P2(- E2 + h23P3)

This is positive for sufficiently large P3'· The integral curve in that case has a
positive slope, and may therefore intersect the P2 - P3 plane; that is, PI
may become extinct. That the presence of an alternative prey may have
such an effect has been experimentally verified, and the mechanism is obvious
upon reflection.

5.5. Embryonic growth (Ref. 6). Consider a free embryo in the
presence of a limited supply of nutriment (yolk). Suppose that the rate at
which it consumes this is ap + bpn, where n is the nutriment at time t.
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Let the toxic effect of wastes be - cpP, where

P= J>dt

The differential equations of the system are

Z= T(ap + bpn) - hp2 - cpP

dn
-= -ap-bpn
dt

The solution in parametric form is

'P dS
t = J0 F(S)

The function n vanishes when

I ( n b)P=7Jlog 1+ 7
If the reserve no is so inadequate that

(2)

(3)

then dpjdt < 0 at t = 0 and the embryo dies. If the converse inequality
holds, p increases to a maximum before decreasing. It is reasonable to
assume that the egg is mature and hatches at or near the maximum. If this
is also to correspond to the time of disappearance of n, we have a relation
between Po and no.

= ~[_ (~+ ~)(l + nob)hlb hT(nob + a) !-]
Po h h h - b a + h - b + h
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Distortion. 400, 403
Distribution law, 85

Disturbed motion, 687
Disturbing function, 687
Ditchburn, R W., 431
Divergence, 43, 220
Divergence theorem. 44
Donors, 610
Doppler broadening, 677
Doppler effect, 184, 431, 672
Dorgelo, H. B., 463
Dot product, 40
Double layer, 313
Double refraction, 409
Doublets, 456
Doublass, R. D., 144
Dow, W. G., 354
Drag, 232
Drift tubes, 571
Drude, Paul, 407, 431
Dual tensors, 206
Du Bridge, L. A., 354
Dugan, R S., 679
Duhem-Margules, 275
Du Mond, Jesse W. M., 145, 154
Duncan, W. J., 105
Duncombe, R L" 686, 695
Dunham, ]. L., 503
Dunnington, F. G., 154
Durand, W. F., 243
Dwight, H. B., 104
Dyadics,47
Dynamic equations, 224
Dynamical variable, 162
Dynamics, 186, 680
Dynamics of a free mass point, 188

EARTH,690
Earth-moon system, 690
Earth's atmosphere, 697
Earth's rotation, 693
Ebersole, E. R, 740
Eccentric anomaly, 684
Echelon grating, 415
Eckart, C., 740
Ecliptic, 683
Eddington, A. S., 104,209
Eddington approximation, 675
Eddy stresses, 698, 703
Eddy viscosity, 703
Edlen, B., 462
Ehrenfest's formula, 270
Ehrenfest's theorem, 507
Eigenfunctions, 261, 466, 470, 481, 487
Eigenvalues, 88, 89, 255
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Eikonal of Bruns, 372
Einstein, 178, 210, 212, 213
Einstein-Bose statistics, 520
Einstein effetcs, 214
Einstein's coefficients, 670
Eisenbud, L., 541
Eisenhart, C., 128
Eisenhart, L. P., 104
Elastic constant tensor, 629
Elastic constants, 584
Elastic moduli, 584
Elastic scattering, 539
Electrical conduction, 304, 626
Electrical constants, 422
Electric charge, 209, 307
Electric circuits, 328
Electric conductivity, 193, 613
Electric current, 307, 434
Electric density, 305
Electric-dipole transitions, 521
Electric displacement, 190, 308
Electric field, 190, 307, 350, 434, 438,

594
Electric multipoles, 312
Electric susceptibility, 308
Electrocaloric effect, 589
Electrochemical potential, 611
Electrodes, cylindrical, 352
Electrodes, infinite parallel planes, 352
Electrodynamics in moving, isotropic

ponderable media, 192
Electrodynamics of empty space, 208
Electrolytes, 308
Electromagnetic interactions, 544
Electromagnetic momentum, 331
Electromagnetic radiation, 330
Electromagnetic stress, 331
Electromagnetic theory, 307
Electromagnetic units, conversion tables,

346
Electromagnetic waves, 332
Electromagnetism, 307
Electromagnetism, the fundamental con-

stants, 347
Electromotive force, 193
Electron accelerators; 563
Electron affinity, 353
Electron ballistics, 350
Electron guns, 433
Electronic charge, 146, 149, 545
Electronic energy, 279, 499
Electronic specific heat, 622
Electronic states, 499

Electronic transitions, 499
Electronics, 350
Electron microscope, 350, 433
Electron mirrors, 444
Electron optics, 198, 433
Electron orbit, 351
Electron pressure, 669
Electron rest mass, 149
Electrons, 547
Electron theory, 181, 621
Electro-optics, 428
Electrostatic generators, 564
Electrostatics, 311
Electrostatics of ionic lattices, 598
Elementary functions, 71
Elements of orbit, 683
Ellipse, 682
Elliptical coordinates, 247
Elliptically polarized wave, 411, 427
Elliptic motion, 684
Embryonic growth, 739
Emde, F., 106, 561
Emden's equation, 678
Emerson, W. B., 464
Emission, 418, 419
Emission of radiation, 670
Energy, 266, 281, 356
Energy density, 319
Energy density of sound, 356
Energy equation, 594
Energy generation, 678
Energy levels, 466, 469, 480, 489
Energy of electron, 351
Energy relations, 528
Energy states, 454
Enthalpy, 266, 647, 650
Entrance pupil, 400
Entropy, 209, 266, 277, 295, 587, 592,

595, 642, 648, 650, 667
Enumerative statistics, 125
Enzymatic reactions, 661
Enzyme, 715
Enzyme-substrate-inhibitor, 709
Eppenstein, 0., 407
Epstein, D. W., 449
Epstein, P. S., 631
Equation of continuity, 221, 225, 226
Equation of state, 605, 698
Equation of state for an imperfect gas,

297
Equation of state for a perfect gas, 296
Equation of transfer, 675
Equation reducible to Bessel's, 57
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Equations of electrodynamics, 190
Equations of a straight line, 7
Equations of motion, 682
Equations of state, 270, 280
Equilibrium, 219, 641
Equilibrium constant, 641, 642
Equilibrium orbit, 569
Equilibrium radius, 569
Equipartition of energy, 296
Equipotential surfaces, 437
Equivalent conductivity, 664
Error distribution, 118, 119
Error integral, 69
Ertel, H., 704
Estimate, 108
Estimator, 108
Estimators of the limiting mean, 112
Ettingshausen coefficient, 593
Euclidean space, 211
Euler, 220
Euler angles, 91
Eulerian nutation, 693, 694
Euler-Lagrange equations, 163, 175, 176,

188, 197,213
Euler-Maclaurin sum, 70
Euler's constant, 67
Euler's equation, 224
Event, 178
Exact differential, 13
Exchange energy, 626
Exchange operator, 526
Excitation potential, 668
Existential operator, 733
Exner, F. M., 704
Experiments, design of, 137
Exponential and hyperbolic functions,

integration of, 20
Exponential integral, 675
Exponential integrands, 21
Exponent\al law, 419
Exponentials and logarithms, 12
External fields, 476
External forces. 291
Ewald's method, 598

FABRy-PEROT INTERFEROMETER, 413
Faraday constant, 149, 643, 664
Faraday effect, 430
Faraday's law, 309, 329
F distribution, 111
Feenberg, E., 528
Fermat's principle, 163, 171, 200, 368
Fermat's principle fot electron optics,436

Fermi coupling, 528
Fermi-Dirac statistics, 284, 467, 520,

610, 640
Fermi, E., 543
Fermi level, 612
Fermion, 531
Ferromagnetic materials, 309
Ferromagnetism, 636, 638
Field distribution, 437
Field of uniformly moving point charge,

194
Fieller, E. C., 140
Fine, H. B., 104
Fine-structure constant, 149, 454, 545
Fine-structure doublet separation III

hydrogen, 151
Fine-structure separation in deuterium,

151
Finney, D. ] .. 110
First Bohr radius, 150
First law of thermodynamics, 699, 706
First radiation constant, 151
Fisher, R. A., 123, 124. 131, 137
Fitting of straight lines, 116
Flatness of field, 402
Fletcher, H., 364
Flexible string, 357
Flow, 222, 227, 697
Fluctuations, 107, 354
Flux, 350, 409
Focal lengths, 381, 441
Focal points, 381
Focusing, 578
Foldy, Leslie L., 563, 580
Force, 223
Force on a charged particle, 563
Force on electrons, 350
Forsterling, K., 428, 431, 631
Forsyth, A. R, 104
Forsythe, G. E., 704
Fourier coefficients, 73, 625
Fourier integral, 260
Fourier integral theorem, 76
Fourier series, 54, 73, 257, 583
Fourier series, complex, 76
Fourier series, half-range, 74
Fourier series on an interval, 74
Fourier series, particular, 74
Fourier's theorem for periodic functions,

73
Fourier transforms, 77, 507
Fowler, R H., 277, 289, 631
Franklin, Philip, I, 77, 104, 105
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Frank, Nathaniel H., 307, 349, 426, 432
Frank, P., 105,263
Fraunhofer diffraction, 416
Frazer, R. A., 105
Fredholm equation, 100
Fredholm integral equations, 96, 249
Free energy, 650
Free path, 298
Free surfaces, 233
Frenet formulas, 41
Frequency modulated cyclotron, 579
Fresnel biprism: 412
Fresnel-drag coefficient, 183, 431
Fresnel equations, 342, 419
Fresnel formulas, 366
Fresnel integrals, 418
Fresnel mirrors, 412
Fresnel rhomb, 421
Fresnel zones, 418
Freundlich isotherm, 656
Freundlich-Sips isotherm, 656
Friction, 242
Fried, B., 464
Friedrichs, R. 0., 243
Fringes, 413
Froude's rule, 235
Fry, D. W., 580
Fugacity, 274
Functions, miscellaneous, 66
Functions of sums and differences,

hyperbolic, 9
Functions of sums and differences of

angles, 5
Fundamental laws of geometrical optics,

370
Fundamental relativistic invariants, 209

GALVANOMAGNETIC EFFECT, 593
Gamma function, 56, 66, 67, 68
Gamma function, asymptotic expres-

sions for, 67
Gamma function, logarithmic derivative

of, 67
Gamma function, special values of, 67
Gamma rays, 559
Gamow, G., 543
Gans, R., 449
Gardner, I. C., 407
Garfinkel, B., 696
Gas coefficients, 301
Gas constant, 292
Gas constant per mole, 148
Gaseous mixtures, 273
Gas flow, 237, 239

Gas in equilibrium, 295
Gauge invariance, 191
Gaussian, 307
Gaussian units, 410
Gauss' law, 309
Gauss' method, 23
Gehrcke, E., 432
Geiger, H., 421, 422, 423, 432
General ellipsoid, 376
General relativity, 210
Geomagnetic effects, 559
Geometrical optics, 365, 409
Geometric progression, 3
Geophysics, 697
Geostrophic wind, 700
Gibbs adsorption equation, 656
Gibbs-Donnan membrane equilibrium,

653
Gibbs-Duhem equation, 647
Gibbs free energy, 707
Gibbs phase rule, 650
Gibbs thermodynamic potential, 266
Glaser, W., 436, 443, 444, 446, 449
Gleichen, A., 407
Goeppert-Mayer, M., 631
Goldberg, L., 464
Goldschmidt-Clermont, Y., 561
Goldstein, H., 177
Goldstein, S., 243, 704
Gooden, J. S., 580
Goranson, R. W., 272, 276
Gordy, W., 503
Goudsmit, S., 464
Gradient, 43, 220
Grashoff's rule, 236
Gravitational forces, 680
Gravitational potential, 210, 680
Gravity and capillarity, 235
Gravity waves, 235
Gray, A., 105
Gray, F., 438, 449
Green, ]. B., 464
Green's function, 99, 102,249, 311
Green's theorem in a plane, 44
Greisen, K., 554, 562
Greuling, E., 542
Griffith, B. A., 177
Group, 89
Group, Abelian, 90
Group, cyclic, 90
Group, isomorphic, 90
Group, normal divisor of, 90
Group representation, 91
Group theory, 89
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Group theory, order, 90
Group theory, quotients, 90
Group, three-dimensional rotation, 91
Group velocity, 235
Gullstrand, A" 407
Guggenheim, E. A., 276, 289, 631
Gustin, W., 704
Guttentag, C., 740
Gwinn, W. D., 504
Gyromagnetic ratio, 152

HABELL, K. J.,' 407
Hagen-Rubens relation, 628
Hainer, R. M., 503
Haldane, J. B.S., 709, 740
Hall coefficient, 593, 614
Hall constant, 626
Hall effect, 614
Hall, H., 561
Halliday, D., 580
Halpern, 0., 561
Haltiner, G. J., 704
Hamel, G., 167
Hamiltonian, 162, 166, 506, 514
Hamiltonian function, 189
Hamiltonian operator, 530
Hamilton-Jacobi partial differential equa·

tion, 168, 171
Hamilton's characteristic function, 372
Hamilton's principle, 163, 171
Hamilton, W. R., 407
Hankel functions, 56, 528
Hardy, A. C., 407
Harkins-J ura isotherm, 656
Harms, F., 422, 432
Harris, Daniel, 672
Harting's criterion, 392
Hartmann dispersion formula, 391
Hastay, M. W., 128
Haurwitz, B., 704
Heat, 209, 264
deat absorbed, 266
Heat capacity, 241, 642
Heat conduction, 244, 261, 301
Heat energy, 292
Heat of vaporization, 667
Heavy-particle accelerators, 577
Heavy particles, 546, 547
Heisenberg, W., 163,524,555,561
Heisenberg model, 637
Heisenberg uncertainty principle, 506
Heiskanen, W. A., 646
Heider, W., 561
Hekker, F., 407
Helmholtz, 271

Helmholtz free energy, 266
Helmholtz-Lagrange formula, 382
Helmholtz's equation, 382
Helmholtz' theorem, 225
Henderson, R. 5., 503
Henri, Victor, 708, 740
Henry's law, 275, 647
Herget, P., 683, 685, 695
Hermite equation, 101
Hermite functions, 65, 66, 481
Hermite polynomials, 65, 66, 509
Hermitian matrices, 87, 89, 92
Herrick,S., 695
Herring, Conyers, 581, 631
Herschel, Sir John, 688, 695
Hertz vector, 191, 332
Herzberg, G., 419, 432, 465,503
Herzberg, L., 465
Herzberger, M., 394, 399, 407
Hess, S. L., 704
Heterogeneous isotropic media, 378
Heterogeneous systems, 275
Hewson, E. W., 704
Hexagonal system, 585
Hicks formula, 453
Hidden coordinate, 168
Hide, G. S. 580
High-energy phenomena, 544
Higher derivatives, 10
Hilbert, D., 105, 263
Hill, G. W., 694, 695
Hillier, J., 449
Hippisley, R. L., 106
Hittorf method, 664
Hjerting, 672
Hobson, E. W., 105
Hodograph, 222, 226
Hoffmann, 213
Hole, 609
Holmboe, J., 704
Homogeneous system, 5
Hopkins, H. H., 408
l'Hospital's rule, 15
Hughes, A. L., 354
Humphreys, W. J., 704
Hund, F., 464
Hurwitz, A., 105
Hutter, R. G. E., 443, 449
Huygen's principle, 255, 340, 417
Hydrodynamic equation of motion, 697
Hydrodynamic equations, 707
Hydrodynamic "mobile operator," 299
Hydrodynamics, 218
Hydrogen fine structure, 200
Hydrogen ionization potential, 153
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Hydrostatic equation, 700
Hydrostatic equilibrium, 676, 678
Hydrostatic pressure, 294
Hydrostatics, 219
Hyperbola, 682
Hyperbolic functions, 8
Hyperbolic functions, derivatives of, 13
Hyperbolic motion, 686
Hyperfine structure, 460, 478
Hypergeometric and other functions, 62
Hypergeometric equation, 60, 102
Hypergeometric function, 60
Hypergeometric function, confluent, 64
Hypergeometric functions, contiguous, 61
Hypergeometric functions, elementary,

62
Hypergeometric functions, generalized,

63
Hypergeometric functions, special rela-

tions, 62
Hypergeometric polynomials, 63
Hypergeometric series, 60
Hypothetical gases, 239

IMAGE CHARGES, 315
Image distance, 380
Image formation, 382
Image tubes, 433
Impact temperature increase, 242
Impedance, 328, 330, 354
Imperfect gas, 274, 280
Implicit function, II
Improper integrals, 25
Impulsive acceleration, 572
Ince, E. L., 104
Inclination, 683
Incompressible flow, 225, 230
Increasing absolute value, 14
Indefinite integral, 17
Indefinite integrals of functions, 18
Indeterminate forms, 15
Index of refraction, 335, 365, 434
Index of refraction in electron optics, 436
Inductance, 326, 327
Induction acceleration, 571
Inertia, 236
Inertial forces, 158
Inertial system, 156
Inequalities, 24
Infeld, 213
Infinite products, 67, 73
Infrared, 493, 498
Inhibitors, 709

Injection, 578
Inner quantum number, 279
Integral calculus, 17
Integral equations, 96, 249
Integral equations with symmetric ker-

nel,97
Integral spectrum, 555
Integration by parts, 18
Intensities of spectral lines, 419
Intensity, 356, 409, 411
Interaction of populations, 733
Interfaces, 366
Interference, 409, 412
Interference of polarized light, 428
Intermediate coupling, 456
Internal electronic energy, 277
Internal reflection, 370
Interval estimation, 126
Interval estimators, 108
Inverse functions, 10, 11
Inverse hyperbolic functions, derivatives

of, 13
Inverse trigonometric functions, deri-

vatives of, 12
Inversion spectrum, 495
Ion conductivity, 306, 666
Ionic strength, 649
Ionization loss, 546
Ionization potential, 668
Isentropic flow, 237
Isentropic potential, 224
Isobaric surface, 70 I
Isosteric surface, 70 J
Isothermal, 265
Isothermal coefficient, 586
Isothermal expansion, 240
Isotope effect, 482, 488
Isotopic spin, 531
Isotropic body, 585
Isotropic radiation, 670

JACOBIAN DETERMINANT, 26
Jacobi equation, 101
Jacobi identity, 163
Jacobi polynomials, 63
Jacobs, D. H., 40'8
Jahnke, E., 106,561
Janossy, L., 561
Jeans, J. H., 306, 349
Jenkins, Francis A., 408,409, 425, 432
Johnson, B. K., 40'8
Joule, 292
Joule-Thomson coefficient, 268
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Karman's vortices, 234
Kayser, H., 451, 461
Kelvin equation, 654
Kendall, M. G., 126
Kennard, E. H., 306
Kepler ellipse, 215
Kepler's equation, 684
Kepler's first law, 682
Kepler's second law, 157, 683
Kepler's third law, 684, 690
Kernel, 97
Kerr constant, 430
Kerr electro-optic effect, 430
Kerst, D. W., 580
Kessler, K. G., 464
Kiess, C. C., 459, 464
Kinematics, 178, 220
Kinetic energy, 277
Kinetic stresses, 293
Kinetic theory of gases, 290
King, G. W., 503
Kingslake, R., 408
Kirchhoff, 417
Kirchhoff's rules, 328
Kirchner, F., 154
Klapman, S. ]., 562
Klein-Nishina formula, 552
Klein, 0., 561
Knock-on probabilities, 545
Knopp, K., 105
Knudsen, V. 0., 364
Koehler, J. S., 503, 632
Kohlschutter, A., 408
Konig, A., 408
Konopinski, E. J., 541
Koschmieder, H., 704
Kosters and Lampe, 462
Kosters, W., 464
Kostitzin, V. A., 741
Kron, G., 104
Kutta's condition, 231

V, 531
Labs, D., 679
Lagrange, 220
Lagrange equations, 161
Lagrange's law, 382
Lagrangian, 161, 199
Lagrangian function, 188
Lagrangian multiplier, 157
Laguerre equation, 101
Laguerre functions, 64, 65
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Laguerre functions, orthogonality of, 65
Laguerre polynomials, 64, 512
Laguerre polynomiaJ~. generating func­

tion of, 64
Laguerre polyn.>mials, recursion for-

mula for, 64
Lambda-type doubling, 501
Lambert-Beer law, 662
Lamb, H., 243, 704
Lamb, W., Jr., 154
Laminar flow, 703
Lampe, P., 464
Lanczos, C., 177
Landau formula, 640
Lande, A., 459
Lande factor, 429, 634
Lane, M. V., 209
Langevin formula, 633
Langevin function, 630, 636
Langevin-Pauli formula, 639
Langmuir, D. B., 436, 445, 449
Langmuir isotherm, 655
Laplace transforms, 77
Laplacian, 43
Laplace's equation, 51, 53, 93, 212, 225,

227, 228, 244
Laplace's integral, 53
Laporte, 0., 201, 464
Latent heat, 595
Lattice, reciprocal, 583
Lattice types, 582
Laurent expansion, 94
Laurent expansion about infinity, 95
Laurent series, 95
Law of cosines, 8
Law of Helmholtz-Lagrange, 436
Laws of populations, 733
Laws of reflection, 369
Laws of refraction, 369
Law of sines, 8
Law of the mean, 15
Laws of thermodynamics, 265
Layton, T. W., 154
Learning, 729
Least action, 163
Least squares, 80, 147
Least-squares-adjusted values, 148, 149
Least-weights squares, 81
Legendre equation, 53
Legendre functions, asymptotic expres­

sion, 53
Legendre functions, particular values

of, 52
Legendre polynomials, 51, 63, 527
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Legendre polynomials, generating func­
tions, 53

Legendre polynomials, orthogonality of,
53

Legendre's associated functions, 54
Legendre's associated functions, asymp­

totic expression for n, 54
Legendre's associated functions, ortho­

gonality, 55
Legendre's associated functions, partic­

ular values of, 54
Legendre's associated functions, recur­

sion formulas, 54
Legendre's differential equation, 51, 103
Legendre's functions, addition theorem,

55
Leibniz rule, 11
Length of arc, integration, 25
Lens equation, 436
Lenz, F., 443, 449
Leprince-Ringuet, L., 561
Lettau, H., 704
Levi-Civita, T., 214
Lienard-Wiechert potentials, 344
Lift coefficient, 231
Light, 335, 365
Light cone, 186
Light quanta, 412
Limiting mean, 113
Limit of error, 107
Line absorption, 676
Linear accelerators, 564, 579
Linear differential equatiQn, 28
Linear equations, 4
Linear momentum, 159
Linear polyatomic molecules, 465, 490
Linear regression, 116, 120
Linear transformation, 143
Linear vector operator, 47
Linearity properties, 24
Linearly accelerated systems, 158
Line intensities, 456
Line of charge, 312
Line strengths, 672
Lineweaver, H., 741
Linfoot, E. H., 408
Liouville's theory, 166
Livingston, M. S., 538, 543, 580
Loeb, 1.. B., 306
Logarithmic differentiation, 12
Logarithmic-normal distribution. 110
Logarithms, 2
London equations, 593
London, F., 632

Longitudinal compressibility, 586
Longitudinal mass, 189, 351
Longley, R. W., 704
Lord Kelvin, 250
Lorentz, A. B., 209
Lorentz-covariant, 212
Lorentz-Fitzgerald contraction, 182
Lorentz-force, 197
Lorentz transformation. 179, 181, 185,

204
Loring, R. A., 464
Loschmidt's constant, 149
Loschmidt's number, 292, 297
Lotka, A., 741
Love, A. E. H., 632
Low-reflection coatings, 415
LS coupling, 455
Lummer-Gehrcke plate, 414
Lummer, 0., 408, 432
Lunar parallax, 692
Lunisolar nutation, 694
Lunisolar precession, 694
Lyddane, R. H., 632
Lyman series, 452
Lynn, J. T., 464

MACH,238
Mach number, 236
Mach's rule, 236
Maclaurin's series, 16
Mac Robert, T. M., 105
Madelung, E., 106
Madelung's method, 600
Magnetic cooling, 629
Magnetic dilution, 635
Magnetic displacement vector, 190
Magnetic dipole, 322
Magnetic field, 305, 438
Magnetic field intensity, 190, 308
Magnetic flux, 434
Magnetic guiding, 567
Magnetic induction, 307, 433, 594
Magnetic moment, 633, 636
Magnetic moment of the electron, 152
Magnetic monopole, 324
Magnetic multipoles, 323
Magnetic permeability, [93
Magnetic susceptibility, 308, 633
Magnetic vector potential, 161, 433, 437
Magnetism, 633
Magnetization, 308
Magnetocaloric effect, 629
Magnetomotive force, 193
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Magneto-optics, 428
Magnetostatic energy density, 327
Magnetostatics, 320
Major axis, 683
Malofl', U., 449
Malone, T., 703
Malthusian law, 736
Malus, law of, 427
Malus, theorem of, 368
Mann, Wo B., 580
Many-particle systems, 520
Marechal, Ao, 408
Margenau, Ho, 105
Martin, F. K., 704
Mason, W. Po, 632
Mass, 26
Mass action, 641
Mass-energy conversion factors, 152
Massey, H. S. Wo, 562
Mass-luminosity law, 674, 679
Mass of planet, 692
Mathematical formulas,
Mathews, G. Bo, 105
Matrices, 85, 91
Matrices and linear equations, 87
Matrices column, 87
Matrices, diagonalization of, 88
Matrices in quantum mechanics, 518
Matrices, linear transformations of, 86
Matrices row, 87
Matrices, symmetry, 87
Matrices, unimodular, 91
Matrix, 85
Matrix addition, 86
Matrix multiplication, 86
Matrix notation, 46
Matrix products, 46
Matrix rank, 88
Matrix, transposed, 87
Matthiessen's rule, 591
Maxfield, F. Ao, 354
Maximum and minimum values, 14
Maxwellian tensor, 588
Maxwellian velocity distribution, 295, 615
Maxwell, Jo Co, 295, 306
Maxwell relations, 267
Maxwell stress tensor, 196
Maxwell's equations, 176, 191, 213, 282,

309, 320, 330, 409, 567, 594
Maxwell's law, 282
McConnell, A. Jo, 104
McKinley, W. A., 561
McLachlan, 105
Mean absolute error, 84

Mean anomaly, 683
Mean camber, 232
Mean elements, 690
Mean error, 107
Mean free path, 615
Mean free time, 615
Mean mass velocity, 291
Mean of range, 116
Mean orbit of the earth, 690
Mean orbit of the moon, 692
Mean shear modulus, 586
Mean-square deviation, 83
Mean values, 24
Measurement, 107
Measure of dispersion 84, 113
Measure of precision, 83, 137
Mechanical equivalent of heat, 292
Mechanical impedance, 357
Mechanics, 307
Mechanics, celestial, 680
Mechanics of a single mass point, 155
Media, 365
Median, 82, 108, 113
Meggers, W. F., 459, 462, 463, 464
Meggers' and Peters' formula, 461
Meissner, K. Wo, 414
Menzel, Donald Ho, 141, 277, 464, 679
Mercer kernel, 98
Meridional rays, 405
Merte, Wo, 390, 399, 403, 408
Meson decay, 558
Meson field theories, 532
Meson production, 557
Metabolism, 708, 71 1
Metabolites, 711, 719, 736
Metals, 308, 422, 423
Metal-semiconductor contact, 618
Metacenter, 219
Meteorology, 697
Method of images, 315
Metric tensor, 210
Meyer, Co Fo, 432
Michelson interferometer, 413
Michelson-Morley experiment, 182, 431
Microscope, 417
Microwave spectra, 503
Mie, Go, 424
Mie-Gruneisen equation of state, 605
Milky Way, 674
Millman, J., 354
Minkowski's equation, 192
Minkowski "world," 178, 186
Mitchell and Zemansky, 672
Mixed characteristic, 374
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MKS,307
Mobile charges, 611, 630
Mobility, 613
Model rules, 235
Modulus of viscosity, 241, 242
Molecular assemblies, 277
Molecular models, 301
Molecular spectra, 465
Molecular viscosity, 698, 703
Molecular weight, 292, 699, 706
Molecules with internal rotation, 497
Moliere, G., 556, 561
Molina, E. C., 112
Moment, 27
Momenta, 277
Moment of inertia, 27, 465, 469, 694
Moment of momentum, 222
Momentum, 156,218,222, 544, 681
Monochromatic flux, 676
Monod, J., 737, 741
Montgomery, D. J. F., 562
Mood, A. M., 125
Moon, 692
Moore, Charlotte E., 451, 679
Morgan, J., 408
Morris, M. and Brown, O. E., 104
Morse function, 481
Morse, Philip M., 355, 364
Morton, G. A., 438, 440, 449
Motion of charged particle, 563
Mott, N. F., 562
Moulton, F. R., 683, 695
Muller-Pouillet, 432
Multinomial theorem, 2
Multiple angles, 6
Multiple arguments, 9
Multiple-hit processes, 659
Multiple regression, 124
Multiple roots, 3
Multiple scattering, 551
Multiplet splitting, 500
Multiplicity, 456
Multivariable systems, 271
Munk, Max M., 218
Munk's gas, 240
Murphy, G. M., 105
Mutual inductance, 326

NEEL, 639
Nernst's distribution law, 275
Nerve activity, 722
Nervous system, 725
Neumann problem, 245

Neumann series, 99
Neurone, 722, 725, 730
Neutrino, '528, 529
Neutron, 525, 534, 541
Neutron-proton scattering, 536
Neutron rest mass, 149
Newton, 3, 210, 646, 682
Newton's laws of motion, 155
Nicholson, J. W., 408, 432
Nielsen, H. H., 504
Nishina, Y., 561
Nodal points, 384
Nomogram, 141
Nomograph, 141
Noncentral interaction. 532
Non-gray material, 675
Nonlinear equations, 82
Nonrotational tlow, 221
Nonuniform gas, 299
Nonviscuous fluids, 225
Nordheim, L. W., 562
Normal distribution, 83, 109, 115, 127
Normal equations, 81
Normalization, 509
Normal law, 83
Normal modes of a crystal, 601
Normal phase, 595
Normal probability functions, 109
Normal velocity surface, 427
Nuclear effects, 636
Nuclear interactions, 531, 541, 557
Nuclear magnetic moments, 460
Nuclear magneton, 152
Nuclear masses, 528
Nuclear phase shift, 527
Nuclear physics, 525
Nuclear radius, 525, 557
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