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Preface

This book is a revised version of my earlier book Entropy and Low
Temperature Physics, with here rather less emphasis on the low temperature
aspects of the subject. The concept of entropy lies at the heart of
thermodynamics and is often thought of as obscure, even mysterious. The
aim of this book is thus the same as before, namely, to make accessible the
idea of entropy and to encourage an intuitive appreciation of its nature and
use. In this new version, I have added exercises for the reader; mostly they
are meant to be straightforward tests of understanding but sometimes they
are used to extend the coverage of the text. .

I am very grateful to Bryan Coles for reading the manuscript, for his
suggestions and for his encouragement. May I also express my thanks to Tony
Guenault for valuable discussions, and the staff of Taylor & Francis for their
help in preparing the manuscript for publication.

I am indebted to the Editor of Annalen der Physik for permission to
reproduce Figure lOb.

Finally I wish to record my great debt to my teachers: at school Mr G.
R. Noakes; as an undergraduate Dr C. Hurst; as a research student Sir
Francis Simon.

.
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PART ONE

Entropy in thermodynamics



1

Temperature and heat: some
historical developments

Entropy, as we shall see, is defined in terms of temperature and heat, so
we shall begin with a brief study of these quantities. We shall do this by
having a look at what some of the great experimenters and thinkers on these
topics have done and written.

Fahrenheit (1686-1736) produced the first thermometer which was
accurately reproducible and this made possible a systematic quantitative study
of temperature and heat. It seems to have been soon recognised that, when
bodies at different temperatures were brought into contact and when all
changes had ceased, a thermometer placed in contact with each body in tum
gave the same reading.

This is a most important observation, so important indeed that it has since
been given the status of a law of thermodynamics - it is often called the zeroth
law since the first and second laws of thermodynamics had already been
formulated before this fact of observation was 'canonised'. At the time,
however, this 'equilibrium of heat' - or thermal equilibrium as we should
now call it - gave rise to considerable confusion. For example, it was
interpreted by some to mean that at equilibrium there was an equal amount
of heat per unit volume throughout the different bodies. As we can now see,
this interpretation arose from a failure to distinguish between heat and
temperature.

Joseph Black (1728-1799) did much to clarify this and other questions
relating to the nature of heat and temperature. His work was published
posthumously (1803) in his Lectures on the Elements of Chemistry edited by
his friend, who had also been a pupil and colleague, John Robison. l Black
distinguished clearly between quantity and intensity of heat, that is, between
heat and temperature. He also introduced the concepts of heat capacity and

lSuperior figures refer to Notes on pp. 181-3.
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Entropy and its physical meaning

latent heat and by his experiments laid the foundations of the science of
calorimetry.

A quotation from Robison's notes which are appended to his edition of
Black's Lectures reads 'Before the year 1765, Dr Black had made many
experiments on the heats communicated to water by different solid bodies,
and had completely established their regular and steady differences in this
respect.... ' Already, therefore, by 1765 Black had demonstrated that
different substances had different heat capacities. His method of measuring
them was by what we now call 'the method of mixtures'. Here is
Robison's description of the method and of the precautions taken to ensure
accuracy:

Dr Black estimated the [heat] capacities, by mixing the two bodies in equal
masses, but of different temperatures; and then stated their capacities as
inversely proportional 10 the changes oftemperature ofeach by the mixture. Thus,
a pound of gold, of the temperature 1500

, being suddenly mixed with a pound
of water.. of the temperature 500

, raises it to 55° nearly: therefore the capacity
of gold is to that of an equal weight of water as 5 to 95, or as 1 to 19; for the
gold loses 95°, and the water gains 5°. . ..

These experiments require the most scrupulous attention to many cir­
cumstances which may affect the result.

1 The mixture must be made in a very extended surface, that it may quickly
attain the medium temperature.

2 The stuff which is poured into the other should have the temperature of the
room, that no change may happen in the pouring it out of its containing
vessel.

3 The effect of the vessel in which the mixture is made must be con­
sidered.

4 Less chance of error will be incurred when the substances are of equal
bulk.

5 The change of temperature of the mixture, during a few successive moments,
must be observed, in order to obtain the real temperature at the begin-.
nlng.

6 No substances should be mixed which produce any change of temperature
by their chemical action, or which change their temperature, if mixed when
of the same temperature.

7 Each substance must be compared in a variety of temperatures, lest the ratio
of the capacities should be different in different temperatures.

When all of these circumstances have been duly attended to, we obtain the
measure of the capacities of different substances for heat. 2

To this day calorimetry requires 'the most scrupulous attention to many
circumstances which may affect the result'. A great deal of scientific effort
still goes into the accurate measurement of heat capacities over a wide range
of temperatures and indeed this is still one of the primary measurements in
thermodynamics. From it is derived the great bulk of our information about
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Temperature and heat: some historical developments

the thermal properties of substances (in particular, as we shall see, their
internal energy and entropy).

The nature of heat

We see therefore that calorimetry had developed into a quantitative science
by the end of the eighteenth century. However, there was still a great division
of opinion about the nature of heat. In 1783, for example, Henry Cavendish
(1731-1810), writing about 'the cold generated by the melting of ice' and 'the
heat produced by the freezing of water', makes the following observation
in a footnote:

I am informed that Dr Black explains the above mentioned phenomena in
the same manner; only, instead of using the expression, heat is generated or
produced, he says, latent heat is evolved or set free; but as this expression relates
to an hypothesis depending on the supposition, that the heat of bodies is owing
to their containing more or less of a substance called the matter of heat; and
as I think Sir Isaac Newton's opinion, that heat consists in the internal motion
of the particles of bodies, much the most probable, I chose to use the
expression, heat is generated....

In fact, it is probable that Black never held any theory of heat with great
conviction since on the whole he seems to have felt that all theories were
a waste of time. However, it does seem clear that while some scientists at
that time thought of heat as 'a substance called the matter of heat' or as 'an
igneous fluid' (later it was called caloric) others thought this an unnecessary
hypothesis. (Incidentally, although Cavendish gives Newton the credit for
having thought of heat as a form of motion, Newton was by no means the
first to have this idea.)

At about this time, Count Rumford (Benjamin Thompson, 1753-1814)
began his important experiments on the nature of heat. Here is an extract
from his account of the experiments:3

Being engaged lately, in superintending the boring of cannon, in the
workshops of the military arsenal at Munich, I was struck with the very
considerable degree of heat which a brass gun acquires, in a short time, in being
bored; and with the still more intense heat (much greater than that of boiling
water, as I found by experiment,) of the metallic chips separated from it by
the borer.

The more I meditated on these phenomena, the more they appeared to me
to be curious and interesting. A thorough investigation of them seemed even
to bid fair to give a farther insight into the hidden nature of heat; and to enable
us to form some reasonable conjectures respecting the existence, or non­
existence, of an igneous fluid: a subject on which the opinions of philosophers
have, in all ages, been much divided. . ..

From whence comes the heat actually produced in the mechanical operation
above mentioned?

5



Entropy and its physical meaning

Rumford set out to answer this question by experiment. From a cannon
he made a brass cylinder which would just fit over a blunt steel borer. This
borer was forced against the bottom of the cylinder and the cylinder was made
to turn on its axis by means of the boring machine driven by horses. Of the
four experiments Rumford describes, one was concerned with the heat
capacity of the metal chips produced in the boring process. This he showed
was the same as that of an equal mass of the original metal. Of the other
experiments, the third was the most striking. In this experiment Rumford
surrounded the cylinder being bored by a wooden water-tight box. To
continue in his own words:

The box was filled with cold water (viz. at the temperature of roo) and the
machine was put in motion.

The result of this beautiful experiment was very striking, and the pleasure
it afforded me amply repaid me for all the trouble I had had, in contriving and
arranging the complicated machinery used in making it.

The cylinder, revolving at the rate of about 32 times in a minute, had been
in motion but a short time, when I perceived, by putting my hand into the water,
and touching the outside of the cylinder, that heat was generated; and it was
not long before the water which surrounded the cylinder began to be sensibly
warm.

At the end of 1 hour I found, by plunging a thermometer into the
water in the box, ... that its temperature had been raised no less than
47 degrees. . ..

At the end of 2 hours, reckoning from the beginning of the experiment, the
temperature of the water was found to be raised to 1780

•

At 2 hours 20 minutes it was 2000
; and at 2 hours 30 minutes it ACTUALLY

BOILED!
It would be difficult to describe the surprise and astonishment expressed in

the countenances of the by-standers, on seeing so large a quantity of cold water
heated, and actually made to boil, without any fire.

Rumford then computes the quantity of heat produced in the experiment:
he estimates it to be equivalent to the heat needed to raise the temperature
of 26.581b of water by 180°F.

As the machinery used in this experiment could easily be carried around
by the force of one horse, (though, to render the work lighter, two horses were
actually employed in doing it,) these computations show further how large a
quantity of heat might be produced, by proper mechanical contrivance. merely
by the strength of a horse, without either fire, light, combustion, or chemical
decomposition; and, in a case of necessity, the heat thus produced might be
used in cooking victuals.

In summarising his conclusions from these experiments Rumford
writes:

And, in reasoning on this subject, we must not forget to consider that most
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Temperature and heat: some historical developments

remarkable circumstance, that the source of the heat generated by friction, in
these experiments, appeared evidently to be inexhaustible.

It is hardly necessary to add, that any thing which any insulated body, or
system of bodies, can continue to furnish without limitation, cannot possibly
be a material substance: and it appears to me to be extremely difficult, if not
quite impossible, to form any distinct idea of any thing, capable of being excited,
and communicated, in the manner the heat was excited and communicated in
these experiments, except it be MOTION.

These experiments clearly showed a close connection between heat and
work. However, they are only qualitative, although, as Joule later remarked,
the data do in fact contain enough information to yield rough quantitative
results. Mayer (1814-1878), a German physician and physicist, understood
clearly the relationship between heat and work and was able to make a
numerical estimate of the conversion factor. He is now recognised, along with
Joule, as the discoverer of the first law of thermodynamics, but at the time
his work received little recognition.

The finally decisive, quantitative studies on heat and work were those
made by Joule (1818-1889) in the 1840s. Almost fifty years after Rumford's
work Joule presented a paper to the Royal Society on this same subject
entitled 'The Mechanical Equivalent of Heat'.4 He writes:

For a long time it had been a favourite hypothesis that heat consists of 'a
force or power belonging to bodies', but it was reserved for Count Rumford
to make the first experiments decidedly in favour of that view. That justly
celebrated natural philosopher demonstrated by his ingenious experiments that
the very great quantity of heat excited by the boring of cannon could not be
ascribed to a change taking place in the calorific capacity of the metal; and he
therefore concluded that the motion of the borer was communicated to the
particles of metal, thus producing the phenomena of heat.

Joule then points out that if, in Rumford's third experiment, you assume
the rate of working to be about one horsepower (as Rumford indicates) you
can estimate that the work required to raise the temperature of 1 pound of
water by 1°F is about 1000 foot-pounds which, as he observes, is not very
different from the valule derived from his own experiments, namely 772
foot-pounds.

In 1843 I announced the fact that 'heat is evolved by the passaage of water
through narrow tubes', and that each degree of heat per Ib of water required
for its evolution in this way a mechanical force represented by 770 foot-pounds.
Subsequently, in 1845 and 1847, I employed a paddle-wheel to produce the fluid
friction, and obtained the equivalents 781.5, 782.1 and 787.6, respectively from
the agitation of water, sperm-oil and mercury. Results so closely coinciding with
one another, and with those previously derived from experiments with elastic
fluids and the electromagnetic machine, left no doubt on my mind as to the
existence of an equivalent relation between force and heat; but still it appeared
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Entropy and its physical meaning

of the highest importance to obtain that relation with still greater accuracy. This
I have attempted in the present paper.

Joule now goes on to describe the apparatus with which he carried out
his experiments to determine 'the mechanical equivalent of heat'. The
apparatus consisted essentially of a paddle-wheel with eight sets of revolving
arms working between four sets of stationary vanes. The purpose of the
paddle-wheel was to stir a liquid contained in the space between the vanes.
The paddle-wheel, attached to a 'roller', was made to rotate by means of
two lead weights suitably connected to the roller by pulleys and fine twine.
We can follow the course of experiment best in Joule's own words:

The method of experimenting was simply as follows: The temperature of the
frictional apparatus having been ascertained and the weights wound up with
the assistance of the stand . . . the roller was refixed to the axis. The precise
height of the weights above the ground having then been determined by means
of the graduated slips of wood, ... , the roller was set at liberty and allowed
to revolve until the weights reached the flagged floor of the laboratory, after
accomplishing a fall of about 63 inches. The roller was then removed to the
stand, the weights wound up again, and the friction renewed. After this had
been repeated twenty times, the experiment was concluded with another
observation of the temperature of the apparatus. The mean temperature of the
laboratory was determined by observations made at the commencement, middle
and termination of each experiment.

Previously to, or immediately after each of the experiments, I made trial
of the effect of radiation and conduction of heat to or from the atmosphere,
in depressing or raising the temperature of the frictional apparatus. In these
trials, the position of the apparatus, the quantity of water contained by it, the
time occupied, the method of observing the thermometers, the position of the
experimenter, in short everything, with the exception of the apparatus being
at rest, was the same as in the experiments in which the effect of friction was
observed.

Joule then describes in detail the results of these extremely careful
experiments. At the end of the paper he writes:

I will therefore conclude by considering it as demonstrated by the
experiments contained in this paper....

1st. That the quantity of heat produced by the friction of bodies, whether solid
or liquid, is always proportional to the quantity of force expended.
And

2nd. That the quantity of heat capable of increasing the temperature of a pound
of water (weighed in vacuo, and taken at between 55° and 60°) by
l°Fahrenheit requires for its evolution the expenditure of a mechanical
force represented by the fall of 772lb through the space of one foot.

This brief account gives some idea of how the subject of heat had
developed up to about the middle of the nineteenth century. As we shall
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Temperature and heat: some historical developments

see later, a great deal of work was going on at this time on a different aspect
of the subject, that relating to the second law of thermodynamics. Before
going on to this, however, I would like to look at the concepts of temperature
and of heat from a different point of view.
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2

Temperature and heat: a
different approach

Once we recognise that thermodynamics and mechanics are intimately
related, it is then logical to begin with quantities already familiar and well
defined from such branches of physics as mechanics and electromagnetism,
and to use them to define, with the help of experimental information, the
specifically thermodynamic quantities such as temperature, internal energy
and entropy.

Such 'mechanical' properties, derived from other branches of physics or
chemistry, are pressure, volume, chemical composition, magnetisation,
dielectric constant, refractive index and so on. In simple systems', such as
are usually dealt with in physics, only a few of these variables need to be
specified in order to describe the thermodynamic state of the system. For
example, suppose that we have one gram of helium gas and that we fix its
volume and pressure. Suppose that we now measure some property of the
gas such as its viscosity, refractive index, heat conductivity or dielectric
constant. We then find that provided the volume and the pressure of this
one gram of helium are always the same, these other properties are also
always the same no matter by whom they are measured or when or where.
We may thus think of the mass of helium, its pressure and volume as the
thermodynamic 'co-ordinates' of the system. It is characteristic of thermo­
dynamics that it deals only with macroscopic, large-scale quantities of this
kind and not with the variables which characterise individual atoms or
molecules. A complete atomic description of the helium gas would specify
the mass of the helium atoms, their momentum or kinetic energy, their
positions and mutual potential energy. The atomic co-ordinates of one
gram-atom of helium would number about 1024 parameters; by contrast the
thermodynamic co-ordinates number only three (the mass of gas, its pressure
and volume). Later on we shall see how these two very different descriptions
of the gas are linked together.
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Entropy and its physical meaning

It is clear that only under certain conditions do the mass, pressure and
volume of the gas suffice to describe its state. For example, if a gas suddenly
explodes from a container, the system is far too complicated to be described
simply by pressure and volume, which are, in any case, no longer well enough
defined to be very useful parameters. For a simple thermodynamic descrip­
tion (in terms of, say, the pressure and volume) to be adequate it is evident
that the pressure must be uniform and the volume well defined. This
restriction can be relaxed if the systems can be divided into a set of
sub-systems in each of which these conditions are satisfied. At present,
however, we shall assume that our systems are everywhere uniform.

The concept of thermodynamic equilibrium can be defined in terms of the
thermodynamic co-ordinates of the system. If these co-ordinates (e.g.
pressure, volume and mass for a simple system) do not change with time,
and provided there are no large-scale flow processes going on, then the
system is said to be in thermodynamic equilibrium.

In most of our discussions we shall assume that the mass and chemical
composition of the systems we deal with remain unchanged. Nonetheless
there are important examples in physics wherein the system is 'open', i.e.
the mass is not fixed, for example, where electrons can flow from one
conductor to another. Moreover, although it is outside the scope of this
book, we must bear in mind that thermodynamics has had some of its
greatest triumphs and most fruitful applications in dealing with chemical
reactions.

BornS has shown how with the help of these 'mechanical' co-ordinates
(whose definition comes entirely from other branches of physics) it is possible
to define the essentially thermal concepts of 'insulating' and 'conducting'.
Basically the idea is simple enough: if an insulating wall separates two systems
the thermodynamic co-ordinates of one can be altered at will without
influencing those of the other. If the wall between them is conducting, this
is no longer true. (If we knew all about the concept of temperature, we would
describe these situations by saying: if the systems are separated by an
insulating wall, the temperature of one does not influence the other, whereas
if they are linked by a conducting wall, it does. For our present purposes,
however, we wish to describe these situation without explicitly using the
concept or the word 'temperature'.)

The notions of insulating and conducting walls are, of course, idealisations
although a silvered Dewar vessel with a vacuum space between the walls
provides a good approximation to the former (especially at low temperatures)
and a thin pure copper sheet to the latter. Even though the full detailed
development of the argument outlined here is rather cumbersome, the main
thing is to recognise that nevertheless it is possible to find satisfactory
definitions of 'insulating' and 'conducting' walls without using the words
'heat' or 'temperature'.

The idea of an insulating wall then leads to the important notion of an
'adiabatic' process: if a system is entirely surrounded by an insulating wall
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Temperature and heat: a different approach

the system is an adiabatic system and any processes that it can undergo are
adiabatic processes.

The zeroth law of thermodynamics

Having in this way introduced the concepts of 'conducting' and 'insulating'
walls we can go on to define thermal equilibrium. Consider two systems
surrounded by insulating walls except where they have a common conducting
wall. Then, whatever states the systems are in when they are first brought
into contact, their thermodynamic co-ordinates will, if the systems are left
to themselves, eventually stop changing. The systems are then said to be in
thermal equilibrium.

The zeroth law of thermodynamics may then be stated as follows: two
systems which are in thermal equilibrium with a third are in thermal
equilibrium with each other.

This law is the basis for the concept of temperature. Any convenient body,
whose state can readily be varied and which has a convenient thermodynamic
co-ordinate (e.g. the length of a mercury column etc.), can be used to
measure temperature, i.e. be a thermometer. If the thermodynamic state of
the thermometer, after having come into thermal equilibrium with one
system, A, is unchanged when brought into thermal contact with a second
system, B, then A and Bare, according to the zeroth law, in thermal
equilibrium, and are said to have the same temperature. It is found that in
the simplest thermometer only a single co-ordinate has to be measured in
order to indicate its thermodynamic state. A measure of this co-ordinate is
then a measure of the temperature on this particular temperature scale.

To avoid a total arbitrariness in the temperature scale we shall for the
present use the gas scale of temperature. We can do this conveniently in one
of two ways. In the constant volume gas thermometer we define the
temperature 6v by the relationship:

6v r.x p (1)

where p is the pressure at this temperature of a fixed mass of gas kept at
constant volume, V.

On the constant pressure gas scale, we define the temperature 6p by the
relationship:

6p ex V (2)

where now V is the volume of a fixed mass of gas under constant pressure
at the temperature 6p • So far these definitions allow us to measure only ratios
of temperatures; the size of the degree is fixed by defining the normal melting
point of ice as having the value 273.15° (cf. p. 36).

If the measurements of 6v and 6p are made with any gas in the limit of
very low pressures, the two temperature scales are found to be the same

13
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Entropy and its physical meaning

and, in addition, are found to be independent of the particular gas used.
Because this temperature scale is independent of the particular gas chosen
we shall make use of it until we are able to define a truly 'absolute'
temperature scale. It is important to remember that the gas scale of
temperature is an experimental one; temperatures on it are found by making
measurements on real gases at low pressures. Temperatures on this gas scale
will be denoted by 8 and we shall refer to the scale as the 'gas scale' of
temperature.

Equations of state

As we have already seen, only a few macroscopic parameters are needed to
specify the thermodynamic state of a system: in the simplest case the mass,
the pressure and the volume of the system. If we fix the mass of the system
and measure its temperature as a function of pressure and volume we obtain
in this way a relationship between p, V and 8. (Note: 8 here is measured
on the gas scale of temperature.) This relationship is called an equation of
state. An example of such an equation of state is one due to Dieterici which
describes quite well the behaviour of actual gases at moderate pressures. It
is as follows:

p = [ R8 ] e-a1R8V
(V-b)

where R per mole of gas is a constant for all gases, and a and b are constants
for a particular gas.

Although such equations strictly apply only to systems in thermodynamic
equilibrium, nevertheless they can be used to calculate the work done when
the system changes its state, provided that in these changes the system is
always very close to equilibrium. Such changes in which the system really
passes through a succession of equilibrium states are called quasi-static
processes.

The work done in thermodynamic processes: quasi-static changes

I have emphasised that the fundamental measurements in thermodynamics
are taken directly from mechanics or other branches of physics. In this way,
for example, we know that in a quasi-static change of volume, the work done
on the system is

14

f
V2

W= - pdV
VI

(4)



Temperature and heat: a different approach

where V2 is the volume of the system at the end of the change and VI that
at the beginning. (The work done by the system would have the opposite
sign.) p is, of course, the pressure at any instant during the change.
Expressions can also be derived for the work done in other quasi-static
changes, such as, for example, the magnetisation of a body in a magnetic
field. Since, however, these expressions have to be defined and used with
considerable care, and since the details are irrelevant to the main argument,
I will not go into these questions here.6

In the expression (4) for the work done in a quasi-static change of volume
two parameters are involved. One of these, the pressure, does not depend
on the mass of the system; the other one, V, is (other things being equal)
directly proportional to the mass. For this reason, the pressure is often
referred to as the 'intensive' and the volume as the 'extensive' variable. A
similar distinction is possible in other expressions for the work done in
quasi-static processes.

The work done in quasi-static processes can always be represented
graphically on a suitable diagram of state. For example, if on a pV diagram
the pressure of a fluid is plotted against its volume for some particular path,
the work done by the fluid for that path is represented by the area under
the curve, since this area is equal to

Since there are an unlimited number of paths having the same starting point,
A, and the same end. point, B, and since under each of these paths the area
is in general different, t~e work done in taking the fluid from state A to state
B depends not only on the initial and final states of the system, but on the
particular path between them.

Work in irreversible processes

Before discussing irreversible processes we must first define what we mean
by a reversible process. The test of a reversible process is suggested by its
name but some care is needed in applying this test. We call a change in a
system 'reversible' if we can restore the system to its original state and at
the same time restore its environment to its original condition. By 'environ­
ment' I mean the apparatus or equipment, or anything else, outside the
system which is affected by the change we are discussing. The important point
is this: after any change you can always restore a given limited system to its
original condition but usually you cannot do so without causing a permanent
change in its environment. To sum up then: the test of whether a change
is reversible or not is to try to restore the status quo everywhere. If you can
do this, the change is reversible, otherwise not. A reversible change is thus
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an idealisation which can never be fully realised in practice. Nevertheless,
the concept of reversibility is a vital one in thermodynamics and we shall
meet it again in connection with the second law of thermodynamics.

An example of a simple reversible process is the slow compression of a
gas in an insulated cylinder by a piston which has negligible friction with the
cylinder walls. If the force on the piston exceeds that exerted by the pressure
of the gas by an infinitesimal amount, the piston moves inwards and
compresses the gas. If the force on the piston is reduced so as to be
infinitesimally less than that exerted by the pressure of the gas the piston
moves outwards and the gas expands towards its original volume.

Now we shall contrast this with two examples of irreversible processes and
indicate how you can calculate the work done in such processes. If, in the
reversible process just described, the piston had appreciable friction with the
cylinder walls, the process would no longer be reversible. On the compression
stroke more work would be required than if there were no friction. On the
return stroke, however, this work is not recovered, but rather an additional
amount of energy is again expended in overcoming friction. We therefore
have an irreversible proce~s. The work done against the frictional force, F
(assumed constant), is just the product of F and the distance moved by the
piston.

Here is another example. Suppose that you stir a fluid in a container with
a paddle-wheel. To move the wheel at all you must exert a couple on it, and
from the size of the couple and the number of revolutions of the wheel you
can calculate the work done in the process. If the fluid is in a thermally
insulated container the temperature of the fluid rises because of the stirring.
If you reverse the direction of stirring the temperature of the fluid does not
fall and you do not recover the work done.

We have now shown how it is possible to measure work in a number of
processes and our next step is to consider the relationship between work,
heat and internal energy, which are related by the first law of ther­
modynamics.

Exercises

Ql Give an example to illustrate the difference between a system in
thermodynamic equilibrium and a system in a steady state.

Q2 Express as partial differential coefficients the volume thermal expansion
coefficient, the isothermal bulk modulus, the isothermal compressibility and
the isothermal magnetic susceptibility.

Q3 10-3 m3 of lead is compressed reversibly and isothermally at room
temperature from 1 to 1000 atmospheres pressure. How much work is done
on the lead? The isothermal compressibility of lead, f3T= - V- 1(aVlap)T,
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is assumed independent of pressure with the value of 2.2 x 10-6 atm-1. Take
1 atrn == lOS Pa.

Q4 Water flows at constant temperature through a pipe at a rate of 1 m3 s-I.

The input pressure is 2 x 106 Pa and the output pressure is one half this. How
much work is done in 1000 s?
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The first law of thermodynamics

The mechanical theory of heat, as it is sometimes called, was first firmly
established by the very careful experiments of Joule which we read about
earlier. In these experiments the essential features were as follows. Work
was done on a known mass of water (or other fluid), thus raising its
temperature; the change in temperature was then measured very accurately.
Joule ensured that as far as possible no heat entered or left the water so that
the temperature change was entirely a result of the work. By performing the
work in a variety of different ways (for example, electrically, by stirring or
by friction) he was able to show that to change the temperature of the same
mass of water through the same temperature interval always required the
same amount of work no matter by what method the work was done. He
found similar results with other liquids.

We interpret these experiments and generalise from them as follows: if
a thermally isolated system is taken from state A to state B, the work required
depends only on the states A and B and not on the intervening states or the
method of doing the work.

This statement allows us to define a new thermodynamic co-ordinate,
called the internal energy function, U, with which to characterise the state
of a thermodynamic system. If we choose some convenient state A as the
reference state of a specified thermodynamic system, then the work done in
taking it by adiabatic processes to any other state B depends on B and not
on the path. If this work is W we can thus write:

(5)

In this way we define the difference in internal energy between B and A as
equal to the work done in going from A to B by adiabatic means. It is because
W is independent of the path (for a thermally isolated system) that UB has
a unique value for each state of the system, provided of course that the same
reference state is always used. (It is to be noted that it is not always possible
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to go from state A to state B by adiabatic processes alone; it is, however,
always possible to go either from A to B or from B to A by such processes
and this is sufficient to define V.) We now imagine that by suitable
measurements of the work done in adiabatic processes a value of U is
associated with each possible state of the system of interest. If we now relax
the condition that the changes are to be adiabatic, we shall then generally
find that in going from state A to state B

aU= VB - VA :/= W

We now define the difference between aU and W (this difference is zero in
adiabatic changes) as a measure of the heat Q which has entered the system
in the change. We shall treat the heat entering a system as positive. Thus

Q=~U-W

or

aV=Q+w (6)

which is a statement of the first law of thermodynamics. Notice that here
heat entering the system and work done on the system are regarded as
positive.

To recapitulate this important argument: it is found experimentally that
in a wide variety of processes the work done in taking a thermally isolated
syste~ from one state to another depends only on the two states and not
on the path or the method of doing the work. We can thus associate with
each state of a system a quantity V, called the internal energy function, whose
value for any given state of a system is measured by the work done on the
system in bringing it to that state from a given reference state under adiabatic
conditions. We now imagine that by these means we measure the internal
energy relative to some reference state for all states of the system. In any
arbitrary process (no longer necessarily adiabatic) the difference between the
change in internal energy, ~V, and the work done on the system is now
defined as the heat which has entered the system during the process.

A number of points. concerning the first law of thermodynamics need
comment.

(i) Since we have no independent definition of Q, the quantity of heat
involved in a thermodynamic process, it might appear that the first law
of thermodynamics is a mere definition without physical content. The
essence of the law, however, lies in its recognition that in adiabatic
processes W depends only on the initial and final states of the system;
this forms the basis for the definition of U, the internal energy function.
This result concerning W is certainly based on experiment although it
is applied in circumstances far beyond those for which it has been
directl.y tested. The ultimate test of the fi rst law, however, lies in the
testing of its predictions; these have been verified over and over.
again.
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(ii) It is not at once evident that the quantity Q defined in equation (6)
is the same as that determined in conventional heat capacity measure­
ments. A detailed discussion of such methods in the light of equation
(6) shows, however, that this is in fact so.

(iii) Let me emphasise again that in the approach outlined here (due
originally to Born) the thermodynamic concept of quantity of heat has
been introduced and defined in terms of purely mechanical quan­
tities.

(iv) Notice, too, that the idea of heat arises only when the state of a system
changes. It is meaningless to talk about quantity of heat in a body.
Quantity of heat is not a function of the state of a body like
temperature, pressure, volume or mass: heat is a form of energy in
transit and cannot be said to exist except when changes of state are
occurring. In this respect it is of course similar to the thermodynamic
concept of work which also is always associated with changes of state.
It is equally meaningless to talk about the quantity of work in a
body.

(v) Note that the thermodynamic concept of heat conflicts, in some
important ways, with the common usage of the word. We say that heat
is transferred from one body to another and that, for example, the heat
lost by one body is gained by the other. There is thus a strong
implication that the heat was originally inside the first body and ended
up after the transfer inside the other body. It is precisely this notion
that we have to get rid of in order to think clearly about heat, work
and internal energy.

(vi) Equation (6) applies to any kind of change, reversible or irreversible.
In order that U be definable the initial and final states must be states
of equilibrium, but the intermediate states may be far from it.

The internal energy - an analogy

The fol~owing analogy may help to make clear the significance of the internal
energy function. Let us suppose that a man has a bank account in which a
certain sum of money is credited to him. He may add to this sum either by
depositing cash at the bank or by paying into his account cheques from other
people. Likewise he may diminish the amount of money in the account by
drawing out cash or by issuing cheques payable from the account. The point
is that the change in the amount of money in the account in any period of
time is the algebraic sum of all cash paid in or taken out and of all the cheques
paid into or drawn on the account. The total (shown in his account book)
does not distinguish between cheque payments and cash payments; only the
sum of the two counts. So it is with the internal energy function: heat or
work do not contribute separately; only the sum of the two matters.
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This analogy also makes clear another point. When the bank account is
static and not changing, there is no need to talk of cash or cheques. It is
only for the process of transferring money that we need say how the transfer
is to be made, Le. by cash or cheque. So it is in thermodynamics. As long
as there is no exchange of energy with other bodies, the internal energy
function of a body is fixed and specifies the energy state of the body
completely. The use of the words 'heat' or 'work' in these circumstances is
entirely inappropriate. However, as soon as there is any change of energy
it is then important to specify if this is by heat or work. In brief, therefore,
heat refers to a particular kind of energy transfer.

Atomic interpretation of internal energy

To see more vividly just what the internal energy of a body is, we need to
change our point of view and look at the body on the atomic scale. At this
stage it is simplest and not seriously misleading to describe the atoms in
classical, as opposed to quantum, terms. In these terms we should expect
to find, at any finite temperature of the body, that its atoms were moving
about with velocities whose magnitude and distribution depend on the
temperature of the body. We expect, in fact, that the higher the temperature
the higher the mean square velocity of the atoms and the greater the spread
of velocities about the mean. This is a well-known result from the kinetic
theory of gases; it is equally true of solids and liquids at high temperatures.
In solids, of course, the atoms tend to be associated with definite positions
in space and in perfect crystals the mean positions of the atoms form a regular
three-dimensional array. In addition to the kinetic energy of the atoms, which
depends on the temperature, the atoms also possess potential energy from
their mechanical interaction with the other atoms. This potential energy too
will usually depend on the temperature of the body and also on its volume.
The internal energy of the body can now be interpreted as the total of the
kinetic and potential energy of all the atoms that compose it. In this way,
we can interpret a large-scale thermodynamic quantity, the internal energy,
whose changes are measured by calorimetry, in terms of the mechanical
properties of atoms.

Classical thermodynamics has no need of this atomic interpretation; it
forms a consistent and self-contained discipline in which all the concepts
pertain to the large scale. On the other hand, if the internal energy of a body
is just the total mechanical energy of the atoms in it and if this energy can
be changed by doing work on the body or by heating it, then the first law
of thermodynamics is just a manifestation of the law of conservation of energy
in mechanics. The conversion of work into internal energy is then to be
thought of as the change of large-scale directed mechanical motion (in, for
example, the piston during the compression of a gas or in the paddle-wheel
during the stirring of a fluid) into the small-scale random movements of
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atoms. As we have already implied, the kinetic theory of gases is built up
on the basis of these ideas; its success in relating the large-scale properties
of gases to the mechanics of atoms is unquestioned. We shall come back to
the atomic point of view later when we try to understand entropy.

The internal energy as a function of temperature and volume

We know from the definition of heat that

aU=Q+w (6)

Now apply this to a quasi-static infinitesimal change in which the work
done is by a change of volume dV at pressure p. Let us denote the small
quantity of heat entering the system by ttq so that we have:

dU = ttq - pdV (7)

(8)

(The symbol lJq is used to denote an infinitesimal quantity which is not the
differential? of a function.)

If the change takes place at constant volume

dU=aq

If this change causes a temperature rise dB, then the heat capacity at constant
volume must be given by:

Cv = dq = (iJU)
d8 a8 v

Consequently, if we integrate this expression with V constant

(9)

where U2 and V. are the values of the internal energy at the same volume
at temperatures 82 and 81• This means that if we measure the heat capacity
at constant volume over a temperature range we can then find the change
in internal energy of the system within that range. This result is quite
general.

The internal energy, U, depends only on the thermodynamic state of the
body; this, in turn, depends only on, say, the temperature, 6, and volume,
V, if the mass is fixed. Consequently, we can write for any arbitrary change
in U brought about by changes d8 and dV:

dU = (au) dO+ (au) dV (10)
iJB v av 9

This equation simply exploits the fact that any change in U depends only
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on the initial and final states and not on the path; thus we can first change
(J with V constant and then change V with 8 constant and this will describe
any arbitrary infinitesimal change in U we please.

However, we have already seen that (au/a8) v = C v so that we can rewrite
equation (10) as

dU=CVdO+(~~LdV (ll)

Experiments on gases at very 10\\' pressures show that in them the internal
energy at a given temperature does not depend on the volume; this is known
as Joule's law. If we regard an ideal gas as the limit of an actual gas at very
low pressures, we can conclude that for an ideal gas (aUlaV)6 = 0 and so,
for any change in such a gas,

dU= Cv d8 (12)

This is NOT true for most systems; in solids, for example, the internal
energy depends strongly on the volume and the second term in equation (11)
cannot be neglected.

Exercises

Q1 A gas, not an ideal gas, is contained in a thermally insulated cylinder.
It is quickly compressed so that its temperature rises sharply. Has there been
a transfer of heat to the gas? Has work been done?

Q2 A gas, not an ideal gas, is contained in a rigid thermally insulated
container. It is then allowed to expand into a similar container initially
evacuated. What is the change in the internal energy of the gas?

Q3 10-3 m3 of lead is compressed reversibly and adiabatically from 1 to
1000 atmospheres pressure. What is the change in the internal energy of the
lead? The adiabatic compressibility of lead is assumed independent of
pressure with the value of 2.2 x 10-6 atm -1. Take 1 atm = 105 Pa. (Cf.
Exercise Q3 of Chapter 2.)

Q4 A system, whose equation of state depends only on pressure p, volume
V and temperature 8, is taken quasi-statically from state A to state B in the
figure along the path ACB at the pressures indicated. In this process 50 J
of heat cntcr the system and 20 J of work are done by the system.

(a) How much heat enters the system along the path ADB?
(b) If the system goes from B to A by the curved path indicated schematically

on the figure, the work done on the system is 25 J. How much heat enters
or leaves the system?
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(c) If the internal energy at A is denoted by UA etc., suppose that
UD - UA = 25 J. What then is the heat transfer involved in the processes
AD and DB?

Q5 1 kg of water is slowly frozen at constant temperature and a pressure
of 100 atm. The latent heat of melting of ice under these conditions is
3.36 X 105 J kg-I. How much work is done and what is the change in internal
energy of the system? The density of ice relative to that of water is 0.9.

Q6 Show that in an ideal gas:

Cp=Cv+R

where Cp , the heat capacity per mole at constant pressure, is defined as
Cp = (d"qld8)p=const and R is the gas constant per mole, as in the equation
of state of the gas: pV = R8.

(Hint: use equations (12) and (7) of the text.)

Q7 Show that, when an ideal gas undergoes an adiabatic quasi-static
chanagc, pvr = constant where y = CplCv.
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(Hint: use equation (7) of the text, with dq = 0 for an adiabatic process, and
equation (12) for dU in an ideal gas. Then use the differential form of
pV=R8, i.e. pdV+Vdp=RdB to eliminate dB. You will also need the
result derived in the previous question 06.)

Show also that the result can be re-expressed as 8Vy
- 1 = constant.
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4

The second law of
thermodynamics

In our discussion of the first law of thermodynamics we have seen how the
internal energy function is defined and from that how 'heat' is defined and
measured. We have also noted that the internal energy can be identified with
the total mechanical energy (kinetic and potential) of the atoms in the
substance.

The second law of thermodynamics introduces a further state variable, the
entropy. In addition, it makes possible the definition of an absolute scale of
temperature, that is, one which is independent of the properties of any
substance or class of substances. (The size of the degree is .. however .. still
defined in terms of the properties of a particular substance, usually water.
See page 36.) The second law starts from the following fact of common
observation: when a hot body and a cold body are brought into thermal
contact, the hot body cools and the cold body gets warm and never the other
way round. We may say, in brief, that heat always flows spontaneously from
hot to cold. The second law of thermodynamics attempts to express this fact
in such a way that it can be used to deduce certain important properties
common to all substances.

By the beginning of the nineteenth century, steam engines were widely
used in industry and a great deal of work was being done to improve their
performance. It was this interest which led to the formulation and under­
standing of the second law of thermodynamics. Carnot (1796-1832) was the
first person to grasp the essentials of the problem and we shall examine his
approach to it in some detail.

Before doing so, however, I would like to comment briefly on the
relevance of heat engines to the wider topic of thermodynamics. Thermo­
dynamics serves two quite different and at first sight unrelated purposes. On
the one hand, it deals with the engineering problem of making heat engines
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(and refrigerators) work efficiently. On the other hand, it deals with the
conditions of equilibrium in thermodynamic systems. How is it that these two
apparently different subjects are so closely linked? The reason is this (I quote
from Carnot): 'Wherever there is a difference of temperature, work can be
produced from it.' More generally, whenever two systems are not in
thermodynamic equilibrium work can be produced. The expression, 'not in
thermodynamic equilibrium', can include a difference in temperature, a
difference in pressure, a difference in chemical potential, and so on. So we
see that, just as problems of stability and equilibrium in mechanics are related
to the ability of a system to do work, so in thermodynamics the possibility
of work and the absence of equilibrium are two aspects of the same situation.
So when we study the behaviour of idealised heat engines, remember that
the results will also be important in the study of the general thermodynamic
properties of systems in equilibrium.

With this in mind let us now look at Carnot's work on the behaviour of
heat engines.

The behaviour of idealised heat engines

In 1824 Carnot published his famous memoir entitled Reflexions sur la
puissance motrice du feu et sur les machines propres a developper celIe
puissance. In this truly remarkable work he was concerned with the general
question of how to produce mechanical work from sources of heat. He begins
as follows: 8

Everybody knows that heat can cause movement, that it possesses great
motive power: steam engines so common today are a vivid and familiar proof
of it.... The study of these engines is of the greatest interest. their importance
is enormous, and their use increases every day. They seem destined to produce
a great revolution in the civilised world. . ..

Despite studies of all kinds devoted to steam engines. and in spite of the
satisfactory state they have reached today, the theory of them has advanced
very little and the attempts to improve them are still directed almost by
chance.

The question has often been raised whether the motive power of heat is
limited or if it is boundless; whether possible improvements in steam engines
have an assignable limit, a limit that. in the nature of things, cannot be exceeded
by any means whatever, or if on the contrary these improvements can be
extended indefinitely.

Carnot adds a footnote here to explain what he means by 'motive power'.
He means essentially what we would call ~work'. In the next paragraph he
continues:

To see in its full generality the principle of the production of work by
heat we must think of it independently of any particular agent; we must
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establish arguments applicable not only to steam engines but to any imaginable
heat engine whatever the working substance and whatever its manner of
working.

After some further general remarks, Carnot now comes to a most
important point. Let me first give a literal translation of what he says and
then comment on it.

The production of motion in the steam engine is always accompanied by a
circumstance upon which we must fix attention. This circumstance is the
re-establishment of equilibrium in the caloric, that is to say, its passage from
a body where the temperature is more or less elevated to another where it is
lower.

The expression, 're-establishment of equilibrium in the caloric', can be
translated quite accurately by the phrase, 'return to thermal equilibrium'. So
the point he is making here is that the production of work by a heat engine
requires a temperature difference in the first place but that when the engine
operates it will reduce the temperature difference and tend to bring about
thermal equilibrium.

Again, later on, Carnot reiterates that the heat engine requires both a hot
body and a cold body to make it operate. In addition, and this is most
important, 'Wherever there exists a difference of temperature it is possible
to produce work from it.'

Carnot then continues his argument as follows:

Since any return to thermal equilibrium can be used to produce work, any
return to equilibrium which takes place without the production of this work
must be considered as a real loss.

The point here is that, given a temperature difference, this may either be
used to produce work or it may be wastefully dissipated simply by a flow
of heat from a high temperature to a low temperature without any work being
produced. As we all know, this spontaneous flow of heat from a hot body
to a colder one will always take place if it can. This means that a situation
which might produce work can be irretrievably lost by natural heat flow.

Let me sum up the situation at this stage. (i) A heat engine requires a
temperature difference in order to operate. (ii) When the engine operates
it takes in heat at the high temperature and gives out some heat at the low
temperature so that it tends to reduce the temperature difference, i.e. to
restore thermal equilibrium. (iii) Any temperature difference can, in
principle, be used to produce work. (iv) Temperature differences tend to
disappear spontaneously by heat conduction without producing useful
work.

These ideas form the basis of Carnot's thinking (although perhaps with
a slightly different emphasis since at the time he wrote he was making use
of the caloric theory, even though he had serious doubts about its validity).
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Figure 1 (a) Copy of Carnot's original diagram. (b) The Carnot cycle on the
p-V diagram of a gas. 0A is the temperature of the heat source and 08 that of
the heat sink. The letters on the V axis correspond to the positions of the
piston in Figure 1(a). X is the starting point.

From these ideas it is clear that an efficient heat engine must be so designed
that there are no wasteful heat flows during its operation. When heat has
to be transferred from, say, the furnace to the working substance in the
engine, this must be done while both bodies are very nearly at the same
temperature. Moreover, there must be no significant temperature gradients
inside the working substance at any time during its operation since these too
would reduce the efficiency of the engine.

Carnot devised a cycle of operations for a heat engine that would achieve
these purposes. This cycle (now called the Carnot cycle) has been described
and considered so often since Carnol's time that it is of interest to see how
he himself described it in the first place. It is a very lucid description but
it may perhaps be helped by showing the cycle of operations on the p-V
diagram of a gas. Figure 1 shows such a diagram (Figure l(b) together with
the original Figure 1 of Carnol's paper (Figure l(a». The lettering on the
V axis in Figure 1(b) has been chosen to correspond with that of the positions
of the piston in Figure 1(a). The cycle shown in the figure consists of two
isothermal and two adiabatic processes in the sequence described by Carnol.
Notice, however, that Carnot starts his description of the process at the point
X, i.e. part way through an isothermal change. Now let us follow Carnot:
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... Let us imagine a gas, atmospheric air for example, enclosed in a cylindrical
vessel abed, Figure 1 [our Figure 1(a)], furnished with a movable diaphragm
or piston cd; in addition let there be two bodies, AB, each held at a constant
temperature, that of A being higher than that of B; let us now imagine the
following series of operations:

1 Contact of the body A with the air enclosed in the space abed, or with the
wall of this space, a wall which we will suppose to conduct heat easily.
Through this contact the air assumes the same temperature as the body A;
cd is the present position of the piston.

2 The piston rises gradually and takes the position ef. Contact is still
maintained between the body A and the air, which is thus kept at a constant
temperature during the expansion. The body A furnishes the heat necessary
to keep the temperature constant.

3 The body A is taken away and the air is no longer in contact with any body
capable of giving it heat; the piston however continues to move and passes
from the position ef to the position gh. The air expands without receiving
heat, and its temperature falls. Let us imagine that it falls in this way until
it becomes equal to that of the body B: at this stage the piston stops and
occupies the position gh.

4 The air is put into contact with body B; it is compressed by the return of
the piston as it is moved from the position gh to the position cd. The air
however remains at a constant temperature because of its contact with the
body B to which it gives up its heat.

5 The body B is removed and we continue to compress the air which, being
now isolated, rises in temperature. The compression is continued until the
air has acquired the temperature of the body A. During this time the piston
passes from the position cd to the position ik.

6 The air is put back into contact with body A; the piston returns from the
position ik to the position ef; the temperature stays constant.

7 The operation described under No. 3 is repeated, then successively the
operations 4, 5, 6, 3, 4, S, 6, 3, 4, 5 and so on....

Carnot notes two points about this cycle. One is that the working substance
(the air) produces a net amount of work in each cycle. We can see this readily
from the p-V diagram. The work done by the air is fp dV which is thus the
area of the cycle on the p-V diagram. If the representative point of the
working substance traces out the cycle in the direction indicated by the
arrows, this area is positive and a net amount of work is produced in each
cycle.

The second point is that the work is produced in the most advantageous
manner possible. The two adiabatic processes (3) and (5) change the
temperature of the air in the engine without adding or taking away any heat.
In this way the air is always brought to the temperature of the heat source
before being put into contact with it, and likewise the heat sink. This prevents
any wasteful flow of heat between bodies at widely different tempera­
tures.
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From our point of view we may say that all the processes described in
the cycle are quasi-static; the gas is always effectively in equilibrium. For this
reason all the changes are reversible which is important for the subsequent
argument.

Carnot continues:

All the operations described above can be carried out in the opposite
direction and in an inverse order. Let us imagine that after the sixth operation,
that is to say the piston having arrived at the position ef, one makes it return
to the position ik and that at the same time one keeps the air in contact with
body A: the heat furnished by the body during the sixth operation will return
to its source, that is to say to body A, and things will be in the state they were
at the end of the fifth operation. If now we take away the body A and make
the piston move from ef to cd. the temperature of the air will decrease by as
many degrees as it rose during the fifth operation and will become equal to
that of body B. We can obviously continue a series of operations inverse to
those that we first described: it is sufficient to reproduce the same conditions
and to carry out for each operation an expansion instead of a compression and.
vIce versa.

The result of the first operations was the production of a certain quantity
of work and the transport of heat from body A to body B; the result of the
inverse operations is the consumption of the work produced and the return of
the heat from body B to body A: so that these two series of operations in a
way cancel or neutralise each other.

Carnot then shows that no heat engine can be more efficient than the
reversible engine he has described. He remarks:

We have chosen atmospheric air as an instrument for developing work from
heat; but it is obvious that the reasoning would have been the same for any
other gaseous substance and even for any other body whose temperature can
be changed by successive contractions and expansions which includes all
substances in nature or at least all those which are appropriate for obtaining
work from heat. Thus we are led to establish the following general proposi­
tion:

The motive power of heat is independent of the agents used to produce it; its
amount ;s fixed uniquely by the temperatures of the bodies between which the
transport of heat is ultimately made.

We shall not follow Carnot's own argument to establish this proposition
because it rests on the caloric theory. To make the argument consistent with
the mechanical theory of heat, we must change it somewhat and also bring
in a new principle: the second law of thermodynamics.

As we have seen, the Carnot cycle consists of two adiabatic and two
isothermal processes (at temperatures (JA and 88 ) so carried out that at all
stages the changes are reversible.

Suppose now that during one cycle the quantity of heat taken in by the
working substance at the high temperature is Ql, and that given out at the
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low temperature is Q2. Since the working substance returns exactly to its
initial state at the end of one cycle, au = O. If then the work done by the
engine in one cycle is W,

(13)

by virtue of the first law of thermodynamics. The ratio of the work done
per cycle to the heat taken in at the high temperature, i.e. WIQl, is called
the thermodynamic efficiency of the engine. We now wish to show that all
reversible engines working between the same two temperatures have the
same efficiency and further that no engine working between these tempera­
tures can be more efficient.

In order to proceed further, we require to state in a suitable form the axiom
or postulate that heat always flows spontaneously from a high temperature
to a lower one. Clausius (1822-1888), in his statement of the second law of
thermodynamics, used the following form: 'It is impossible for a self-acting
(cyclic) machine, unaided by any external agency, to convey heat from one
body at a given temperature to another at a higher temperature.,9 The form
of the second law of thermodynamics due to Kelvin (William Thomson,
1824-1907) is as follows: 10 'It is impossible, by means of inanimate material
agency, to derive [continuous] mechanical effect from any portion of matter
by cooling it below the temperature of the coldest of the surrounding objects.'
These two statements can be shown to be completely equivalent but the first
is perhaps preferable as being more obviously a restatement of the
observation that heat flows spontaneously only from hot to cold.

We wish now to prove that no engine using a given source and sink of
heat can be more efficient than a reversible engine (a Carnot engine) working
between the same two temperatures. Let A and B be two engines of which
A is the Carnot engine and B is the engine which, by hypothesis, has a greater
thermodynamic efficiency than A. Since A is perfectly reversible, we may
suppose that it is driven backwards absorbing completely the work, W,
generated in each cycle by B. A is now no longer a heat engine but a
refrigerator or heat pump whose function is to absorb heat at the low
temperature and discharge a greater quantity at the higher temperature. If
B absorbs heat Qb at the high temperature and A restores heat Qa' then the
thermodynamic efficiency Tla of A is WIQa' and that of B(Tlb) is WIQbo Now
by hypothesis Tlb is greater than Tla since we supposed B to be more efficient
than A. This implies that Qa is greater than Qbo That is to say that more
heat is delivered by A at the high temperature than is absorbed by B. This
is no violation of the first law of thermodynamics since A absorbs at the low
temperature correspondingly more heat than is discharged by B. It is,
however, a violation of the second law of thermodynamics since the two
machines together constitute 'a self-acting cyclic machine' which 'unaided by
any external agency ... conveys heat from one body at a low temperature
to another at a higher'. We conclude, therefore, that our original hypothesis
is wrong, i.e. that no heat engine with an efficiency greater than a Carnot
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engine can exist. From a similar argument it follows that all Carnot engines
working between the same two temperatures have the same efficiency~ If this
were not so it would be possible, by suitably coupling a pair of engines whose
efficiencies were different, to violate the second law of thermodynamics.

We have established, therefore, that the thermodynamic efficiency of a
Carnot engine depends only on the temperatures between which it works
and not on the working substance. This is essentially the proposition which
Carnot set out to prove; it is frequently called Carnol's theorem.

Although we have not followed exactly Carnol's original argument, we
have followed almost all its essential features and in particular the idea of
coupling the reversible engine, working backwards, to the heat engine whose
efficiency is under study.

How did Carnot come upon such beautiful, general and powerful
arguments? Part of the answer lies in the influence and achievements of his
father, Lazare Carnot, who was not only one of Napoleon's most successful
generals, but was also a very capable mathematician. One of his mathematical
works, Fundamental Principles of Equilibrium and Movement, was concerned
with the efficiency of machines such as pulleys and levers. In the preface,
he writes of mechanical engines in general (I translate): ' ... to make these
[machines] produce the greatest effect possible, it is essential that there are
no sudden jolts, that is to say that the movement must always change by
imperceptible degrees.' In the text he amplifies this and in discussing how
to make an efficient mechanical engine writes: ' ... this principle demands
that one avoids . .. any collision or sudden change whatever that is not
essential to the nature of the machine, since every time there is a collision
there is a loss of kinetic energy, and in consequence a part of the active
movement is uselessly absorbed.' If you compare this with Sadi Carnot's
words on heat engines (see p. 36), you see, I think, how closely the grain
of Sadi's thinking matches that of his father. Nonetheless his son's work on
heat engines carries Lazare's ideas into quite new realms. Sadi Carnot's mode
of thought is further revealed in the text of his treatise. At one point he says
(this is a fairly literal translation and not very elegant):

According to our present ideas, one can, with sufficient accuracy, compare the
motive power of heat with that of water descending: both have a maximum that
cannot be exceeded ... no matter what machine is used to absorb the action
of the water or ... what substance is used to absorb the action of the heat.
The motive power of the fall of water depends on its height and the quantity
of liquid; the motive power of heat likewise depends on the quantity of heat
used and what we might call, and what indeed we shall call, the height of its
fall, that is to say. the difference in temperature of the bodies between which
the exchange of heat takes place.

Carnot's analogy turned out not to be exact but it provided an astonishingly
clear insight into the working of heat engines and from that to a profound
understanding of thermodynamics.
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We now proceed to do two things: (i) to define the absolute temperature
scale; (ii) to define a new state variable, the entropy.

The absolute scale of temperature

We have already shown that the efficiency of a Carnot engine whose working
temperatures are It and 12 is a function only of these temperatures, Le.

(14)

11 and 12 are not now measured on the gas scale of temperature; they are
at this point quite arbitrary. Therefore Q2/QI is itself simply a function of
II and 12, i.e.

(15)

Moreover, it is not difficult to show that the function F must separate in such
a way that Q2/QI =[(12)/[(tl). This then provides us with a general basis for
an absolute scale of temperature. Note, however, that we may obviously
choose the function f as we please.

Thomson (later Lord Kelvin) recognised even before the general accept­
ance of the present theory of heat, that the fact expressed in Carnot's theorem
could provide the basis for an absolute scale of temperature. He first
proposed such a scale in 1848 defining it in the following way: 11

The characteristic property of the scale which I now propose is, that all
degrees have the same value; that is, that a unit of heat descending from a body
A at the temperature TO of this scale, to a body B at the temperature (T - 1)°,
would give out the same mechanical effect, whatever be the number T. This
may justly be termed an absolute scale, since its characteristic is quite
independent of the physical properties of any specific substance.

This turns out to be equivalent to choosing
exponential function so that in a Carnot cycle

Ql en
Q2 = en

the function [(t) as the

(16)

where T1and T2 are the temperatures of the sink and source on this first
Thomson scale.

In 1854 Thomson defined a second absolute scale, chosen this time to agree
with the air thermometer scale, which is effectively the gas scale of
temperature. 11 In this second scale, which is now universally used and called
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the Kelvin temperature scale, the temperatures 1"1 and T2 of the source and
sink of the Carnot engine are so defined that:

Ql _ IJ.
Q2 T2

This equation defines the ratio of two absolute temperatures. It does not
define the size of the degree. To do this we must give a numerical value to
the temperature of some convenient fixed point. For this purpose the triple
point of water has been chosen as the most convenient and its temperature
is taken to have the value 273.16 K by definition. (This choice was made and
recommended by the Tenth General Conference on Weights and Measures
in 1954.) The reason for choosing this particular number is that the size of
the degree then remains essentially the same as the Centigrade degree used
previously in scientific work. Note, however, that whereas to use the
Centigrade degree requires measurements at two fixed points (the ice point
and the normal boiling point of water) to use the degree defined in this new
way requires measurements at one fixed point only.

From now on we shall always use this absolute temperature scale. It is
usually denoted by K. By taking a perfect gas as the working substance of
a Carnot engine it is not difficult to show that the gas scale is then identical
with the absolute scale. Over a wide range of temperatures the gas scale can
thus be used as a means of determining the absolute temperature. At very
low temperatures, however, gases effectively cease to exist and then the gas
scale can no longer be used. In this region, as we shall see, we have to go
back to the definition of the absolute scale in order to measure the
temperature.

The Carnol engine as a refrigerator

A Carnot engine, being perfectly reversible, is both the most efficient heat
engine and also, when operating in reverse, the most efficient refrigerator
or heat pump. It can thus be used as a standard with which to compare actual
refrigerating machines.

However, we must beware of thinking that"the idealised efficiency defined
above has any close relationship to 'efficiency' as an engineering concept.
To the engineer many other aspects of the engine, whether as a heat engine
or refrigerator, that are neglected in the idealisation are of importance,
probably of overriding importance: speed of operation, cost, environmental
effects and so on.

Exercises

01 An ideal gas with 'Y = 1.5 is used as the working substance of a Carnot
engine. The temperature of the source is 600 K and that of the sink is 300 K.
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The volume of the gas changes from 4 to 1 litre at the low temperature and
the pressure at the volume of 4 Iitres is 1 atmosphere. Calculate the volumes
and pressures at the extreme points of the high temperature expansion and
also the heat absorbed there. How much heat is given out at the low
temperature and what is the thermodynamic efficiency of the engine?

Q2 A house i~ heated by means of a reversible heat engine acting as a heat
pump. The outside temperature is 270 K and the inside temperature is 300 K.
If when the house is heated by conventional electric space heaters 10 kW of
power is used, how much power is consumed by the ideal heat pump to
maintain the same temperature?

Q3 Two identical bodies of constant heat capacity are initially at tempera­
tures T1 and T2. They are used as the sink and source of a Carnot engine
and no other source of heat is available. Show that the final common
temperature when all possible work has been extracted from the system is
TF = (T} T2)1/2. What is the maximum work obtainable?

Q4 The volume thermal expansion coefficient of helium gas at the ice point
and at low pressures is 0.003 66 per °C. The temperatures were measured on
the perfect gas scale. What is the value of the ice point on the absolute
temperature scale?
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Entropy: how it is measured and
how it is used

The definition of entropy

So far Ql and Q2 have been considered as magnitudes only. However, if we
adopt a sign convention by which Q is positive when heat is absorbed by
the working substance and negative when heat is given up, we may rewrite
equation (17) in the form

(18)

Figure 2 represents in a p-V diagram the succession of states through
which a substance is taken in an arbitrary reversible cycle: superimposed on
it are drawn a succession of adiabatic and isothermal paths. The heavy line
in the diagram represents a path consisting only of alternating adiabatic and
isothermal steps, which approximate to the original arbitrary cycle and can,
in fact, be made as close to this as we wish by making the mesh of adiabatic
and isothermal lines still finer. (This is not obvious because the zig-zag path
is necessarily longer than the smooth one; the first law of thermodynamics,
however, is sufficient to show that the heat absorbed in any segment of the
smooth path is the same as that absorbed in the corresponding isothermal
step, when this is correctly defined.)

Any appropriate set of two isothermal and two adiabatic lines such as,
for example, 1, 2, 3, 4 in the figure constitute a Carnot cycle; consequently
if ql is the heat absorbed at the high temperature and q2 that emitted at the
low temperature in this cycle, ql/T1 + q2/T2 = O. In a similar way all the other
isothermal parts may be paired off, and since no heat is absorbed or emitted
in the adiabatic parts of the cycle, we have by summing over all the isothermal
steps

'" qi = 0L-J T.
l

(19)
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Figure 2 An arbitrary reversible cycle represented in a p-V diagram. The
zig-zag line is an equivalent path consisting of adiabatic and isothermal steps.
The tou r lines 1, 2, 3 and 4 constitute a Carnot cycle.

This is true for any complete reversible cycle. If now we proceed to the limit
of infinitesimally small divisions of the path into adiabatic and isothermal
steps, we may write

f~ = 0 (20)

where the integration is carried over the complete reversible cycle. This is
Clausius' theorem; it was enunciated by him in 1854. 12

If we now define a quantity S, the entropy, such that dS = l.tqrcvlT (ttqrcv
means an infinitesimally small amount of heat entering or leaving the system
reversibly) we see that pdS = O. In words: a small change in entropy dS is
defined as equal to the small quantity of heat entering or leaving the body
reversibly divided by the absolute temperature of the body. If heat enters
the body its entropy increases and dS is positive; if heat leaves the body its
entropy decreases and dS is negative.

In any closed reversible cycle

fdS =0 (21)

This implies that the entropy difference between two states of a system
depend only on those states and not on the path between them. To see this,
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let A be the initial and end point of a closed, reversible cycle (specified in
the simplest case by a point on the p-V diagram) and let B be some arbitrary
point on the cycle. We can then re-express equation (21) above as

fdS=f; ds+f: dS=O

(1) (2)

where the first integral is by route 1 and the second by the return route 2.
Thus

f; dS = - f: dS = f: dS

(1) (2) (2)

Since this is true of any arbitrary cycle through A and B it follows that f: dS
is independent of the path between A and B provided only that it is
reversible. Thus the entropy change of the substance between states A and
B is independent of the path. This is a very remarkable result. Although the
heat entering the substance depends on the path followed by the substance
between A and B, the entropy change does not.

This result is so important and, at first sight, so surprising that it may be
helpful to illustrate it with a specific example. In this, we shall see directly
that while f ttqrev is indeterminate until the path is known, f aqrev/T is
determined entirely by the beginning and end points of the process. The
simplest example which demonstrates the change is provided by the
behaviour of a perfect gas. According to the first law of thermodynamics:

dU= -pdV+ctq

in any quasi-static change. Furthermore, as we saw earlier, the perfect gas
has the simple property that in any change of state dU = CvdT. The
infinitesimal amount of heat which enters the gas in an infinitesimal
quasi-static change of any kind is therefore given by:

ltq = CvdT+ pdV (22)

To find the heat entering the gas during any arbitrary finite change we need
to integrate this equation giving

assuming for simplicity that Cv is independent of T .. although this is not a
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necessary assumption. Unfortunately the second term, f:'2 p dV, cannot be
evaluated until we know how p varies as the change proceeds. Obviously
we do not know this in general and as soon as we do know it, for instance
by specifying that p is to remain constant, we are limited to a particular class
of changes, in this example isobaric changes. To evaluate the integral we must
specify the path; for every path there is in general a different value of the
integral. Consequently the same thing is true of the value of Q.

Now contrast this with what happens when we divide equation (22) by
T, the absolute temperature. Then

dS= aq == CvdT +pdV
T T T

so that

-fT2 CvdT I. V2 pdVas- T + T
TI VI

Both integrals can now be evaluated without knowing anything about the
path. The equation of state pV = RT (for one mole of gas) enables us to
transform the second integral of the right-hand side into

I.
V2 RdV

V = R In (V2IV1)

VI

so that

(23A)

which depends only on the initial and final states of the gas.
Note that this result which we have just illustrated in a very simple case

- namely, that the entropy change depends only on the initial and final states
of the system - is quite general. Notice also the close connection between
the definition of the absolute temperature and the definition of entropy.
Suppose, for example, we had used Thomson's first absolute temperature
scale instead of the second. The first scale was defined so that in a Carnot
cycle:

Ql e TY

Q2 = eT~

where Ql is the heat absorbed at the temperature Tf and Q2 that given out
at T2. Then the definition of the small entropy change dS associated with
heat ttq entering a system reversibly would have had to be dS = ttqle yo. In
short, the definitions of absolute temperature and of entropy cannot be
separated.

The concept of entropy was introduced by Clausius in 1854; the name
'entropy' was introduced by him considerably later, in a paper of 1865. 13

42



Entropy: how it is measured and used

The measurement of entropy

At present we shall concentrate on the measurement of changes in entropy
although later we shall see that there is a natural zero for entropy which has
a special significance.

The specific heat capacity of a substance is defined as 'the heat required
to raise unit mass of the substance by one unit of temperature'. More exactly
the specific heat capacity C is the value of the ratio ql8T in the limit that
8T tends to zero. Here q is the heat required to raise the temperature of
unit mass of the substance by 8T. Thus in a reversible change Clqrev = edT,
and the associated entropy change is dS =aqre,)T = CdTIT. If we invert this
relation we get C = TdSldT Of, to take two particular examples:

c = T(~)v aT v

C = T( as)
P aT p

You may object here that in most specific heat measurements the process
is in fact irreversible, that the energy is usually supplied by passing a current
through a resistance which is an irreversible process. Moreover, heat
capacities are nearly always measured with increasing temperature and, in
the common methods, measurements with falling temperature are impos­
sible. What, then, does qrev mean? A careful examination of this question
will show that the criterion of reversibility (as far as the temperature change
is concerned) only requires that the temperature interval be kept small
enough, i.e. that 8T/T in the expression for the entropy change be smaller
than the required accuracy of the result. This ensures that the addition of
heat satisfies the requirements of reversibility; besides this, however, you
have to ensure that no other irreversible processes take place during the
temperature change. In glasses or ferromagnetics, for example, where
thermal hysteresis may be present this latter condition may be violated and
then you cannot deduce the entropy change from the apparent specific heat.
When we come to the third law of thermodynamics, we will discuss the
question of glasses again.

If we know the heat capacity of a system over a temperature range, we
can then find the corresponding entropy change. This is given by:

(24)

(If C is constant, this can be integrated at once and we see that under these
circumstances S varies as In T.) If C is measured at constant volume, S2 and
St refer to that volume. If C is measured at constant pressure, Sz and SI then
refer to that pressure. In many cases the measurement of an entropy change
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thus involves simply the measurement of the heat capacity of the sub­
stance.

We now know how entropy is defined and, in a general way, how it can
be measured. We do not, however, at this stage have any real idea of what
entropy is. When later we come to interpret entropy on the atomic scale we
shall gain a more intuitive idea of the meaning of entropy and what exactly
is the property of a body which corresponds to the entropy as already defined.
In the meantime, however, we shall work towards a qualitative grasp of what
entropy is by examining some examples of how it behaves under different
conditions. To help in this, let me first explain briefly what entropy­
temperature diagrams are and how they can be used.

Entropy-temperature diagrams

The thermodynamic state of a system may be indicated on an entropy­
temperature diagram in the same way as in a p-V diagram. Similarly,
quasi-static processes can be represented by lines in this diagram. An
adiabatic reversible change is a reversible change in which no heat enters
or leaves the system; ltqrev is thus zero and dS likewise; so S is constant. This
kind of change can therefore be represented on an S-T diagram as a straight
line at constant S, Le. parallel to the T-axis. Similarly an isothermal reversible
process is represented by a straight line parallel to the S-axis. A Carnot cycle
is thus represented by a rectangle as shown in Figure 3.

Since in a reversible change ltq = TdS, the total amount of heat absorbed
in changing the entropy of a system reversibly from S1 to 52 is

J
S2

Q= TdS
51

This is just the area between the line representing the change from Sl to 52
and the S-axis. For the change AD it is the shaded area in Figure 3. This
result holds for any reversible path; for example, in the Carnot cycle the heat
given out, Qt, in the isotherm at T) is Tt(Sz - 51) and the heat absorbed,
Q2' in the isotherm at Tz is Tz(Sz - S)). Thus Ql/Q2 = Tt/T2 as, of course,
we know from the definition of the absolute temperature.

Now let us turn to some examples of how the entropy of various systems
behaves; in what follows we shall frequently make use of entropy­
temperature diagrams.

The entropy of a perfect gas

We have already seen that if Cv is assumed constant, the difference between
the entropy per mole of a perfect gas at temperature T2 and volume V2 and
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TEMPERATURE

Figure 3 A Carnat cycle represented on an entropy-temperature diagram of
the working substance. The heat absorbed by the working substance in going
from A to D is represented by the shaded area. In going from D to A this
amount of heat is given out.

that of the gas at T) and V1 is:

Tz V2
52-51 = Cvln T

l
+Rln VI

We can therefore write for the entropy of the gas at temperature T and
volume V:

s = Cv In T + R In V + constant (27)

We thus see that if the volume is constant, S increases as In T; while if
the temperature remains constant, S increases as In V. It is interesting to
compare this behaviour with that of the internal energy, U. For an ideal gas
whose heat capacity at constant volume is independent of temperature

U = ('v T + constant (28)

This therefore depends linearly on T and is independent of V.
Returning to equation (27), we see that if we compress a gas isothermally

and reversibly the entropy decreases. This corresponds to the fact that we
have to remove heat from the gas if its temperature is not to rise. We may
think of the process as one in which we 'squeeze' the entropy out of the gas;
this entropy shows itself as the heat of compression. Likewise a reversible
expansion of the gas requires that heat be supplied to the gas if it is not to
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become cooler in the process. As we shall see later a slow expansion under
adiabatic conditions is a very effective way of producing low tempera­
tures.

Entropy change and latent heat

In a phase change such as the melting of a solid or the vaporisation of a liquid
at a constant pressure, the complete transformation takes place at a constant
temperature; during the transformation heat must be supplied (or removed)
and this is the latent heat of melting or of vaporisation, L. The entropy
change associated with the phase change is therefore

AS =!:::..
T

where T is the temperature of the phase change. L is in general a function
of T so that tlS varies as the temperature and pressure of the transition are
altered. Table 1 gives some values of the entropy change on vaporisation ~SV

for a number of different elements at their normal boiling points. Table 2
gives the entropy change on melting aSm for a number of elements at the
temperatures specified.

Let us now look at the entropy-temperature diagram of a liquid and
vapour in equilibrium (Figure 4). The area enclosed by the heavy line is the
region in which both liquid and vapour co-exist. Consider the vertical line
A-B. The point A corresponds to the entropy of the vapour in equilibrium
with the liquid at this temperature while the point B corresponds to the
entropy of the liquid in equilibrium with the vapour. The distance between
A and B is just dS = LIT, where L is the latent heat of vaporisation at
temperature T. A point C on this line, which divides it in the ratio x to y

Table 1 Entropy of vaporisation of various elements

Substance

Helium (He4)

Hydrogen (normal)
Neon
Nitrogen
Argon
Oxygen
Mercury
Sodium
Zinc
Lead

46

TB (K)

4.2
20.4
27.4
77.3
87.3
90.1

630
1155
1180
1887

Lv (J mole-I)

92
904

1760
5610
6530
6820

59500
97500

116000
193000

22
45
65
72
75
76
95

103
103
110
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Table 2 Entropy of melting of various elements

Substance Tm (K) Lm (Jmole- 1) 4Sm (J mole- 1 K- 1)

He3 2 8 4
10 63 6

He4 2 9 4.6
10 67 6.7

Neon 24.6 330 13
Argon 83.9 1180 14
Krypton 116.0 1630 14
Xenon 161.3 2300 14

Potassium 336.4 2320 6.9
Sodium 371.0 2610 7.0
Lithium 453 3070 6.8

Copper 1356 13000 9.6
Silver 1234 12500 10.0
Gold 1336 13400 10.0
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Figure 4 The entropy-temperature diagram of a vapour and liquid in
equilibrium. The region to the left of the curved line represents a two-phase
region in which the liquid and vapour co-exist.
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,

as shown, indicates that the system represented by this point is a mixture
of liquid and vapour in the proportions of x parts of liquid to y parts of
vapour. At the temperature marked Tc the entropy difference between the
two phases disappears and above this temperature there is no two-phase
region at all. This temperature is the critical temperature; at this point, too,
the volume difference between the two phases also disappears.

Now let us deduce the relationship between the saturated heat capacities
and the entropy change on vaporisation. The saturated heat capacity of a
liquid is defined as the heat required to raise the temperature of unit mass
by one degree while the liquid remains always in equilibrium with its vapour.
The saturated heat capacity of the vapour is defined in an analogous
way.

Let 51 be the entropy of the liquid and 52 that of the vapour in equilibrium
with it at temperature T. If the latent heat of the transition at this temperature
is L, we have:

(29)

(31)

and so:

T
dS2

_ T
dS1

= T~(!::-) (30)
dT dT dT T

Now T(dS2/dT) is just the heat capacity of the saturated vapour and
T(d51/dT) is just the heat capacity of the saturated liquid. Therefore:

dL L
e2sat - elsat = dT-T

This is the Clapeyron equation.
What is important here is to observe that the single quantity, the entropy,

and its dependence on temperature, contain all the thermodynamic informa­
tion about the saturated heat capacity of the liquid, the saturated heat
capacity of the vapour, the latent heat and their mutual relationship.

The central equation of thermodynamics

With the introduction of entropy we come to the heart of thermodynamics.
We can sum up what we have done so far by bringing together in one very
important equation the zeroth, first and second laws of thermodynamics. In
an infinitesimal process in a closed system the first law requires that:

dU=dw+oq

in the usual symbols.
If the change is quasi-static and involves a change in volume dV at

pressure, p, ow = - p dV; moreover, from the second law of thermo-
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dynamics, ttq = TdS, where T is the absolute temperature of the body and
dS the entropy change associated with the heat ttq.

Thus

dU = Tdl.~ - P dV (32)

This important relation (which applies to a simple closed system)14
involves the zeroth law through the concept of temperature, the first law
through the internal energy function and the second law through the
entropy and absolute temperature. It is really the central equation of
thermodynamics; the applications of thermodynamics consist in examining
the consequences of this equation (suitably generalised where necessary) and
applying them in a wide variety of circumstances and to a wide variety of
systems. IS

Thermodynamic functions and their appropriate variables

Now let us look at some of the implications of equation (32). This equation
tells us that if we know U as a function of S and of V - U(S, V), for short
- we know everything we can know about the system from a strictly
thermodynamic point of view. We can see this most easily by imagining that
we know the function U(I.~, V) and allowing this to change arbitrarily.
Then

dU = (!!:!.) dS + (au) dVas v av s

For any well-behaved function of two variables this is a mathematical
identity. (Moreover, for such functions a2 Ulav as = a2 ulas av, a fact we
shall soon use.) Consequently, if we compare this equation with equation
(32) and require that the two be identical, we have:

J.= (au) and p = _ (au) (34)
as v av s

This means that if we know U(5, V) we can at once find T and p simply
by differentiation. In other words, T and p are strictly speaking redundant~

they could always be written in the form of equation (34). Of course this
would be highly inconvenient in practice because p and T are much easier
to measure than, say, S or U. Nevertheless it is important to realise that
U(S, V) contains all the thermodynamic information about the system that
there is. By contrast the equation of state 8(V,p) does not.

We can derive an additional relationship from equation (32) which is often
useful. Since we know that

a2 u a2 u
avas aSav
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we can apply this result to the equation (34). Differentiate the first of these
equations with respect to V and the second with respect to S and equate the
t\vo. We therefore get:

(~L = - (:~)v
As we shall sec below, there are three other analogous identities of this
kind.

We have just seen that if we are working with the internal energy function
the appropriate variables are L~ and V. If these are not convenient then a
different function can be defined and used. Suppose, for example, we wished
to use the variables Sand p instead of Sand V. For this purpose we introduce
a new thermodynamic function of state, called the enthalpy, H, defined· by
the relationship

H= U+pV (36)

Since H is a function of U~ p and V which are all state variables .. H itself
must be one.

Thus dH = d U +P dV + V dp in any arbitrary change. But, from (32)

dU+pdV= Td~~

so

dH = TdS+ Vdp (37)

Now we can sec that the appropriate variables for Hare Sand /J. Front
equation (37) by repeating the previous procedure we find that

(:;t = (~~t (3~)
In a similar way, the Helmholtz free energy, F1 is defined by the

relation:

F= U- J:S (3Y)

which leads to

dF=-SdT-/)dV (39A)

from which S = - (ilFlaT)v (a result we shall find useful later) and

( :~ ) T = (:~) v (MI)

The appropriate variables for It" arc 7' and V.
.....inally .. the Gibbs free energy, G" completes the scheme, It is defined

as
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Table 3 Maxwell's thermodynamic relations

Quantity

Internal
energy

Enthalpy

Helmholtz
free energy

Gibbs
free energy

Symbol and
appropriate
variables

U(S, V)

I/(S,p)

F(T, V)

G(T,p)

Definition

H= U+pV

F= U- TS

G= U- TS
+pV

Differential
relationship

dU= TdS-pdV

dH= TdS+ Vdp

dF= - SdT- pdV

dG =- SdT+ Vdp

Corresponding
Maxwell
relation

Then

dG = -SdT+ Vdp

so that

(42)

The appropriate variables for G are T and p; because these are often very
convenient variables to work with .. the Gibbs free energy is an important
thermodynamic parameter.

The equations (35) .. (38), (40) and (42) (called Maxwelrs thermodynamic
relations) are all essentially equivalent; you can go from anyone of theln
to any of the others by mathematical manipulation only. Table 3 summarises
these Maxwell relations together with the definitions of the various quantities
which were introduced in deducing them.

To show how we can apply the results which we have just obtained we
shall consider two examples which will be useful to us later on. One is a
deduction of the Clausius-Clapeyron equation relating to phase c~uilihriurll:

the second is a thermodynamic treatment of the Joule-Thomson effect.

The Clausius-Clapeyron equation

In phase changes such as melting and evaporation .. the transition fronl one
phase to the other takes place at a constant temperature if the pressure is
kept constant. If we apply our fundamental equation

dU = TdS -pdV
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Figure 5 A typical phase diagram for a pure substance. E is the triple point
at which solid, liquid and vapour can all be in equilibrium together; Tt is the
triple point temperature. F is the critical point; Tc is the critical temperature.

to the process we can at once integrate this, because p and T do not change.
If V,., 5, and VI are the internal energy, entropy and volume of phase (1)
and U2 , 52 and V2 the same quantities for phase (2) then we can carry
out an integration in which the system starts completely in phase (1) and
ends up at the same temperature and pressure completely in phase (2). We
then get:

U2 - VI = T(S2 - SI) -p(V2 - VI)

or

V2 - TS2 + pV2 = VI - TS I +pV1 (43)

The quantity U - TS + pV is~ as we have seen, the Gibbs free energy of
the system. So we can deduce that if two phases can transform into each other
at constant temperature and pressure, the Gibbs free energy of a given mass
of one phase must equal the Gibbs free energy of the same mass of the other
phase.
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We have assumed that all this took place at temperature T and pressure
p. There are, however, a succession of temperatures and pressures at which
the two phases are in equilibrium. A diagram showing such values of p and
T is called a phase diagram and a typical diagram is shown in Figure 5. We
now consider a neighbouring temperature and pressure T + dT, P + dp at
which the two phases are still in equilibrium, Le. at an adjacent point on
the melting curve or on the vapour pressure curve. We must still have equality
between the Gibbs free energies. At the original pressure and temperature
p, T: G) = G2 ; at the new pressure and temperature G1 + dGI = Gz+ dG2 ,

Le. dG) = dG2 as we move along the equilibrium curve. Thus since

dG) = -S]dT+ V1dp

and

or

dGz = -SzdT+V2 dp

- 51 dT+ VI dp = - S2 dT + V2 dp

(see Table 3)

dp 52 -SI dS
dT V

2
- VI = av (44)

which is the Clausius-Clapeyron equation. It shows that the slope of the
equilibrium curve is determined by the entropy change and the volume
change which occur during the transition. Most solids absorb heat on melting
and turn into liquids of larger volume so that both as and d V are positive.
This means, according to equation (44), that dp/dT is usually positive, i.e.
that at higher pressures the melting temperature goes up- Water is unusual
in this respect because when you melt ice (at least at fairly low pressures)
the water formed has a smaller·volume than the ice, Le. av is negative in
this case. This means that the melting point of ice decreases when the pressure
on it increases. This means that in Figure 5 the line separating the solid and
liquid regions would have a negative slope.

The Joule-Thomson effect16

Suppose that a gas is forced at constant pressure PI through a porous plug
from which it emerges at pressure P2- Suppose that no heat enters or leaves
the system. Now imagine that the volume of one gram-molecule (one mole
for short) of the gas going in is VI and that of the gas coming out is V2- Let
the corresponding internal energies be VI and U2 - Now we will apply the
first law of thermodynamics to the process in which one mole of gas passes
through the plug.

~V = U2 - VI == W + Q

Q =0 since the process is adiabatic; the work done in pushing the gas into
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the system is Plav =PI VI, whereas the work done by the emerging gas is
P2 V2· Thus W =PI VI - P2 V2 and so we have

U2- V} =PI VI - P2 V2
or

U2 + P2 V2 = VI +PI VI (45)

Since the enthalpy H = U + pV we can write this result as:

H2 = H} (46)

Le. the enthalpy of the gas is unchanged by the process. Incidentally, the
same result would be true of any flow process under adiabatic conditions (for
example, the flow of gas along an insulated pipe) in which PI, V} and P2, V2
characterise the input and output conditions of the ·gas.

In general, the temperature of the gas will change in passing through the
plug; this is the Joule-Thomson effect. If for a small pressure change ap,
the temperature change is 8T, the coefficient (8T/8p)H is called the
Joule-Thomson coefficient of the gas under these conditions.

Let us now make use of some thermodynamic transformations to express
this coefficient in terms of more readily measurable quantities.

We saw that in the Joule-Thomson process the quantity V +PV was
unchanged, Le. B(U+ pV) = BU + P BV + V Bp = O.

But from our equation (32)

8U+paV= Tas

Therefore in the Joule-Thomson process

T8S+ V8p = 0

This change in entropy 85 can be re-expressed as due to the changes in
T and p as follows:

8S = (!!-) {jT + (!!-) 8p
aT p op T

On substitution we get:

V5p = - T( as) BT - T(~) 6p
aT p ap T

By the Maxwell transformation:

(as) (av)
ap T = - aT p

we have finally

T av

8p H Cp

in which we have written T(as/aDp = Cpo
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Thus we have expressed the Joule-Thomson coefficient in terms of the
volume of the gas, its heat capacity and its expansion coefficient, all of which
are fairly easy to measure. This sort of manipulation in which we re-express
a certain quantity in terms of others which may be more convenient is quite
typical of one aspect of thermodynamics.

The Joule-Thomson process that we have just been considering is in fact
an irreversible one; before concluding our discussion of the thermodynamic
aspects of entropy we will look at some further examples of irreversible
changes and their influence on entropy.

Exercises

Q1 1 kg of water at 20°C is converted into ice at -10°C all at atmospheric
pressure. The heat capacity of water at constant pressure is 42()()J K- 1 kg- I

and that of ice 21()()J K- 1 kg~l; the heat of fusion of ice at O°C is
3.36 X 105 J kg-I. What is the total change in entropy of the water-ice
system?
If the density of water at O°C is taken as 10% greater than that of ice, what
is the slope of the melting curve of ice at this temperature? Give both sign
and size.

Q2 A liquid obeys Trouton's rule, according to which AIRT = 10, where
A is the latent heat of vaporisation at absolute temperature T and R is the
gas constant per mole. By treating the vapour as a perfect gas and neglecting
the volume of the liquid in comparison with that of the vapour, derive a
relationship between the vapour pressure and the temperature of the
liquid.

Q3 10-3 m3 of lead is compressed reversibly and isothermally at room
temperature from 1 to 1000 atmospheres pressure. Use one of Maxwell's
thermodynamic relations to find (a) the change in entropy; (b) the heat given
out; and (c) the change in internal energy of the lead. (Cf. also problems
Q3 in Chapters 2 and 3.)
The isothermal compressibility of lead, -V-1(aVlap)T, is 2.2 x lO-6 atm -1

and its volume coefficient of thermal expansion V- I (aVla1)p is
8 x 10-5 K -I. Both can be assumed independent of pressure. Take
1 atm = lOS Pa.

Q4 Calculate the change in temperature of the lead in the adiabatic
compression of Q3 Chapter 3.
(Hint: write down the partial differential coefficient of temperature with
respect to pressure in an adiabatic, reversible process and convert this by
a Maxwell transformation. Then re-express the result in terms of measurable
quantities. Some of the data needed are given in the preceding problem 03.
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In addition the value of Cp for lead at room temperature can be taken as
25JK- 1 mole- 1 and the molar volume as 18.3x 10-6 m3.)

05 1 mole of a perfect gas for which Cv is 3R/2, independent of
temperature, is taken from a temperature of 100 K and pressure of lOs Pa
to 400 K and 8 x lOS Pa by two different paths. (1) It goes at constant volume
from 100 K to 400 K and then isothermally to the final pressure. (2) It goes
at constant pressure from 100 K to 400 K and then isothermally to the final
volume.
Calculate the heat absorbed or given out in each step and the algebraic sum
for each path. Compare these with the corresponding entropy changes
and show that the total entropy change is the same for each path
(In 2 = 0.693).
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Entropy in irreversible changes

Entropy is a thermodynamic variable which depends only on the state of the
system and, because in any arbitrary process the entropy change depends
only on the initial and final states, it now no longer matters whether or not
the process is reversible. At first this seems paradoxical, but we must bear
in mind that in measuring as we are still effectively confined to reversible
changes under well-defined conditions. Only afterwards when we can imagine
that all states of the system have been mapped by means of these reversible
changes, so that the value of S is known for each state, can we consider
irreversible changes. Our situation is indeed quite similar to that encountered
in the measurement of the internal energy function, U. To measure changes
in U we were restricted to adiabatic paths along which ilU = W, the work
done on the system. However, once the value of U in all states of the system
is known, we can then make use of this knowledge in discussing non-adiabatic
processes; in this way Q was defined. In a very similar manner we shall make
use of S, which is measured by means of reversible processes, to discuss
irreversible processes.

Heat flow

Whenever heat flows from a body at a high temperature to another at a lower
temperature the process is irreversible. By the second law of thermodynamics
the heat that has flowed into the body at the lower temperature cannot be
recovered and transferred to the body at the higher temperature without the
expenditure of work. It is therefore impossible to restore completely the
situation that existed before the flow of heat. Associated with this process
is an increase in entropy as we can see by the following argument.
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Imagine that an amount of heat, Q, flows from a body at temperature T1

to one at T2• We can imagine that the bodies have sufficiently large heat
capacities that their temperatures are effectively unchanged by the heat flow.
Consequently the body at temperature T} loses an amount of entropy equal
to QIT1 while the body at the lower temperature gains an amount of entropy
of QIT2 . If we can neglect any changes in the medium through which the
heat flowed (this could be a small conducting wire), the net increase in
entropy is therefore QIT2 - QITt . Since heat always flows from a higher
temperature to a lower one, T) is greater than T2 , so this quantity is always
positive, i.e. the entropy must always increase.

If we want to make a transfer of heat which is very nearly reversible we
must do so by means of a very small temperature difference. If in the example
we have just discussed the difference between T1 and T2 is made quite small
compared with either T1 or T2 , we can write the entropy increase as

55 = Q 5( ~)= - Q ~;

(Since the final temperature must be lower than the initial temperature, oT
must be negative so that this quantity is always positive.) The amount of
entropy transferred from one body to the other is equal to QIT. If, therefore,
we keep this quantity constant and wish to make the irreversible entropy
increase as small as possible we must make ~T/T correspondingly small. For
any given arrangement this means that the more nearly reversible the process
is, the slower it has to be since the rate of heat flow depends upon S'f. In
principle, however, the process can be made as nearly reversible as we
choose.

A numerical example will perhaps make clearer how the irreversible
increase in entropy depends on the temperatures between which a heat
transfer takes place. Suppose that we wish to cool a block of lead whose heat
capacity is 1000 J K-I from 200 K to !OO K. We shall assume that its heat
capacity does not depend on the temperature. Let us first cool the lead by
simply plunging it into a liquid bath at 100 K. What is the entropy change
of the lead? What is the entropy change of the bath?

The entropy change of the metal is just

i
HX) C

-dT
20() T

where C is its heat capacity (cf. equation (24)). Thus

T2 I
f:15M =Cln T, = -lOOOln2JK- = -693e.u.

(for brevity let us replace J K -1 by entropy units, e. u. for short). The change
in entropy of the bath is QITB where Q is the heat received from the metal
and Tn is the bath temperature. So ilk~B= 100 000/100 e.u. = 10OOe.u. The
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entropy of the metal thus decreases by 693 e.ll. and the entropy of the bath
increases by 1000 e.u. The net increase in entropy is therefore 307 e.u. in
this process.

Now suppose we cool the lead block by cooling it first with a temperature
bath at 150 K and then with the bath at 100 K. What is the net increase in
entropy? The total entropy change of the lead (which depends only on its
initial and final states) is unchanged and is equal to -693 e.u. However,
the entropy increase of the baths is now altered. The bath at 150 K
receives SO 000 J of heat from the metal so that its entropy increases by
50000/150 e.u. = 333 e.u. The other bath receives the same amount of heat
and so its entropy increases by 50000/100 e.u. = 500 e.u. Thus the total
increase in entropy of the two baths is now 833 e.u. and the net increase in
entropy of the metal and baths together is now 140 e.u.

Suppose we now go a step further and use four temperature baths at 175,
150, 125 and 100 K. By the same sort of calculation it is easily shown that
the entropy increase in the baths is now only 760 e.u. so that the net increase
in entropy of baths and metal is now reduced to 67 e.u.

Obviously if we go on increasing the number of temperature baths the
irreversible increase in entropy goes down until with a continuous range of
such baths the increase in the entropy of the baths just equals the decrease
in the entropy of the metal. l'he whole process would then be reversible.

Adiabatic processes which are irreversible

We have just seen that whenever there is an irreversible heat transfer from
one body to another there is a net increase in entropy. We will now show
that in any adiabatic process which is irreversible there is also always an
increase in entropy. First let us take a particular case.

Consider a thermally insulated container divided by a partition into two
parts each of volume V. One of these contains one mole of a gas which we
will assume can be treated as an ideal gas. The other part is empty. We now
want to see what happens to the entropy of the gas when the partition is
removed and it is allowed to occupy the full volume of the container.

If the temperature of the gas initially is T, the entropy of the gas when
confined to the volume V can be written down at once. It is

Si = R In V + ('tv In T + constant

Cv is the molar heat capacity at constant volume which we take to be
independent of the temperature.

After the removal of the partition the gas expands into the other half of
the container and when all turbulence has ceased the gas comes once more
into equilibrium. In this expansion the gas has done no work and no heat
has entered or left it so that its internal energy is unchanged. Moreover, we
know from Joule's law that if the gas is an ideal one its temperature is
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Figure 6 The initial change from state A to state 8 is by an irreversible
process and therefore cannot be represented on the 5-r diagram (which can
show only quasi-static changes). It is indicated by the arrow X.

unchanged in this process. We can therefore write down the final entropy
of the gas (which now occupies twice the original volume) as follows:

Sf= R In 2V + Cvln T+ constant

Since the constant is the same in both expressions for the entropy, the entropy
change is given by

liS = Sf- Si = R In 2

We therefore see that the entropy of the gas has increased even though no
heat entered it or left it. At first sight this may seem puzzling because we
define entropy in terms of the heat entering or leaving a system. The
explanation is that the process we have just considered is not a reversible
one. In irreversible processes the entropy can change even if the process is
adiabatic, but in such changes the entropy always increases. We will now
prove this in a more general way.

Consider a system whose initial state is represented by the point A on the
entropy-temperature diagram (Figure 6) and suppose that it undergoes some
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irreversible adiabatic change and arrives at the state indicated by B in the
diagram. (Since the states between A and B are not equilibrium states we
cannot represent the path on this diagram.) We now want to show that the
entropy of the state B must be higher than that of A. To do this we imagine
that we have a heat reservoir at some temperature To. We now make our
system, which is in the state B, undergo a reversible adiabatic change (Le.
at constant entropy) until it reaches the temperature To (point C). At this
temperature we make it undergo an isothermal change until its entropy has
the value with which it started in state A. To do this, we must add heat to
the system or take heat from it; let this quantity be Q. (Q is positive if heat
enters the system and negative if it leaves it.) The system is now in a state
represented by the point D. We now complete the cycle by making an
adiabatic reversible change from the state D back to A.

We now have a complete cycle consisting of one isothermal process and
three adiabatic processes of which one (between A and B) is irreversible.
Since the system returns to its initial state its internal energy change ilU is
zero. If, therefore, the work done on the system during the cycle is W,

W+Q=O

since the only heat entering or leaving the system is Q.
We therefore have a cycle in which our system either absorbs the heat,

Q, and produces a corresponding amount of work, W; or it absorbs an
amount of work, W, and gives out a corresponding amount of heat, Q. By
the second law of thermodynamics only the second alternative is allowed.
If the first were possible we should have a cyclic process which did nothing
else but produce work from a single temperature source at To. This work
could then obviously be used in some suitable irreversible process to deliver
an equivalent amount of heat to another body at any temperature, even one
above To. This, the second law asserts, is impossible. Our conclusion,
therefore, is that only the second alternative is physically possible, namely
that the work, W, is done on the system and the heat, Q, leaves the system.
This in turn means that at the temperature To the system loses the amount
of heat, Q, and its entropy therefore diminishes by ilS = Q/To. Therefore
the point D must be lower than the point C and therefore the point A must
be lower than the point B. If the initial change were reversible A and B would
have the same entropy. In all other cases the entropy of B must be greater
than that of A. Therefore we have shown that whenever a system undergoes
an irreversible adiabatic change between two equilibrium states its entropy
must increase.

We thus see that the entropy of a system can change in two distinct ways:
(i) there may be a heat flow (in or out) between the system and its
surroundings; (ii) it may undergo an irreversible adiabatic change. Let the
total change in entropy be dS and suppose that this is divided into two parts
(dS)ext and (dS)int. The first part (dS)ext arises from an exchange of heat,
dq, with the surroundings and the second is due to any adiabatic irreversible
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change. We assume that the system has a uniform temperature T so that
(dS)ext = oq/T.

Thus

However, as we have already seen, (dS)int which is due to irreversible
adiabatic processes must always be positive. Therefore

dS>rJq/T

The equality sign applies if there are no irreversible changes; otherwise
the inequality holds. If the system is not at a uniform temperature, then we
must divide it into portions which are and apply our result to each bit.

Now let us apply this result to a system which is thermally insulated so
that aq = 0 and of fixed volume so that dw = O. Then dU = 0 and dV = o.
Under these conditions

dS~O

in any change. This means that in any closed system whose volume and
internal energy are fixed the entropy S tends to a maximum, and when this
is achieved all change ceases and the system is in equilibrium.

In concluding this section on entropy as a thermodynamic variable I would
like to quote from Clausius' paper of 1865.13 It was in this paper that he first
used the name 'entropy' and first wrote down what I have called the central
equation of thermodynamics (equation 32):

dU= TdS-pdV

After considering the entropy of a number of systems and what its physical
significance is, Clausius ends the paper with the following paragraph:

For the present I win limit myself to quoting the following result: if we
imagine the same quantity, which in the case of a single body I have called its
entropy, formed in a consistent manner for the whole universe (taking into
account all the conditions), and if at the same time we use the other notion,
energy, with its simpler meaning, we can formulate the fundamental laws of
the universe corresponding to the two laws of the mechanical theory of heat
in the following simple form:

1 The energy of the universe is constant.
2 T'he entropy of the universe tends to a maximum.

Exercises

01 A 100 ohm resistor is immersed in a constant temperature bath at 300 K.
A current of 10 amps flows through the resistor and a steady state is achieved.

62



Entropy in irreversible changes

(a) Is there a flow of heat into the resistor? (b) Is there a flow of heat into
the water? (c) Is work done on the resistor? (d) Apply the first law of
thermodynamics to the resistor in its steady state. (e) Does the entropy of
the resistor change? (f) Does the entropy of the environment change? (g)
If so in either case, at what rate?

Q2 (a) 1 mole. of oxygen at 300 K expands from a cylinder of volume 5 litres
into an evacuated cylinder of the same volume (a so-called free expansion).
When the temperature of the oxygen is again uniform at 300 K, what is the
entropy change of the oxygen, which we assume can be treated as an ideal
gas? What is the entropy change of the surroundings? (b) If the volume
change from 5 to 10 titres took place reversibly and isothermally, what would
be the entropy change of the oxygen? What would be the change in entropy
of the heat bath used to keep the temperature constant?
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The statistical interpretation of
entropy



7

The statistical approach:
a specific example

We must now shift our point of view. So far we have been dealing with
large-scale pieces of matter described in terms of large-scale measurements.
Now we shall look at the behaviour of matter from a microscopic point of
view, i.e. in terms of atoms and their behaviour. I have already pointed out
that a complete mechanical description of the atoms that make up one gram
of helium gas needs something like 1023 parameters whereas a thermo­
dynamic description requires only 3. How then is it possible to handle such
a huge number of variables and make sense out of them? A clue to the answer
comes from the kinetic theory of gases. This theory allows us to calculate,
for example, the pressure of a gas in a vessel from the average rate of change
of momentum of the molecules striking unit area of the walls. Notice that
we have to take an average and this is really the key to the problem. By
suitably averaging certain properties of the individual atoms we are able to
arrive at a few parameters which are enough to characterise the behaviour
of the gas from the large-scale point of view. Here is another, perhaps more
familiar, example. If you sit in the audience of a theatre when people are
applauding, you can hear the individual handclaps of the people around you
but if you listen to the applause from a long way off you hear only a rather
uniform noise. This is really an average noise from the whole audience and
the individual characteristics have been lost.

The kinetic theory of gases was already well developed by about the
middle of the nineteenth century when the mechanical theory of heat became
thoroughly established through the work of Joule. It was, perhaps, natural
that people should try to link the two points of view, i.e. the thermodynamic
and the mechanical. Boltzmann (1844-1906) was the first to succeed in
interpreting entropy from a microscopic point of view. The kinetic theory
of gases was well known to him; he developed it and produced from it a most
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powerful method of studying the thermodynamic properties of large numbers
of similar molecules. He was in fact the founder of what we now call
~statistical mechanics'. The general ideas underlying the subject are implied
by its name: that is to say, the individual atoms are assumed to obey the laws
of mechanics but by adopting a suitable statistical approach we can deduce
from their average behaviour properties corresponding to the thermodynamic
properties of all the atoms together. 1

A second important clue as to how to tackle the problem of statistical
mechanics also comes from the kinetic theory of gases. This is the law of
distribution of velocities among the molecules of a gas. This law was first
formulated by Maxwell (1831-1879) in 1859 and formed the starting point
of Boltzmann's researches into the statistical interpretation of entropy. The
form of the distribution is illustrated in Figure 7 which shows how the number
of molecules having velocities in a certain velocity range varies with velocity
at a given temperature. At this point we shall not go into the derivation of
this distribution law; we shall come to that later. At present all we need to
notice is that such a distribution exists; more precisely, that when a gas is
in equilibrium the numbers of molecules, having certain velocity ranges, do
not change with time. Obviously the velocity of any particular molecule
changes frequently - at each collision, in fact. However, these collisions, as
Boltzmann showed for a number of different models, are such as to maintain
the equilibrium distribution of velocities in the gas as a whole.

We can generalise this result. In any large-scale collection of molecules
which have achieved thermodynamic equilibrium there is in addition to the
velocity distribution a certain distribution of energy among the molecules
which does not change with time (Le. we can in principle specify a function
analogous to that in Figure 7 but now giving the energy instead of the velocity
of the molecules). This result cannot be so widely applied as that for the
velocities for the following reason: we can only specify the total energy of
a molecule if we can assign private, individual energies to each molecule.
If the molecules are strongly interacting with each other there will be a mutual
potential energy shared among several or many molecules and the individual
molecule cannot be assigned a precise total energy. However, as long as we
are dealing with weakly interacting molecules, we can expect to find a
characteristic energy distribution among them when equilibrium is achieved
in a large-scale collection of them. (Such a collection will be referred to as
a collection of 'independent molecules'.)

We see therefore that in addition to the truly large-scale parameters such
as pressure, volume and temperature which, at equilibrium, stay constant
in time, there are these velocity and energy distributions which are also
time-independent and are also characteristic parameters of the system
(although giving more detail than p, V, n. As we shall see, the energy
distribution at equilibrium will play an important part in our development
of statistical mechanics and our first aim will be to find out exactly what this
distribution is.
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The statistical approach: a specific example

VELOCITY

Figure 7 The Maxwell-Boltzmann velocity distribution in a gas at three
different temperatures. The temperatures increase in the order (a) to (b)
to (c).

Because the energy of atoms and molecules has such a prominent role in
our discussions, I will mention here some of the forms of energy that atoms
and molecules commonly possess.

In a gas the molecules obviously have the kinetic energy associated with
their movement to and fro inside their container. This is often called their
'translational' motion and the energy that goes with it 'translational' kinetic
energy. This energy will exist in all gases no matter what kind of atoms or
molecules they contain.

In solids the mean position of the molecules is fixed (apart from diffusion)
and their vibration about this mean position is an important kind of thermal
motion; their energy then consists partly of kinetic and partly of potential
energy. This kind of vibration occurs in all solids. In liquids the molecules
have translational energy (since their mean positions are not fixed) but they
may also have vibrational energy rather like the molecules in a solid.

In addition to these kinds of energy which are universal, molecules can
have other kinds which depend on the nature of the specific molecule. For
instance, a molecule of two atoms will be able to rotate and have rotational
energy. The two atoms in the molecule will also be able to vibrate along the
line joining them so that the molecule has internal vibrational energy. More
complex molecules will have more complex modes of vibration. Another
example: the electrons in an atom can have different energy states (e.g. the
Bohr energy states in a hydrogen atom), so that atoms or molecules can have
energy associated with excited electronic states. Here is a final example. If
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a molecule has a magnetic or electric dipole moment it will have magnetic
or electrostatic energy in an appropriate applied field.

These are just some of the more important kinds of energy that molecules
can have. We shall now see how some of these forms of energy, possessed
by individual atoms or molecules, affect the thermodynamic properties (e.g.
heat capacity or entropy) of systems formed from enormously large numbers
of such molecules. (In referring to collections of molecules in large numbers
I shall usually use the word 'assembly' to emphasise that it is made up of
large numbers of individual molecules. This is in contrast to the word 'system'
used in discussing thermodynamic properties where the emphasis was on the
singleness of the entity.) We shall assume from the beginning - and this is
a very important but very reasonable assumption - that the thermodynamic
quantity U, Le. the internal energy of a system, is just the total mechanical
energy, potential and kinetic, of all the atoms and molecules composing it.
(In the statistical treatment which follows I shall denote this energy by E
simply to conform to the usage common in other books.)

A specific example

As our first introduction to the methods of statistical mechanics let us
consider a specific and simple example. (This follows the lines of one given
by Boltzmann in a paper of 1877 in which he explains very clearly his
statistical interpretation of entropy.)2

Consider an assembly of seven identical atoms and suppose that each atom
can take on only certain definite energies: 0, £, 2£, 3e, 4£ etc. This limitation
on the possible values of the energy of atoms or molecules is characteristic
of quantum mechanics; in classical mechanics, of course, a particle would
have a continuous range of energies.

It is, perhaps, of interest that Boltzmann, who was working long before
the invention of quantum mechanics, used this discrete set of energies. At
that time there was no justification for this and Boltzmann introduced it
simply as a helpful device with the intention finally of allowing the value
of E to become vanishingly small, thus making the set of discrete levels go
over to the continuum. Planck, too, used a similar approach in tackling the
problem of radiation which led ultimately to his famous theory of
quanta.

Returning to our assembly of seven atoms, we now fix the total energy
of the assembly as a whole. Let this energy be 7E. We also imagine that our
atoms form a solid so that they cannot wander about. (Boltzmann discussed
a gas, but a solid is in some ways rather simpler.) If you wish to have a definite
model in mind, you can think of a row of seven atoms each of which can
vibrate like a simple harmonic oscillator about its mean position. If the atoms
can vibrate only in one dimension their energy levels will in fact form a simple
arithmetical progression of the kind we have assumed. Alternatively, you can
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think of the atoms not as vibrating but as being dipoles and having equally
spaced magnetic energy levels in an external field.

The total energy available to the assembly is 7e and we imagine that this
energy can be shared in all different possible ways among the atoms. In a
gas this exchange of energy could be brought about by collisions; in our more
artificial model we shall simply imagine that it is possible without saying
precisely how. Note, however, that in this example and all the subsequent
treatment we shall confine ourselves to weakly interacting atoms (or
molecules) whose energy of interaction does not contribute appreciably to
the total energy of the assembly. Since the maximum energy available to the
assembly is 7£, obviously no single atom can have more than this. For the
present purposes, therefore, each atom can be in one of eight different energy
levels:

0, £, 2£, 3£, 4£, 5£, 6e and 7£

As I have already mentioned, we wish to find out how the energy available
to the assembly is distributed among the atoms at equilibrium. To do this
we will first find out what possible distributions of energy are consistent with
the given total energy. Take a typical distribution and assume that

no atoms have energy 0
nt atoms have energy e
n2 atoms have energy 2£
. . .
n7 atoms have energy 7e

We require that

no + n 1 + n2 + ... + n7 = 7

and

ent + 2en2 + 3en3 + ... +7en7 = 7£ (51)

in order that the total number of atoms be 7 and their total energy 7e. If
these conditions are satisfied the n's define a possible distribution of energy
in our assembly.

We wish now to do two things:

(i) To write down all the possible distribution numbers of the kind
indicated in (49) above which are consistent with the restrictions implied
by equations (50) and (51).

(ii) To evaluate how many different atomic arrangements correspond to
each of these distributions, Le. to work out in how many distinguishably
different ways the energy can be given to the atoms for each set of n's.
(The examples below will make this clear.)

Notice carefully the difference between (i) and (ii); this is very important.
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In (i) we want to know about the distribution numbers and we do not care
which particular atoms have a particular energy, only how many. In (ii), the
identity of the atoms having a certain energy is important. We imagine the
atoms to be labelled (1 to 7, say). Then, if in one atomic arrangement, the
atom numbered 5 has all the energy (7e) and the rest none, this is to be
counted as distinguishable from the arrangement in which the atom numbered
3 has all the energy and the others none. An arrangement in which we specify
exactly which atoms have which particular energy we shall call a microscopic
state of the assembly (microstate, for short). In (ii) therefore we wish to count
up how many distinguishable microstates correspond to each set of distribu­
tion numbers, no, nt, n2 etc. We shall then use this information to decide which
energy distribution (i.e. which set of distribution numbers) is the most
probable and identify this with the energy distribution at equilibrium.

Task (i): Possible distribution numbers

In our present problem there are eight distribution numbers, no, nl, n2 etc.,
corresponding to the eight possible energy levels (listed in (49». Take first
a very simple distribution of energy: in this, one atom (it doesn't matter
which) has all the energy (7e) and the other six have none. Thus n7 = 1 and
no =6. All the other numbers nl = n2 = n3 = n4= ns =n6 are zero. We could
write this distribution symbolically as 60000001 corresponding to the
sequence nOnt n2n3n4nSn6n7.

A second possible distribution of energy is one in which one atom has
energy 6e and one atom has E. This means that nl = n6 =1, no = 5 and the
other ns are zero; i.e. this distribution can be written as 5 10000 1o.

In another possible distribution one atom has energy 5£ and two atoms
each have £, the rest having zero; Le. 42000100.

Note that in all these distributions no + nt + n2 + n3 + n4 + ns + n6 +
n7 = 7, and nt e + 2n2 £ + ... + 7n7 e = 7e as the conditions of the problem
demand. These and the other possible distributions (making a total of fifteen
possible ones in all) are listed in Table 4. You should check one or two of
them to make sure that they correspond to the correct total energy of the
whole system.

This completes task (i).

Task (ii): Counting the microstates

Consider first the energy distribution which is numbered 1 in Table 4 (these
distributions are numbered in the left-hand column). In this distribution one
atom has all the energy and the other six have none. In specifying the
microstates corresponding to this distribution we can say that each atom in
turn may have all the energy so that there are seven distinguishable
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Table 4 Possible distribution numbers

no nl n2 n3 n4 ns n6 n1 Number of
microstates P

1 6 1 7
2 5 1 1 42
3 5 1 1 42
4 5 1 1 42
5 4 2 1 105
6 4 1 1 1 210
7 4 1 2 105
8 4 2 1 105
9 3 3 1 140

10 3 2 1 1 420
11 3 1 3 140
12 2 4 1 105
13 2 3 2 210
14 1 5 1 42
15 7 1

Table 5 Microscopic states corresponding to distribution number 1

Atom number 1 2 3 4 5 6 7

Microscopic state
1 7£ 0 0 0 0 0 0
2 () 7e 0 0 0 0 0
3 0 0 7£ 0 0 0 0
4 0 0 0 7£ 0 0 0
5 0 0 0 0 7£ 0 0
6 0 0 0 0 0 7£ 0
7 0 0 0 0 0 0 7£

microscopic states of the system corresponding to distribution number 1.
These seven are shown in Table 5.

In this table the atoms have been numbered from 1 to 7. Underneath,
in each horizontal row, are shown the energies that each atom has in each
of the seven different microscopic states. Now the identity of the atom which
has the energy is important.

Distribution number 2

When we come to the second set of distribution numbers (number 2 of
Table 4) the number of distinguishable microstates is already so large that they
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Table 6 Some possible microstates of distribution number 2

Atom number 1 2 3 4 5 , 6 7

Microstate
1 6£ E 0 0 0 0 0
2 6£ 0 E 0 0 0 0
3 6£ 0 0 E 0 0 0
· . . . . · . . . . . · . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . · . . . . · . . · . . · . ·
7 £ 6£ 0 0 0 0 0
8 0 6£ £ 0 0 0 0
9 0 6£ 0 £ 0 0 0
· . . . . · . . . . . · . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . · . . . . · . . · . . · . ·

13 E 0 6£ 0 0 0 0
· . . . . · . . . . . · . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . · . . . . · . . · . . · . ·

cannot all be tabulated separately as in Table 5. A few examples of the
microstates will suffice to show how they are made up. Now, five atoms have
zero energy, one has £, and one has 6£. Some possible microstates are shown
in Table 6. In distributing the energy to the atoms so that one has 6e, one has
e and the rest zero, first give 6e to number 1 and £ to number 2; the rest get
zero (microstate 1 of Table 6). Then still giving 6e to number 1, now give e to
number 3, the rest having zero (microstate 2 of Table 6). Then give £ to
numbers 4, 5, 6 and 7 in turn, thereby building up microstates 3, 4, 5 and 6
(only the first three are shown explicitly in the table to save space).

These six microstates are all that can be made with atom 1 having 6£.
Now give the 6£ to atom 2 and begin distributing the energy £ to atoms 1,
3, 4, 5, 6 and 7 in turn to create six new microstates. Only the first three
of these microstates are shown in the table. Then give the 6e to atom 3 and
so on.

Thus for each atom in turn which has energy 6£, there are six different
ways of distributing the remaining energy £ to the other atoms. The atom
which is to receive 6£ can be chosen in seven ways (i.e. each of the seven
atoms in tum) so that the total number of microstates corresponding to this
distribution of energy is 7 x 6 = 42.

Distribution numbers 3 and 4

These are essentially the same as the distribution number 2 which we have
just discussed. Each has 42 microstates.

Distribution number 5

The counting of the microstates needs a little more care in this case. Some
examples are shown in Table 7. In this distribution, one atom has energy
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Table 7 Some possible microstates of distribution number 5

Atom number

Group 1

1

5£
5£
5£

2

£

E

£

3

E

4

£

5

£

6 7

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Group 2 5£
5£
5£

£

£

£

£

£

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Group 3

Group 4

Group 5

5£ £

5e £ £

5£ e £

5£ £ £

5£ £ E

5£ E E

5e, two atoms have E and four have zero. It is quite easy to write down
systematically all possible microstates and the only point of difference from
the previous distributions is that now two atoms have the same energy E. We
have to be careful not to count the same microstate twice in different
contexts.

For example, in the group 1 microstates of Table 7, atom 1 always has
energy 5e and atom 2 always has energy E; then the remaining energy E is
given to the other atoms 3, 4, 5, 6 and 7 in turn.

In the group 2 microstates atom 1 always has energy 5£ and atom 3 always
has energy e; the remaining energy E is then given to atoms 4, 5, 6 and 7
in turn. However, notice, not to atom 2 as this microstate has already been
counted in group 1. Bearing this point in mind, we can then easily show that
the total number of microstates corresponding to this distribution is 105.

Now we have seen how to write down the microstates systematically for
any given set of distribution numbers no, nt, n2 etc. However, we do not want
to know what the individual microstates are but only how many there are
for each set of n's. What we want next, therefore, is a quick way of counting
them.

The number of microstates corresponding to a given set of
distribution numbers

In the present example, our problem is: in how many distinguishable ways
can we distribute seven atoms so that no go in the energy state zero, nl in
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£, n2 in 2£ and so on? Obviously the actual values of the energy do not matter
at this stage of the problem. We could just as well ask: in how many
distinguishable ways can we put seven labelled objects in eight different boxes
so that no go in the first box, nl in the second box, nz in the third box and
so on? Notice, however, that when we rephrase the question in this way,
the order in which the atoms go in the box does not matter. When we say
that two atoms are in box 3 we mean only that two atoms have the same
energy (appropriate to that box) - there is no question of order or sequence
here.

So we can rephrase the question yet again (to reduce it to a standard
problem in permutations): in how many ways can we divide N labelled objects
into heaps of no, nt, n2, ... , nk, where no + nl + n2 + ... + nk = N, with no
particular order in each heap? (We have made the problem general by taking
N objects instead of 8 because it is just as easy and we want the more general
result. )

The number of such ways, which we will call P, is given by3

(52)

(Incidentally, O! is counted as 1.)
By means of this formula we can now easily calculate the number of

microstates corresponding to the remaining distribution numbers of Table 4.
Moreover, we can also verify that the numbers we got by directly counting
the states are correct. The whole sequence of numbers is listed in the last
column of Table 4.

If you look at Table 4 you will see that to some sets of distribution numbers
there correspond very many more microstates than to others. To take the
extreme case, distribution number 15 of the table can be achieved in only
one way, namely with each atom having energy E. On the other hand, there
arc 420 microstates corresponding to the distribution number 10. What is the
significance of this?

Boltzmann suggested that if you could observe such an assembly over a
long period of time each microstate would occur with equal probability and
you would find that any particular set of distribution numbers would occur
in proportion to the number of microstates corresponding to that set. In terms
of probability, we could say that the probability of the distribution number
6 (of Table 4) compared to that of number 14 would be in the ratio of 210
to 42 and so on from the others. The total number of microstates for all
possible sets of distribution numbers is (if you add up the last column of the
table) 1716. Thus the probability of finding the different sets of distribution
numbers in turn would be (starting with no. 1) 1~6' 1;i6' l1i6 · · ..

In the present example the assembly would be found most often in the
state corresponding to the distribution number 10 since this has the biggest
number of microstates (420) corresponding to it. If we take the same set of
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energy levels, but now with a very much larger number of molecules, N, and
a correspondingly increased total energy, E, we would find that now the most
probable distribution (Le. that with the largest value of P) and those close
to it have a much greater probability relative to the other distributions; if
the number N approaches that of a large-scale physical system (N - l(23) this
probability becomes overwhelming.

This is the basic idea of statistical mechanics. First we specify the
large-scale limitations of the assembly: i.e. we fix N, the number of
molecules; we fix E, the total energy; and we fix the volume V available to
the assembly. In principle we then know the energy levels available to the
particles in the system from the laws of mechanics. We next consider all
possible sets of distribution numbers and calculate the number of microstates,
P, corresponding to each. We then pick out that set of distribution numbers
for which P is a maximum. We may think of this as representing the state
close to which the system will almost always be found if left to itself. That
is, this corresponds to the state of thermodynamic equilibrium.

Already this idea of what thermodynamic equilibrium means in terms of
our mechanical model gives us a powerful insight into the meaning of
the second law of thermodynamics. If we are right in thinking of a
thermodynamic system as fundamentally a mechanical one comprising an
unimaginably large number of atoms or molecules, and if further such a
mechanical system samples an impartial selection of all the microstates
available to it, we can at once understand the irreversible nature of
spontaneous changes in thermodynamics. Thermodynamic equilibrium, we
say, corresponds to those states of the system for which P is a maximum or
close to it. Moreover, in large-scale systems the number of such microstates
is overwhelmingly large compared to that for all non-equilibrium states. If
therefore we start with an isolated system in a state well away from
equilibrium it must then be one to which comparatively few microstates
correspond. When left to itself therefore the system will (with overwhelming
probability) move towards equilibrium just because all microstates have equal
probability and because an overwhelming number of them correspond to the
equilibrium state.

Once in equilibrium, the system will stay there. In principle it could
spontaneously move away from equilibrium, but in a large-scale system the
odds against this are so enormous that the possibility can be ignored (see
Chapter 10).

The model suggests a still further step. We see that at equilibrium P has
its maximum value or a value close to it. We also know from thermodynamics
that, in a closed and isolated system at equilibrium, the entropy function S
likewise has a maximum. This suggests that Sand P may be closely linked.
As we shall see this is indeed true. This relationship between the entropy
of a thermodynamic system at equilibrium and the number of microstates
to which the system has access was Boltzmann's fundamental discovery; it
lies at the heart of statistical mechanics.
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In the next chapter we shall develop these ideas, first by working out the
equilibrium distribution numbers in a more general way and then by using
these results to show how the maximum value of P is related to the
entropy.

Exercises

Q1 Construct a table analogous to Table 4 (p. 73) for an assembly of three
atoms fixed in position with energy levels 0, £,2£,3£ and a total energy of
the assembly of 3E. What is the least and what is the most probable
distribution of energy? What is the average distribution of energy?

02 In anticipation of the next chapter, let us look at Lagrange's method
of undetermined multipliers and use it to solve the following two simul­
taneous equations:

x + y = 3 and x - y = 1.

These can be rewritten and labelled:

x + y - 3 = 0 (a) and x - y -1 = 0 (b)

Now multiply (b) by an undetermined multiplier A and add it to (a) to
•give:

x + y - 3 + ,\ (x - y - 1) = 0 (c)

If now (a) and (b) are true, (c) must also be true for any value of A. Therefore
separate out in (c) the terms in x, the terms in y and those independent of
both. Now we can give A any value we wish, so choose the values of A first
to make the coefficient of x vanish and then the coefficient of y vanish. This
solves the equation, as you may check.
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General ideas and development:
the definition of a microstate

So far we have seen in outline the way in which we hope to relate the
mechanical behaviour of individual molecules with their thermodynamic
behaviour in large numbers. However, there are some important questions
to answer before we work out the details of the programme. Why, you may
ask, do we give equal weight to each distinguishable microscopic state of the
assembly? We have counted them up and treated each distinguishable
microstate impartially. Is this justified? The definition of a microstate of the
assembly depends (a) on how we count the allowable states of the individual
atom (e.g. are all the energy levels to be given equal weight in the first
place?), and (b) on what we mean by the word 'distinguishable'.

Consider first (a). We have a choice here; we could have chosen our
original states not in terms of energy at all but in terms of, for example,
momentum. We define our states in terms of energy because we can then
easily impose our restriction on the total energy of the assembly; nevertheless
we may well have to assign a different importance to different energy
levels.

As regards (b) we have taken the atoms as labelled and thus as
distinguishable from each other. In terms of classical mechanics we might
regard this as reasonable because, in principle, we can follow the path of
an atom continuously and so give it a continuous identity. In quantum
mechanics we cannot do this even in principle.

We see therefore that the methods of defining and counting the microstates
of our assembly are not unambiguous and we are obliged to make a choice.
Boltzmann, for example, found that he had to assign equal weights to equal
ranges of a molecule's momentum (not its energy) to ensure that the average
properties of his collection of molecules corresponded with the thermo­
dynamic properties of an ideal gas. 4 When quantum mechanics superseded
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classical mechanics in ~he description of the mechanics of atoms, it became
possible to define a microstate more simply and more convincingly in terms
of the new mechanics. Nevertheless the definition of a microstate and the
method of counting such states were chosen in the first place so that
predictions based on them agreed with experiment. In short, we cannot
prove, a priori, what the correct definition of a 'distinguishable microstate'
is. Rather we make an assumption and test its consequences.

Right at the beginning therefore we make these two assumptions:

(i) That the distinguishable microstates of an assembly of given E, Nand
V are the quantum mechanical stationary states corresponding to those
values of E, N, V.

(ii) That all such states are to be considered equally probable.

What do we mean by 'quantum mechanical stationary states'? The results
which I am about to quote are taken over directly from quantum mechanical
calculations. The important feature of them from the present point of view
is that they show that an atom or electron or other microscopic entity can
exist only in certain definite and discrete energy states. This result and the
actual values of these energy states in certain simple cases are all that we
need to know about quantum theory for our present purposes. On the other
hand, this difference between quantum mechanics and classical mechanics
(which allows a continuous range of energy values) is vital to an understand­
ing of low temperature phenomena. Now let me give some simple examples
of the stationary states of a single mechanical system, not an assembly of
particles.

Consider a one-dimensional harmonic oscillator whose classical charac­
teristic frequency is v. According to quantum mechanics, the stationary states
of such an oscillator have energies

~hv, ~hv, ~hv, ... , (n + ~)hv, ...

where n is any positive integer and h is Planck's constant. To each of these
energies there belongs one and only one stationary state. (This result is
essentially the same as that originally postulated by Planck, namely that the
energy of a Hertzian oscillator of frequency v could assume only the discrete
set of values nh" where n is an integer. The difference between these two
results is that in the first case the lowest state has energy ~hv - the so-called
'zero-point' energy - while in the second this energy is zero.)

A rigid linear rotator, whose moment of inertia about a line perpendicular
to its axis is I, has stationary states with energies given by

h
2

'(. 1)
Ej = 8,,(2/J } +

where j is a positive integer. To each of these energies correspond (2j + 1)
stationary states. In this example, therefore, the number of stationary states
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varies with the energy of the state. In the language of quantum mechanics
such energy levels are said to be 'degenerate'. In this case the levels are
(2j + 1)-fold degenerate.

As a final example, consider the stationary states of a point particle of
mass, m, confined to a cubical box of side L. This example will be very useful
to us later when we come to consider the statistical mechanics of gases. The
stationary states of such a particle have energies given by

_ h
2

2 2 __2
Ep •q •r • - 2mL2 (p + q + r)

where p, q and r are any positive or negative integers. These energy levels
are non-degenerate.

Quantum mechanical calculations therefore give us the basic information
we need about the stationary states that the individual atom or molecule can
have. For example, a molecule of two atoms can vibrate and rotate and the
whole molecule can move about; it will thus have, among others, stationary
states of the kind just described. Once we know the stationary states that
the individual molecules in our assembly can have, then the stationary states
of the whole assembly are just suitable combinations of these individual
stationary states. By 'suitable' here, I mean those whose total energy is equal
to that prescribed for the assembly.

According to the point of view of quantum mechanics, molecules or atoms
cannot even in principle be continuously observed so that they cannot
maintain a continuous identity. Consequently molecules or atoms of the same
kind in an assembly are to be thought of as fundamentally indistinguishable.
In counting the distinguishable microstates of an assembly this must be borne
in mind.

In what follows we shall deal with two kinds of assembly: one we shall
use for discussing solids and the other for discussing gases. In a solid in which
there is no diffusion each atom or molecule is on the average fixed in position,
i.e. on its site in the lattice. In the solid-like assembly, therefore, the state
of each atom or molecule is characterised not only by its quantum energy
level (of which we have already given examples), but also by its position in
the solid.

By contrast, the particles in a gas are to be thought of as completely
non-localised. In a gas-like assembly each particle in a definite quantum state
is to be considered as spread throughout the volume available to the gas.
No particle therefore has a particular position and each particle of the gas
is characterised only by its quantum energy level.

In brief, therefore, the particles in a solid-like assembly are characterised
by both position and energy state: those in a gas-like assembly by their energy
state only. For this reason the counting of the distinguishable microstates of
these two kinds of assembly is different and we shall deal with them
separately. Because the counting is somewhat easier, we shall first deal with
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the solid-like assembly; this is often referred to as an assembly of localised
particles or elements.

More general treatment of localised assembly

For simplicity we shall assume that the energy levels available to each
molecule are 8J, 82, 83, ... , 8i, ... and that to each level there corresponds
only one stationary state (Le. each level is non-degenerate); it is not difficult
to remove this limitation. Assume we have N molecules and that the total
energy of the assembly is E. The volume of the assembly is fixed and equal
to V. In general the energy levels 8., 82 etc. depend on the volume per
molecule (V/N) and since both N and V are fixed so are the energy levels.
Suppose that the energy is distributed so that

n I molecules have energy E 1

112 molecules have energy 82

It; molecules have energy E;

We now wish to compute the number of different stationary states of the
assembly corresponding to this distribution of energy. Since the molecules
can be thought of as effectively identified by the sites on which they are
located (because they are on the average fixed in position) the number of
different stationary states of the assembly is simply the number of distinguish­
able ways of arranging the molecules in the energy levels, i.e. it is the same
problem as we discussed before. The answer is thus

N!
p=-------

n.!n2! · · . n;! ...

According to Boltzmann's hypothesis, we must now look for those values
of the distribution numbers (the n/s) which make P a maximum. This and
the distributions close to it will then, we believe, correspond to the state of
thermodynamic equilibrium of our assembly. However, of course, we must
also satisfy the restrictive conditions that

nl + n2 + ... + ni + ... = N: in brief L ni = N,
I

and

in brief "n ·e· = EL.J I I

I

To find the maximum value of P subject to these conditions requires some
mathematical manipulation. Since P involves the products of n;!, n2! etc.,
it is easier to work not with P but with In P (In P is short for log e P - the
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natural logarithm of Pl. A maximum of In P will also correspond to a
maximum of P itself. Moreover, we want a simple approximation for the nil's.
For this we use Stirling's approximation. According to this

In n;! = nj In ni - nj (54)

aneJ the approximation is a very good one if the n;'s are very large - as we
assume they are in all the examples we deal with. Because the n/s are large
we can also treat them as being effectively continuous variables rather than
integers.

First we write

In P = InN! -Inn.! -lnn2! - ... -Inn;! - ...

To find the maximum value of In P we allow all the n;'s to change by small
arbitrary amounts an;. The corresponding changes in In P, In N!, In n l! etc.
we write as a(ln P), o(ln n;!), ~(In N!) and so on. Obviously if N is fixed
~(In N!) is zero. So we have

o(ln P) = - a(ln nl!) - o(ln n2!) - ... - a(ln n;!) - ... = - ~ a(ln n;!) (55)
I

From the restrictive conditions we know that, in addition,

5111 + ~n2 + · .. + ~ni + ... = L ~n; = 0
I

£1 ani + E2 5n2+ ... + Eianj+ . .. = L Ej~n; = 0
I

(56)

(57)

because E and N are fixed.
At a maximum (or a turning point) of In P, a In P must vanish for any small

changes in the 11;'S so that we must have:

2: c5(ln nil) = 0
I

But

aoIn n;! = - (In n;!) ~n;
dll'I
a

= - (n-In n· - no) on·
iJ I I I I
n·I

( Ili)= In n· + - - 1 ~n 0

I no I
I

= In n·5n·I I

So that we have

2: Inni c5n, = 0
I

subject to (56) and (57).

subject to (56) and (57)

(from Stirling"s formula)

(58)
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To take account of the restrictive conditions we could use them to
eliminate two of the on;'s (say onl and on2) from equation (58). Instead we
keep the symmetry of the expressions and use Lagrange's method of
undetermined multipliers. Multiply equation (56) by the parameter a and
(57) by the parameter f3 and add them to (58). We then get

(a anI + f3Et ant + Inn} ant) + (aan2 + f3E2~n2 + Inn2~n2)

+ ... + (a on; + f3E; ~n; + In n; 8ni) + ... = 0

or

L (a + f3E; + Inn;) 5n; = 0
I

(59)

Instead of eliminating two of the ~n/s by means of the restrictive condition,
we have introduced the parameters a and f3 which are now at our disposal.
We may imagine that we now choose the values of a and f3 to make the first
two brackets vanish. The remaining ~n;'s are then independent so that to
make the sum vanish for arbitrary values of these ~n;'s, all the brackets must
be zero. We therefore have quite generally that to make In P a maximum

a + f3E; + In n; = 0

or

(60)

(It can be shown by a second variation that these values of the n;'s do indeed
correspond to a maximum of P and not a minimum or point of inflexion.) This
particular set of distribution numbers (denoted by ni) thus correspond to the
equilibrium distribution numbers of our assembly. This is then the characteris­
tic energy distribution at equilibrium which we have been seeking.

The Boltzmann distribution

Now we would like to know something about the parameters a and f3.
Since '2:ni = N we can readily eliminate a.

L n; = L e- oc -/3E, = e- a L e-/3F-; = N
; i

Therefore

(61 )

Notice that the denominator on the right-hand side does not depend on
j since it is a sum over all the energy levels. The sum is a characteristic of
the whole assembly not of any particular energy level.
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Instead of attempting to eliminate {3, we keep it in because it turns out
to have a simple and important physical meaning. What do we know at this
stage about {3? To answer this let us first write down the restrictive condition
on the energy of the assembly:

~ n~e·= EL.J ' ,

Now substitute for the ni from equation (61). Then:

L Eje- 13F.1

I E---..;...--- = -
N

Suppose now that N and V are fixed but that E is allowed to change.
Because the volume V is fixed the e;'s are all fixed so the only two variables
in the equation are E and {3. So if E changes, {3 must change and vice versa.
Indeed, we can regard this equation as determining {3 in terms of E or,
preferably, E in terms of {3 since it is in fact easier to see what happens to
E when {3 changes than the other way round.

Consider what happens if f3 tends to infinity. Obviously all the terms in
both sums become very small (because they are all of the form A e-x where
x is now a very large number) and the biggest term in both the numerator
and denominator will be the one with the smallest value of e, Le. the first
term in each sum which thus involves El' the energy of the lowest state.
Therefore as {3~ 00

E El e-/3e l _

-~ -ElN e --tJEI

So as f3~ 00, E~ NEt

This simply tells us that as f3~ 00, the total energy of the assembly takes on
its lowest value, i.e. that corresponding to having all the molecules in their
lowest energy states, £1.

Now suppose {3---+ O. Then all the exponential terms tend towards unity
and we have under these circumstances

E
-~

N

The numerator is thus just the sum of the energy values of all the occupied
levels and the denominator is just the total number of occupied levels. If there
is no limit to the values of the E;'S, i.e. if there are an unlimited number of
levels with ever-increasing energy, then the energy of the assembly will tend
to infinity as {3~ o.
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(62)

This then gives us some idea of what influence f3 has: if f3 is large the energy
of the assembly must be small; if f3 is small the energy of the assembly must
be large. In the limit as f3 tends to infinity the energy of the assembly takes
on its minimum value; as f3 tends to zero, the energy takes on its maximum
value. This suggests that f3 is inversely related to the absolute temperature
of the assembly, T.

This, of course, is just a plausibility argument because so far we have not
even shown that the assembly has any property analogous to temperature.
However, in Chapter 9 we take up this question in detail and we shall then
demonstrate that f3 has indeed the property of a temperature and moreover
that f3 = l/kT, where k is a constant. It will then also appear that k does
not depend on the kind of assembly we are discussing and is in fact an
important physical constant, now known as Boltzmann's constant. As we
shall show later when we discuss the statistical mechanics of gases, Nok = R,
where No is Avogadro's number and R is the gas constant per mole. For the
present we shall assume that we can write f3 = l/kT and shall make use of
this result right away; it enables us to discuss the equilibrium distribution
of energy among the mol~cules of our assembly in terms of temperature
instead of in terms of E, the total energy of the assembly. Both physically
and mathematically, this greatly clarifies and simplifies the discussion.

We can now rewrite equation (61):

n' e-e/kT::.L = _
N L e-E,lkT

;

This expression then tells us how the number of molecules in each energy
state varies with the energy of that state. To see more clearly what this means
let us compare nj, the number of molecules with energy Ej, with ni, the
number with energy £,. Obviously:

ni e-~llkT

-----
N L e-E;lkT

I

The ratio of the two numbers is then

n' e-e!kT
::L = = e-(Ej-el)lkT (63)n1 e-epkT

Let us see what this implies. First, notice that only the energy difference
dE = Ej - EI comes into the result so that provided that both energies are
measured from the same origin it does not matter what that origin is. Second,
and this is very important, what matters in determining the ratio of the
occupation numbers is the ratio of the energy difference dE to kT. Suppose
that Ej =kT and 6, = lOkT. Then (Ej - E[)/kT = - 9:

n~

::L = e9 =8000
n1
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In this example, therefore, there are 8000 times more molecules in the lower
energy state (ej) than in the upper. This brings out the important point that
for a given temperature, many more molecules will be found in the lower
energy states than in the higher; moreover, if this ratio is to be large, the
difference in energy, de, between the levels must be large compared to kT.
Again and again we shall find the importance of kT as a standard of
comparison for the differences in the energy levels of atoms or molecules.

The lowest energy level (call it eo) available to a molecule (or system) is
often referred to as the 'ground state'. Suppose that in our present example
we measure all energies relative to eo, and that no is the number of molecules
in this state. If n is the number of molecules with energy £ (above the ground
statc),

~ = e-elkT

no

for our assembly at temperature T. Such an energy distribution is frequently
encountered in physical problems and, when proper account is taken of any
degeneracy of the energy levels involved, is often referred to as a 'Boltzmann
distribution'. The term e -elk T is also often called the 'Boltzmann factor'.

Let us now regard e as a continuous variable and see how nIno varies with
E at a given temperature; we will plot E along the y-axis and nIno along the
x-axis. In fact, to make the curve valid for all temperatures, we shall plot not
E but ElkT. This is shown in Figure 8. It shows how the occupation numbers
fall off as the energy of the state increases; the temperature is considered given
and fixcd. (As a matter of interest, this distribution may be compared with the
distributions shown in Table 4 for our assembly of seven atoms.)

A solid of molecules with two energy levels each

Since the argument so far has been rather abstract, let us now apply our
results to a physically significant example before continuing the more general
treatment. In doing so we shall shift our standpoint by specifying the
temperature of the system instead of its energy; the justification for assuming
that these two specifications are equivalent for large assemblies will be given
in Chapter 13.

In this example, which is of practical importance in low temperature
physics and which is very instructive, we imagine that each molecule in our
assembly (N molecules altogether) can be in either of two non-degenerate
energy levels EO and £1. (These could, for example, be associated with
different magnetic states of the molecules, cf. p. 109 below.) If the assembly
has a temperature T we can at once write down the occupation numbers of
two levels (omitting the asterisks for simplicity):

(cf. equation (60»
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Figure 8 The number of molecules, n, having energy E, plotted as a function
of E/kT for Boltzmann distribution. This shows how, at a given temperature, n
falls off rapidly as E increases.

Also

no + nl = N

Therefore

no e-EoIkT nl e-EllkT

N = e-Ec/kT+ e-£l/kT ; N - e-eo/kT+ e-Et/kT (65)

As we noted earlier, it doesn't matter what energy zero we choose
provided that we are always consistent in its use. To make things as easy
as possible, therefore, let us choose our zero to coincide with the level eo.
This is equivalent to putting eo = 0; to remind ourselves that £1 is now
measured with respect to EO we will write £1 as de, the difference between
£1 and EO. Therefore

(66)
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These expressions already give us quite a lot of useful information. At
high temperatures (T-+ Xl), e-~~/kT and e+~~/kT b()th tend to unity. Thus
nolN~! and n'IIN~!. This means that at high temperatures the occupation
numbers of both states become almost equal (no = nt = N/2). By 'high
temperatures' we mean kT» aB. This is what we might expect: when the
thermal energy available to each molecule is so large that the energy
separation between the levels ~g is negligible in comparison, either level is
equally likely to be occupied.

At low temperatures (1·---70), e-J1ElkT tends to zero and e+~tdkT tends to
infinity. Thus nJN~ 1 and nJ~ o. This means that, at T = 0, all the
molecules are in their lowest energy states. (This must he true of any
assembly because at T = () we have simply a mechanical system which is stable
only in its lowest energy state.) Figure 9(a) shows diagrammatically how nl

and no depend on the temperature.
Let us now look at the total energy, E, of the assembly

E = no eo + nl 81 = nt d£ (since now eo = 0)

Na.s
- e~e/kl' + 1 (67)

As 1"~ 0, E~ 0 as we should expect \\lith all the molecules going into the
zero energy state. At high temperature (kTlac~'x,)

N
E~21i.e

Again this is what we should expect because" at high tempcratures~half the
molecules are in the lower and half in the higher energy state (see Figure
9(b) for the full temperature dependence of E).

From the energy 'I E" the heat capacity at constant volume can easily be
derived:

(aE) (dE)2 e
QdkT

(68)
Cv = aT v = Nk kT (CI::."'kT +If

For one mole Nk = R so that Cv/R is a function of (aelkn only. C;v is just
the slope of the E versus T curve. Thus it must vanish at high temperatures
where E is constant and at low temperatures where both E and its derivatives
vanish. (~\l has a maximuln in the region where k T ~ ae (sec Figure 9(c) for
the full curve). From (68) we can easily show that at low temperatures Cv
varies as ("1/1'2) e-i1elkT which in effect means as e-~€lkTbecause this factor
predominates; at high temperatures where ile/kT becomes very small .. the
exponenlial terms become effectively constant so that C\./ falls off as 1/T2•

This sort of contribution to the heat capacity is found in certain paramagnetic
salts at low temperatures. As we shall see in Chapter 15, such salts have been
used as a means of producing very low temperatures by the magnetic
method.



Entropy and its physical meaning

I
O"--olll~__---lL......_--""""---_....&.__

2 3

kT/~E

(a)

- ---_ ..... .-...._--- ..... ---------

32
kT/6E

(b)

E

N6E
2

Figure 9 Properties of an assembly of molecules with two energy levels. (a)
Occupation numbers no and n1 as a function of temperatu reo (b) Energy of
the assembly as a function of temperature. (c) Heat capacity as a function of
temperature.
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Figure 9 (contd.)
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Notice the following important points about our solid: first, that the heat
capacity vanishes at low temperatures. This is because when k T « ae, there
is not enough thermal energy to excite many molecules into the upper energy
level. Thus, even when the temperature changes, not many molecules can
change their energy and this means a small heat capacity. The vanishing of
the heat capacity at low temperatures is thus a consequence of the energy
gap dE between the ground state and the next allowed energy level. Wherever
there is such a gap above the ground state the heat capacity will behave in
this way even though other features of the model may be quite different from
those discussed here.

The second point is that in all our discussion the important ratio has been
that of dE to kT, i.e. the ratio of two energies, one being the quantum of
energy that characterises transitions between the levels, the other the energy
that characterises the temperature of the assembly. This is another feature
that we shall frequently encounter in other models. In such circumstances
it is a convenient trick to represent the molecular energy difference (here
ae) by an equivalent temperature, Oc say, defined by the relationship:

dE = kOc

where k is Boltzmann's constant. The general thermodynamic properties of
the assembly can now be expressed as a function of kTldE, i.e. of T18c . The
advantage of this device is that the important changes in the temperature
dependence of the heat capacity or energy of the assembly can be expected
to occur at a temperature such that kT - de (this we have already seen), Le.
when l' -- 8(.". So if we know that 8e is, say, 300 K, we know at once in
approximately which temperature range to look for the changes in thermo­
dynamic properties related to the energy difference, dE.
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Exercises

Ql The hydrogen atom has an ionisation energy of 13.6 eVe At what
temperature would you expect to find a gas of hydrogen atoms with
an appreciable fraction of them ionised by thermal agitation? (Take
Boltzmann's constant k = 1.4 X 10-23 J K- 1 and the charge on the electron
as 1.6 x 10- 19 C.)
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Temperature and entropy
statistical mechanics

Two assemblies that can share energy

•In

So far we have been considering only the occupation numbers of the various
energy levels at equilibrium. From this we have been able to deduce
information about the thermal energy and heat capacity of a simple model.
Now however we will return to some more general properties with a view
to interpreting the entropy of an assembly in terms of these distribution
numbers. Before considering the entropy, however, let us examine the
parameter f3 (in equations (59) and (60» more carefully and convince
ourselves that it must be closely related to the temperature. To do this, we
shall consider briefly what happens if two different assemblies (of localised
elements) are allowed to exchange energy with each other. Let assembly A
have N molecules, each of which may have energy 81, £2, £3 etc., and let
assembly B have M molecules, each of which may have energies 111' 712, 113
etc. Consider now a typical distribution in which in assembly A

nt molecules have energy £1

n2 molecules have energy 82

• ••

ni molecules have energy 8i

• • •

and in assembly B

ml molecules have energy 111
m2 molecules have energy 112

mj molecules have energy 11j

· . .
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We now have three restrictive conditions:

'" n·=N·.L.J I ,
I

~ m·=M·.L.J J '
J

and

'"' n·e· + " m·'YJ· = E.L.J I I .L.J J ·'1
i j

(69)

(70)

(71)

(72)

The first two conditions mean simply that the number of A molecules and
the number of B molecules are separately fixed. The third condition is most
important. This expresses the fact that the two assemblies can share energy
and the total for the two together is fixed and equal to E.

We now write down the number of stationary states of the two assemblies
combined; this number is given by

N! M!
p= " , x " ,nl.n2. ... n;. . . . m •.m2... . mj. ...

This is just the product of the number of stationary states in assembly A with
the number of stationary states of assembly B. It means that any stationary
state of one can be combined with any stationary state of the other to produce
a stationary state of the composite assembly.

We now want to find the values of the n/s and of the m/s which make
P a maximum subject to the restrictive conditions.

To do this we proceed as before. We take In P and allow all the n;'s and
m/s to vary by small amounts.

Thus

(73)
,

subject to the condition that

Using Stirling's approximation, equation (73) can be rewritten

~ Inn·5n·+ "lnm·5m· =0.L.J I I.L.J J }

(74)

(75)

(76)

(77)

To take account of the restrictive conditions we multiply (74) by aA, (75)
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by OtB and (76) by f3. Add these to (77) and we get

(78)

Proceeding as before, we choose (XA, (XB and f3 so that the first three brackets
vanish. The remaining ~n;'s and ~m/s are then independent. If the sum is
to be zero for. arbitrary values of the Bn;'s and the 8m/s we must then
have

In ni = (XA + {3E; =0; In mj + aB + {3TJj = 0
n' = e-aA -{3E; m"f = e-aR -/3T1j

I J (79)

The striking feature of this result is that the parameter {3 is common to both
assemblies. This arises because the two assemblies can share energy. If they
had had separate total energies EA and EB we should have had to introduce
separate restrictive conditions

with two corresponding Lagrange multipliers f3A and f38'
We can therefore conclude that if two or more assemblies are allowed to

share energy the distribution numbers in each are characterised by a common
value of {3. The sharing of energy between the assemblies is analogous to
bringing two thermodynamic systems into thermal contact; at equilibrium,
such systems~ as we know, have the same temperature. Thermal equilibrium
thus implies equal temperatures and in our model equal values of {3. It is
therefore reasonable to regard f3 as being a sort of empirical temperature.
To go further we want to find out how {3 is related to the absolute temperature;
for this we have to invoke the second law of thermodynamics, which we will
now do.

Entropy and absolute temperature

Let us return now to our single assembly of localised elements. Their number
is N, their total energy E, and the volume accessible to them is V. We know
that for a given set of n;'s the corresponding number of stationary states of
the assembly is

N!
p = " ,nt.n2' ... nj. ...

As we have already shown, the values of the distribution numbers which
make P a maximum subject to the restrictive conditions are given by
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Now we are going to consider what happens if we allow the energy, E,
of the assembly to change by a small amount, 8E, and the volume by a small
amount, ~v. In the process the assembly is to be always effectively in
equilibrium; it is thus, in thermodynamic terms, a quasi-static (reversible)
change. The thermodynamic description of the process is thus

~E = T~S- p~V (80)

where T is the absolute temperature of the assembly, p the pressure and ~S

the entropy change that occurs.
Let us now compare this with the description of the same change given

by statistical mechanics and see how the two can be reconciled.
As we change the energy of the assembly, the n/s will change and so will

the energy levels Ei. Throughout the change

E = "" n~ e-LJ I I.,
the equilibrium distribution numbers come in because the change is

quasi-static - so that

~E= ~ e·~n~+ ~ n~~e-LJ ' , LJ' ,
; i

(81)

We shall now manipulate this equation to put it into a form more directly
comparable with equation (SO). It will turn out that the first sum on the
right-hand side of (81) corresponds to the heat entering the system (T ~S in
(80) and the second sum to the work done (-p ~V in (80».

Interpretation of ~nf BE;

Let us first deal with the sum ~ ni ~e;. We have assumed throughout that
the only way that the e;'s can change is through a change of volume.
Therefore we can write

dE-
~E' = ---!.. ~V

I dV

and so

~ n.~e.= {~ n. de;} ~V4J " LJ' dV,
(82)

Let us now introduce the volume per molecule v = VIN and rewrite
equation (82) as

"" * _ {~ni de;} _ {" ni de;}~n; 58; - ~ N d(VIN) 5V - ~ N dv 5V (83)
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We now interpret -(de;ldv) as the effective pressure, Pi, exerted by each
of the n; molecules in the ith energy level. This cannot be demonstrated
directly from the expressions for the energy levels of the solids which we shall
deal with because the volume dependence of these energy levels has to be
introduced artificially. However, this result can be checked directly from the
expression for the energy levels of an ideal gas (equation (140) below).5 On
this basis, 'LniP/N is just the average pressure, p, of the whole assembly.
We thus identify the second sum in (81) as -p c5V, the work done during
the quasi-static process. (If you find this identification unconvincing or
unsatisfying you may take it at this stage as a postulate. This postulate is
consistent with the interpretation we are now about to give of the other sum
(2 ei c5n;) and the complete interpretation of equation (81) can then be tested
by the validity or otherwise of its consequences.)

Interpretation of ~E;onf

Now turn to the first sum on the right-hand side of (81). Because the process
is quasi-static, i.e. a succession of equilibrium states, then at each stage

(84)

We can thus express the e;'s in terms of the nT's and f3:

In n'!' = - a - f3·e·I I , (from equation (84»

(85)

.
IS a constant

so that

(In nj + a)
e·=-----

I 13

a and 13 will, of course, now be changing during the process. Substituting
in the sum we find

" e· ~n~ = _..!-'" (In n~ + a) ~n~~ I I f3~ , I

= - ~ {2: In ni &z; + a 2: 8n; }

The second sum in the bracket vanishes because N = ~nr

throughout. Finally therefore

2: e;~ni = - i{2: Inn; 8nl } (86)

However, we can simplify this a little more by relating the factor in brackets
to the value of P. For a given set of distribution numbers, the number of
stationary states P is given by

In P = In N! - 2: In nil
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To obtain the maximum value of P for a given energy and volume we must
put in the nT's:

In Pmax = In N! - LInn;!

If E and V are kept constant but the n;'s are allowed to change, 51n Pmax

must vanish (because this is how we found the nt's). If, however, E and V
are not kept constant, ~ In Pmax no longer vanishes. In a quasi-static change
under these conditions

~(In Pmax) = - LIn n; 5n; (87)

(80)

(8IA)

since N is fixed. (In this result we have differentiated In ni! using Stirling's
approximation.) If we look back to equation (86) we see that we can now
write

L E; lin; =-!J li(ln Pmax) (88)

This completes the transformation of equation (81) so now let us compare
it with the thermodynamic description of the same change, namely equation
(80) above.

Equation (81) has now become

1 {~ n· de.}
liE =Ii li(ln Pmax) + LJ ~ d: liV

and equation (80) is

5£ = T5S-p5V

We have already seen that

L
n. de·I I--=-p
N dv

so that the two equations (81A and 80) can be made identical if we make
5(ln Pmax) proportional to 8S and f3 proportional to lIT.

More specifically, we can write

5S = k ~(In Pmax)

and
f3:: l/kT

(89)

where k is a constant independent of E, S, Vor T, or of the type of assembly.
Notice that k enters into both results so that it vanishes in the product
T8S.

The constant k is known as Boltzmann's constant and is of central
importance in evaluating entropies by statistical mechanics. As we shall see
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when we deal with an ideal gas, Nok = R, where R is the gas constant per
mole and No is Avogadro's number. k thus turns out to have the value

1.38 x 10-23 J K- 1

We have already seen how the quantity kT is an important measure of
the energy associated with thermal effects. Now we see that k is also the
parameter which determines the entropy scale.

We have now specified f3 in terms of the absolute temperature T and
simultaneously found a 'mechanical' interpretation of the entropy S. To
complete the operation we integrate the expression for 1)S (see equation (89»
and get

S - So = k In Pmax

As we shall see below, the third law of thermodynamics requires that the
entropy of all states of a system in internal thermodynamic equilibrium should
be the same at the absolute zero of temperature. This as we shall see carries
the implication that So in the above equation must be the same for all
assemblies; for convenience therefore we set it equal to zero. Our fundamen­
tal equation thus becomes

&.~ = k In Pmax (90)

This equation provides the basis for our statistical interpretation of
entropy.

Boltzmann and Planck referred to the quantity P as the 'probability' or
'thermodynamic probability' of the corresponding state of the system. The
essence of the second law of thermodynamics is thus that thermodynamic
systems of fixed energy always tend to move from less probable to more
probable states and the equilibrium state corresponds to that of maximum
probability. Boltzmann indeed arrived at his interpretation of entropy by
considering how gases behaved when not in equilibrium and how they
approached equilibrium. His work led to a generalisation of the concept of
entropy because he was able to define the entropy of a gas even when it was
not at equilibrium.

In what follows however we shall be concerned almost entirely with the
entropy of systems in equilibrium. Under these conditions the number of
microstates corresponding to the equilibrium configuration is so large
compared to the number corresponding to any appreciable departure from
equilibrium that we can use an alternative (and sometimes more convenient)
form of equation (90). Instead of

S = kin Pmax

we can just as accurately write

S = kin W

where now W is the total number of microstates of the assembly which are
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consistent with the given values of E, V and N, i.e. W = }: P. The difference
between (90) and (90A) is that W is equal to the sum of all possible values
of P, not just the maximum value. For large-scale assemblies, however,
In Pmax and In Ware, to all intents and purposes, identical and we can use
whichever expression is more convenient.6 Note that it is the logarithms that
are almost identical, not of course the numbers themselves.

A different point of view

This is the heart of our statistical treatment of entropy. Our discussions have
shown that there should be an intimate relationship between the entropy of
a thermodynamic system (of given E, V and N) and the number of
microscopic stales, W, that are compatible with the prescribed values of E,
V and N. On the basis of certain assumptions we have shown how this
relationship can be deduced for a certain type of assembly (of localised,
independent particles). We shall henceforth make use of this relationship as
if it were quite generally valid and deduce from it the entropy of some fairly
simple models of solids and gases. The validity of the relationship is to be
thought of as established by the success of its predictions.

However, before using the relationship S = k In W let us look briefly at
a treatment, due to Planck (1858-1947), which helps, perhaps, to make clear
why the relationship must have this particular form. Suppose that we are
convinced that S must be related to W. In fact let us assume (and this is a
big assumption) that

S =f<w) (91)

where, in Planck's words, '[(W) represents a universal function of the
argument W'. 7 We now apply this relationship to two nearly independent
systems whose entropies are S1 and 52 with corresponding values of W, WI
and W2 . The two systems could, for example .. be two blocks of copper side
by side and touching each other. The entropy of the two taken together is
obviously

512 = 51 + 52 (92)

On the other hand the number of microstates for the composite system
is just

(93)

because any given microstate of system 1 may be combined with each
microstate in turn of system 2 to give a distinguishable microstate of the
composite assembly.

To reconcile equations (91), (92) and (93) we require that

[(WI W2) =!(WI) +!(W2)
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The general solution of this equation is

f(W) = k' In W

where k' is an arbitrary constant. Consequently Sand W must on the basis
of our original assumption be related in the following way:

S = k' In W

Entropy and disorder

We have just seen from our statistical discussion of entropy that the entropy
of an assembly is related to the number of microstates of the assembly which
are compatible with the fixed values of energy, volume and number of
particles. Although the relationship has been demonstrated only for solid-like
assemblies, it is in fact valid for gas-like assemblies too. In order to get an
intuitive way of thinking about entropy this relationship has been interpreted
in various ways. Some people think of entropy as being measured by the
'disorder' of the system; that high entropy means great disorder, and a system
with low entropy means an ordered system. Guggenheim8 has suggested that
entropy is to be thought of as 'spread'; for example, high entropy means that
the elements of an assembly are spread over a wide range of energy levels.
Both of these ideas are useful and obviously it is a matter of personal
preference which is more helpful. When we come to the third law of
thermodynamics and consider what happens to the entropy at low tempera­
tures the concept of ordering is probably more useful. Moreover the tendency
for entropy to increase in spontaneous changes can then be interpreted as
meaning that in general things become disordered more readily than they
become ordered, simply because there are very many more ways of producing
disorder than of producing an ordered arrangement. It also explains why in
general it is easier to produce high temperatures than to produce low
temperatures.

Let us apply this idea of disorder or 'spread' to a simple and familiar
example. Consider how the entropy of a given quantity of steam alters as
it becomes cooler and cooler and changes first into water and then into ice.
Suppose that the steam is at atmospheric pressure above 100°C; we now allow
it to cool at constant pressure. At lOOOC it will condense into water and its
volume will contract nearly two thousand-fold. At the same time its entropy
will be reduced and the entropy change will show up in the latent heat of
condensation.

In thinking of the entropy of the system in statistical terms we must
consider both the spread of the molecules in actual space (Le. the volume
accessible to them) and also the spread of their velocities. The spread of
velocities of the molecules in the steam at 100°C is the same as that in the
water at the same temperature, so that the entropy associated with this spread
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is the same. On the other hand, the entropy associated with the spatial
configuration diminishes greatly because of the volume change and so we
see that the entropy of condensation has its counterpart in the 'ordering'
process represented by this volume change.

On cooling the liquid still further, its volume does not change greatly but
the velocity spread diminishes as the temperature goes down (cf. Figure 7)
so that the entropy continues to fall slowly. At O°C the water freezes. At this
temperature the ordering process is more obvious because when the entropy
of melting has been removed the system is now a crystalline solid in which
the atoms are arranged in ordered arrays on a lattice. On cooling still further,
the vibrations of the atoms about their lattice sites are reduced in amplitude
and other ordering processes associated with the rotational states of the
molecules, with their nuclear spins etc., will occur if the disorder is not 'frozen
in' before thermodynamic equilibrium is attained.

Thus we see that the fall in entropy of the substance when it is cooled
corresponds on the microscopic scale to a progressive ordering of the
molecules in the substance until at very low temperatures we find a highly
ordered arrangement of atoms and molecules in the crystalline solid. These
questions will be further discussed when we come to the third law of
thermodynamics.

With these general ideas in mind let us now go on to examine in detail
the entropy and other properties of a number of different assemblies. We
shall start with solids because we have learned how to enumerate the
microstates in them. In gases the counting is slightly different and we shall
consider them separately.

Exercises

Q1 The proton has spin 1/2 and so in a magnetic field it may lie parallel
or anti-parallel to the field. In a nuclear resonance experiment at 300 K, a
magnetic field of 1 T is applied to a solid containing hydrogen. Treat the
protons in this as non-interacting and so calculate the fractional dif­
ference in occupation numbers of the two magnetic energy levels of the
protons, k = 1.36 X 10-23 J K- 1 and the magnetic moment of the proton is
1.41 x 10-26 J T-I. Why is this difference important in nuclear magnetic
resonance?
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Application to solids

The entropy of a solid-like assembly

Let us now deduce the entropy of a solid composed of N identical particles
each having energy levels EO, £1, ... , E;, ..• We use the same notation as
in the section on entropy and absolute temperature.

Then the entropy S is given by

S = k In Pmax (94)

where

Pmax = N!/nni
So

S = k In N! - k L In ni!

If we make use of Stirling's formula, we find

S
- == N In N - ~ n~ In n~k ~ I ,

But

(95)

(%)

or In n~ = - a - (J.e·I fw' I

where {3 = l/kT.
Therefore

!- =N In N + a~ n~ +--!..-~ n~ e·k ~ I kT~ I I
(97)
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We know that

and "n~e·=ELJ I l

so that

S E- = NlnN+aN+-
k kT

To get rid of a we use the result that

. .
gIving

a = -InN + In L e-e;lkT

Thus

S L E- = Nln e-E;lkT+-
k kT

(98)

(99)

(100)

This is the result for the entropy of our solid; it can be rewritten in an
equivalent form by making use of the thermodynamic identity that defines
the Helmholtz free energy:

F= E- TS

Thus rearranging (100) we get

F= - NkTln L e-e;lk1" (101)

This is probably the simplest way to deduce the entropy of an assembly
for which we know the values of the e;'s. We work out F from this expression
and then use the thermodynamic identity S = - (iJF/anv to find the entropy.
It is not difficult to verify directly that if we evaluate - (oF/anv from (101)
we do in fact get back to (100).

Notice that the result for F depends only on the quantity

(102)

This is often called the 'partition function' because each term is propor­
tional to the value of the occupation number nj for that level; thus the
particles are 'partitioned' among the energy levels in proportion to the terms
in the sum. In terms of the partition function Z,

F= -NkTlnZ
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and

s = - ("*)v = Nk :T(TlnZ)

Also it can be shown quite readily that since E = ~niE;

E = NkT27r(lnZ)

(104)

(105)

So we see that once we know Z, which can be found from the values of
the energy levels, we can then deduce all the thermodynamic properties of
our assembly.

So far we have assumed that for each molecule there is only one stationary
state corresponding to each energy level. If, however, the energy levels are
degenerate so that to the ith level of energy E; there correspond Wi stationary
states, the partition function then becomes

(l02A)

Equations (103), (104) and (105) can now be used with this more general
partition function.

The Einstein solid

To illustrate how we can use the ideas of statistical mechanics that we have
already developed, let us use them to calculate the entropy and heat capacity
of a simple model of a solid. This model of a solid was introduced by Einstein
(1879-1955) in a paper of 1907.9 He writes: 'The simplest idea that one can
form of the thermal motion in solid bodies is that the atoms thereof execute
harmonic oscillations about their equilibrium positions.' Because the atoms
can move in three independent directions in space, each atom can be regarded
as equivalent to three independent one-dimensional harmonic oscillators. If
we have M identical atoms in the solid, then as far as their thermal motion
is concerned, we picture them as behaving like 3M simple harmonic
oscillators. If their classical frequency of vibration is v the energy levels
available to each are given (according to quantum mechanics) by

Ei = (i +!)hv (106)

where i = 0, 1, 2, 3, .... There is only one stationary state for each energy
level (to each value of i).

We now wish to evaluate the partition function for our assembly (equation
(102». In this example it is

z =~ e -Ei/kT = e-hvl2kT+ e -3hal2kT+ ... + e -(2i+ 1)hv/2kT+ ...
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This therefore forms a convergent geometric progression whose sum is
thus:

e-hvl2kT

Z = 1 _ e-hvlkT

Notice that Z depends only on hvlkT. Let us therefore define a characteristic
temperature, 8E (E for Einstein solid), such that hv = k8E - We can then
write

e-8E/2T
Z=--~~1- e-OE;IT

(107)

Consequently the Helmholtz free energy of the 3M linear oscillators which
represent the solid is given by

. 3Mk8
F = - 3MkTIn Z = 3MkTIn (1- e- OEI1) + E

2
(108)

Thus we have deduced the free energy of our solid; the second term in F
which is independent of temperature and gives the value of Fat 0 K is called
the zero-point energy. It arises because when all the oscillators are in their
lowest energy states (i = 0 in equation (106») there is still a 'zero-point'
energy of !hv per oscillator.

Now we use S = - (aF/anv to find the entropy and we get

8 e·-8EIT

S = 3MkT T~ 1 _ e-6£iT - 3Mk In (1 - e-6EI7)

or

(109)

At T tends to zero this expression goes to zero; this is an example of the
third law of thermodynamics which we shall discuss more fully later. Note
that the zero-point energy does not contribute to the entropy_ At high
temperatures (T» 8£) S =3Mk In (T/8E ). The full dependence of the
entropy on temperature is illustrated in Figure 10(a).

The internal energy of the assembly can also be found, since.. from
equation (105),

E=3MkT2 :T (In Z)

3Mk8E 3Mk6E
= 2 + e8e/T -1

106
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Figure 10 (a) The entropy of an Einstein solid as a function of reduced
temperature T/(JE. (b) The atomic heat capacity of diamond as a function of
reduced temperature T/(JEo The dashed line is the theoretical curve; the points
give the experimental values. (Copy of Einstein's original figure in Annalen
der Physik, 22, 180, by permission of the Editor.)

The first term here is just the zero-point energy again; the second term, which
depends on T, may be called the thermal energy.

The heat capacity is then given by

c = (dE)
v aT v

If we have one gram-atom of solid, M is Avogadro's number and so
Mk = R, the gas constant. Thus by differentiating equation (1IO) we find

(
(JE) 2 e9E1T

Cv = 3R T (efJ!:;lT -1)2
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At high temperatures (T» 8E )CV -+ 3R and becomes constant. At low
temperatures

which tends to zero as T--+ O.
(lE" was defined by the relation 8£ = hvlk where v was the characteristic

vibrational frequency of an atom in the solid. This frequency depends on
the mass of the atom and on the restoring forces acting on it. Since both these
vary from solid to solid, 8E must also vary from solid to solid. Each simple
solid then may be thought of as having a characteristic value of 8E •

If you look at equation (111) you will see that apart from the gas constant
R, Cv depends only on 8eT. If therefore we plot Cvas a function of T18£
we have a single curve which is valid for all temperatures and solids. To find
the heat capacity for a particular solid at a particular temperature all we need
to know is its characteristic temperature 8E and we can then deduce Cv from
this universal curve.

Figure 10(b) shows the curve as it was originally illustrated in Einstein's
paper. For comparison with the experiment Einstein also shows the
experimental values of the heat capacity of diamond (1 gram-atom). In
making the comparison between theory and experiment he has chosen the
value of (JE for diamond to make the curves agree at one temperature. It
is clear from the figure and equation (111) that this simple Einstein model
reproduces the main features of the temperature dependence of Cv as found
by experiment. In particular, at high temperatures C y becomes independent
of T and approaches the value of 3R as can readily be deduced from equation
(111). This corresponds to the law of Dulong and Petit. At low temperatures
on the other hand the heat capacity falls off to zero. Notice too that the
temperature at which the fall-off begins is roughly where TI8 -- 1. This means
at a temperature T such that kT is about equal to hv; that is kT....., E, where
E is the energy separation between the energy levels of the individual atomic
oscillators.

This model due to Einstein gave the first explanation of the fall--off in the
values of the specific heat of solids at low temperatures. It is, of course, an
oversimplification to regard each atom in the solid as an independent
oscillator; since Einstein's paper was published the model has been refined
to take account of the coupling of the motion of one atom with the other
atoms in the lattice. (One result from these more refined models that will
be useful to us later is that at low enough temperatures the lattice heat
capacity of all solids must vary as T3.) Nevertheless the Einstein model
describes correctly many of the essential features of the heat capacity of a
simple solid.
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A simple magnetic solid

The thermal vibrations of the atoms and molecules in solids provide one of
the most important contributions to the entropy of these solids. We have just
considered a simple model of a solid whose molecules could vibrate about
their positions of equilibrium (an Einstein solid), and have found out how
the entropy of this solid varies with temperature. Another important
contribution to the entropy of solids occurs in those solids whose molecules
possess a magnetic moment. Once again we shall consider the simplest
example. In this model we think of each molecule of the solid as being
effectively a small dipole with magnetic moment p,. In many paramagnetic
solids the molecules do indeed act as dipoles although in general it is just
one ion in the molecule or aggregate of molecules which carries the magnetic
moment. For example in iron ammonium alum, FeN~(S04)2.12H20, it is
the Fe ion that carries the magnetic moment.

Consider now the application of a magnetic field, B, to the solid. In this
field each molecular dipole has energy -JeLB cos 8, where 8 is the angle
between B and the direction of p,. When p, and B are parallel (6 = 0) the
energy is -p,B (its minimum value). When p, and B are anti-parallel (8 = 1T)
the energy is +p,B (its maximum value). In classical mechanics all energies
(corresponding to all values of 8) between these extremes would be allowed.
In quantum mechanics, characteristically, only certain discrete energies (or
directions) are allowed. Take the simplest case: in this each molecule has
only two possible orientations in the presence of a magnetic field; these
correspond to having p, parallel and anti-parallel to the field direction. (This
would occur if the ion had a resultant spin of 1/2.)

Suppose that a uniform magnetic field B is applied to the solid. Some of
the molecular magnets will point along the field and some in the opposite
direction. The energy of the first group (-p,B) is lower than that of the
second group (+p,B). At 0 K (in the absence, that is, of any thermal energy)
all the dipoles would thus point along the field since this would put all the
molecules into their lowest magnetic energy states. At higher temperatures,
the thermal energy perturbs this state of affairs and we must now appeal to
statistical mechanics to find out how they are distributed.

First, let us consider what happens in a vanishingly small field. As B tends
to zero, the energy difference between the levels will tend to zero and so
in the absence of a magnetic field the two magnetic energy levels coalesce
(the level becomes twofold degenerate). What is the magnetic entropy of
the assembly of N molecules in this condition? To answer this we need to
know W, the total number of stationary states of the assembly corresponding
to the conditions of the problem. Each molecule can occupy either of two
states of equal energy. The first molecule can thus have two possible
stationary states, the second molecule two, and so on. Each of these
possibilities can be combined with each of the others so that the total number
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for the assembly is

W=2N

Now use ..5 = k In W since this happens to be more convenient here than
S = k In Pmax. Therefore

Smagnetic = k In 2N

=Nk In2

If N is Avogadro's number No

Smagnetic = R In 2

(112)

(113)

It is clear from this that if the state had been 3, 4, 5, ... , n-fold degenerate
instead of 2-fold, we should have found

Smagnetic = R In 3, R In 4, R In 5 etc. (114)

Now let us write down the equilibrium occupation numbers when a field
B is applied to the solid at temperature T. The energy levels available to
each molecule are

EO = - p,B, E1 = + p,B

We can therefore immediately write down the occupation numbers of the
two levels:

or

no eIJ.B1kT

N = e",BlkT+ e- ",BlkT ; N
(115)

NN
ni 1
- =---=-~-

e2p.BlkT + 1 (116)

It is clear that we are now dealing with a solid whose molecules can take
up either of two non-degenerate energy states separated by an energy 2J.LB.
We can thus take over all the expressions already derived for the assembly
of molecules each having two non-degenerate energy levels. (See equations
(19) and (20).) In our present example the energy separation de must be
put equal to 2/LB.

Clearly the temperature dependence of the entropy, S, the energy, E, and
the heat capacity, Cv, will now depend on the magnitude of the applied field,
although the limiting value of S at high temperatures is R In 2 for all finite
fields. As T~ 0, there will always be temperatures such that kT« 2p,B for
all non-vanishing values of B. Under these conditions, effectively all the
molecules are in their lowest level. Each molecule can be put into its ground
state in only one way so that for the whole assembly there is only one possible
microscopic state. Thus as T--+O, W~ 1, S = kin W tends to zero. Thus
provided there is a non-vanishing field S--+ 0 as T~ O. If our model were
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strictly correct" the two energy levels would coalesce for B = 0 and then the
entropy would remain at R In 2 right down to absolute zero. This, as we shall
sec, would contradict the third law of thermodynamics. In actual solids, of
course, the interaction between the molecular dipoles would make the two
directions of J.L in the solid have different energies. As a first approximation
we can in some cases treat this interaction as due to an internal field 8 0 which
thus, even when no external field is applied, separates the two energy states.
This then makes S~ 0 as T -+ 0 under all circumstances, as is required by
the third law of thermodynamics (see Chapter 14).

Let us now work out the entropy in more detail. In general, the
number of microstates corresponding to a given E, Band N is in this
case given by

N!
Pmax = *1 *'no .n) .

where no and nl are given by equation (116). We will now drop the asterisks
and remember that the n's are equilibrium distribution numbers. There­
fore

sk = In Pmax = N In N - no In no - nIln n)

= (no + nl) In N - no In no - nlln nl

= - no In (no/N) - nt In (nl/N)

(using Stirling's formula)

( 117)

(Notice that this is entirely symmetrical in no and n1.) Putting in values of
no and nl (from equation (116», we have

Nk -2,."BlkT Nk 2,."BlkT
"~=e-2P.BlkT+lln(e +1)+ e 2P.BlkT+l In(e +1) (118)

At low temperatures (kT« 2J.LB) , the first term becomes negligible and

S= NkC::) e-2p.BlkT (119)

At high temperatures (kT» 2J.LB):

S~Nk In2 (120)

Points to notice about the entropy versus temperature curve are:

(i) S goes to zero as T goes to zero for all non-vanishing values of B as
already discussed.

(ii) The total chanage in S (i.e. from 0 to R In 2) does not depend on
temperature but just on the number of levels involved (this is always
so for a finite number of levels).

(iii) When S begins to change, CB (which is equal to T(aS/an) becomes
appreciable: where S changes rapidly, CB becomes large.
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Figure 11 (a) The entropy of a simple magnetic solid as a function of
temperature for three values of the applied external field (801 380 and 580).

(b) The corresponding heat capacities.

Thus, in this as in other similar examples, a sudden fall in S with falling
temperature means a heat capacity 'anomaly'. Figures 11(a) and (b) show
how Sand CB vary with temperature at three different values of B.

Exercises

Ql An insulating solid consists of identical atoms whose allowed energy
states are a single non-degenerate level at £1 and a doubly degenerate level
at a higher energy £2. Write down the partition function for the solid. What
is the limiting value of the entropy of 1 mole of the solid at high temperatures
and at low temperatures? What do high and low mean here?

Q2 An inert gas solid is found to have the following properties. The
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characteristic temperature of its lattice is approximately 80 K and its nuclei
have spin 1/2. The nuclear spin energy levels in zero magnetic field are
separated by an energy of 10- 11 eV. Estimate approximately for 1 mole: (a)
the entropy and heat capacity at 1 K; (b) the heat capacity at 300 K. At about
what temperature would you expect to find the nuclear spin entropy changing
rapidly?

k = 1.4 X 10-23 JK- 1 and e = 1.6 x lO- 19 C

Q3 A solid has atoms which have access to only three non-degenerate
energy levels, £0, £( and £2. Show that, as T tends to infinity, the occupation
numbers no = n I = n2 and that the average energy per particle is then
E1im = (£0 + El + £2)/3. Imagine that the solid is now at some finite tempera­
ture and is thermally isolated. Work is done on the solid (by a magnetic field,
for example) and the energy per particle is made to exceed E lim . Show that
then either n 1 or n2 or both must exceed no. In fact the distribution of particles
follows a positive exponential dependence on energy and can be formally
described by a negative temperature. The better name is a transfinite
temperature. Such a system can be realised experimentally at low tempera­
tures with a solid whose paramagnetic ions can provide a magnetic system
essentially isolated from the lattice vibrations and on which magnetic work
can be done by an external magnetic field.
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Application to gases:
(1) the classical approximation

Gases

Now we come to the problem of calculating the thermodynamic properties
of gases. This differs from what we have done for solids primarily in the
method of counting the stationary states of the assembly. In solids the
molecules could be considered as distinguishable in the sense that, being
localised, their average positions served to identify them. In gases this is no
longer true and we must take account of the fundamental indistinguishability
of the molecules of our assembly.

In considering this problem we make use of the fact that, under most of
the conditions we deal with, the energy levels available to the gas molecules
are very close together (ae « kT) and it is therefore convenient to lump them
together in groups:

Wi levels with energy all very nearly Ei

»}i+ 1 levels with energy all very nearly €i+ 1

wi+2levels with energy all very nearly fi+2

and so on.
The number of energy levels available to a gas molecule under most

circumstances is enormous. For example in a mole of gaseous oxygen at
atmospheric pressure and room temperature, the number of energy levels
accessible to each molecule exceeds 1030. Thus, even if we divide up the
energy into ....... 1010 different groups of levels, each group would still contain
typically ....... 1020 levels. Because of these very large numbers the grouping
together can be done without serious error (except in certain special cases,
of which more later). Moreover in general the WiS are very large numbers
indeed which is useful for purposes of mathematical approximation.
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We now consider an assembly of N molecules, of fixed volume V and fixed
energy E. Take a typical distribution in which:

n I molecules are in a state of energy £1 consisting of WI levels
n2 molecules are in a state of energy E2 consisting of Wz levels

ni molecules are in a state of energy Ei consisting of Wi levels

(Notice that the occupation number ni is not here the number of particles
in the ith quantum level as before but the number of particles in the Wi group
of levels which have been lumped together.)

We now concentrate on a typical set of levels, namely the Wi at energy
E; which contain ni molecules. Our first question is: in how many distinguish­
able ways can we assign indistinguishable molecules to the Wi distinct states?
This is equivalent to asking: in how many distinguishable ways can we
distribute ni indistinguishable objects in Wi different boxes? The answer to
this is known from the algebra of permutations and combinations. The
number is (see Q1 of the exercises on this chapter).

(Wi + ni - I)!
p. = (121)

, ni!(wi- 1)!

Since we are assuming that both ni and Wi are large numbers we can write
this:

(Wi + n;)!
p.=

, n.fw·',. I·

(122)

(123)

A possible microstate of the assembly is now obtained by combining anyone
of these arrangements with one each from all the other groups of stationary
states. The total number of such microstates is thus

11 (Wj + ni)!
p = P.P2 · .. Pi ... = -' .r

. . n,.w,.,
We can quite well work with this expression and find the values of the

nis which make P a maximum. However, there is a further approximation
(and simplification) which is justified in the majority of cases where we apply
these results. This approximation arises because wi» ni. We know that

(Wi + n;)!--,- = (Wi + ni)(W; + ni - 1)(Wi + ni - 2) ... (Wi + 1)
Wi·

This contains ni factors all of which are nearly equal to Wi if Ili« Wi. Thus
we can write

(Wi + ni)! = (W.)n,
W -' ',.
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so that

( Wi)";

Pi = n-',.

and

p= n (W;)n;
n J

. I·I

Taking logs and using Stirling's approximation we get

InP=~ n·lnw·- ~(n·lnn.-n.)L.J' 'L.J' , I

The restrictive conditions are as usual:

Ln;= N

~ n·e·= EL.J I 1

(125)

(126)

Now we allow the nis to vary and find the values which make In P a maximum.
For a maximum we require that

subject to

LSnj=O

"e· ~n· = 0L.J I ,

(127)

(128)

(129)

As before, we multiply equation (128) by a, and equation (129) by {3 and
add them to (127). Thus:

L (In n; - In Wi + a + (jE;) 8n; = 0

If this is to be true for arbitrary values of the 8n;s

In n~ - In w· + a + ae· = 0 for all i, , ,.., I

Therefore

(130)

(131)
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As before f3 can be identified as 1/kT. Therefore

(132)N

n'!C w. e -E;/kT
, I
-=-~---

L w;e-e/kT

Notice that the equilibrium occupation number nt is proportional to Wi which
means that the ratio nt/wi is independent of the value of Wi. Thus although
the values of the w;'s were arbitrary, the average occupation number per
quantum level (nt/wi) turns out to be perfectly well defined and free from
ambiguity.

If you compare equation (132) with the corresponding equation (62) for
a solid-like (or localised) assembly the two equations are essentially the same.
Why then all this careful distinction between solids and gases, between
localised and non-localised assemblies? The answer lies in equation (125).
If you compare that with the corresponding result for a localised assembly
(equation (53» you will see that, apart from the factors (Wi)"; (which arise
from the grouping together of the levels), it differs by a factor of N!; N! is
in the numerator for the lqcalised assembly and not for the gas. This is very
important as far as the entropy is concerned. If the N! were retained, the
entropy of our gas would not be properly extensive, Le. proportional to the
mass (see equation (144) below). Boltzmann indeed recognised this failure
of extensivity and dropped the N! for this reason. Our method of counting
which takes account of the fundamental indistinguishability of the molecules
gets rid of the N! quite naturally.

If we had not made the approximation involved in equation (125) but had
used instead the more accurate equation (123) we should have reached the
following result (as you may easily check):

* Win· =----~-
I eQ+(je, - 1 (133)

instead of equation (131). This differs from equation (131) by having the
additional term -1 in the denominator. Our original assumption that the n;'s
were much smaller than the WiS was equivalent to the assumption that the
exponential term in the denominator is very large compared to unity. Notice
that if the equation has the form (133), i.e. if the 1 cannot be neglected, then
it is not possible to eliminate a directly as we have done in equation (132).
The distribution of energy defined by equation (133) is called a Bose­
Einstein distribution after its discoverers. It is the equilibrium distribution
appropriate to a gas of non-interacting identical molecules when no
restrictions are imposed on the occupation numbers. Later we shall see that
for some assemblies the occupation numbers must be limited to conform to
the Pauli exclusion principle. For the present, however, we return to the
simpler form of distribution (a classical distribution) as expressed in
equations (131) and (132). We shall consider later when we are justified in
using this approximation.
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The entropy of an ideal gas
•

We assume that our fundamental relationship between entropy and the
number of microstates of the assembly is valid also for gases so that the
entropy of our gas is given by

S = k In W = k In Pmax

From equation (125) we can deduce Pmax if we substitute in it the equilibrium
distribution numbers, i.e. the nTs. We then get (dropping the asterisks and
remembering that we are now referring to the equilibrium distribution
numbers)

f= - ~ (nilnni - nil +L ni ln Wi

= - Ln;lnn/w;+N

Now use the result that

(134)

-=-----
Ne -£i1kTn;

w·I L -·£-/kTw.e I
I

(135)

and write

L Wie-€;lkT = Z

This is the partition function again (cf. equation (102».
Substitute (135) in (134). Therefore

S -E-/kT{ }
_L_ = _ "w;e I In (NIZ) _.!.L + 1
Nk LJ Z kT

(
W;E;) -E,lkT
kT e

= L z - In N + In Z + 1

(136)

(137)

Notice that in the sum the numerator is just T(aZlan as you can easily verify
by differentiating Z with respect to T. Therefore

S 1" az
- = - - - In N + In Z + 1
Nk Z aT

Thus to evaluate S all we need to know is the partition function, Z.

(138)
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The evaluation of the partition function, Z, for an ideal gas

The partition function, Z, is

Z = L wje-e;lkT

i

Wi' remember, is the number of stationary states with energy Ej. We can
conveniently transform the sum into an integral in the following way. Let
g(e) de be the number of quanta} stationary states with energies lying between
e and e + de. Here g(e) is some function of e which we must find once we
know the allowed energy levels of the molecules of the gas. (We are now
treating E as a continuous variable, which is legitimate because the energy
levels are so closely spaced.) Making this transformation we get

z= Loc g(e)e-e-1kTde

For our present purposes we are going to consider the molecules of the
gas as point particles with no magnetic moment, no internal vibrations and
no rotations; no energy, in fact, except that due to their moving about inside
a box. For convenience we choose a cubic box of side L. Then according
to quantum mechanics the energy levels allowed to a point particle of mass,
m, confined in such a box are given by

(140)

where p, q and r are any positive or negative integers. To each set of integers
there is one and only one stationary state.

With this information we now want to find g(e) dE, the number of
stationary states with energy between E and e + dE. To do this, let us rewrite
equation (140) as

2mL2

p2 + q2 + ,2 = 2 e (141)
h

We now treat p, q and r as Cartesian co-ordinates and, because they are large
numbers in all our present applications, we treat them as continuous variables.
For a given value of E, the expression (141) is now the equation of a sphere of
radius (L/h) V2mE. Moreover, all states whose energy is less than E must be
represented by points lying inside the sphere. Within this sphere there is just
one stationary state per unit volume because when either p or q or r increases
by unity this generates a new set of integers corresponding to a new quantum
state as defined by equation (140). Thus the number of states with energy less
than E is just equal to the volume of the sphere.
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We can now find g(e) dE. The number of stationary states with energies
between E and E + dE is just equal to the volume contained between the
sphere corresponding to the energy E and that corresponding to E + dE. This
is the volume of the spherical shell lying between the radii rand r + dr, where
r = (Llh) Y2me.

The volume of this shell is 4m2 dr

=41T ~: 2med (~ V2me )

Thus the number of stationary states with energies between E and E + dE is,
in this problem,

L3 e1l2

g(e) de = 41T "j;3(2m)312 2 dE (142)

Thus

Z= L""g(e) e-E1kTde

2TTL
3

lOCI= h
3

(2m)312 ell2e-ElkTde
()

If we now make the variable BlkT = x instead of e we get

2TTL
3 100

Z = 3 (2mkn 312 x l12 e-x dx
h 0

The value of this definite integral is Vir/2; therefore

V(21Tmkn3
fl.z = h3 (143)

where we have written V, the volume of the gas, instead of L 3 (it can be
shown that the shape of the container does not alter the result).

The Sackur-Tetrode equation for the entropy of an ideal gas

We have now evaluated the partition function Z of our gas so we are in a
position to calculate its entropy. We go back to equation (138) and substitute
our value of Z. From this we get

~= -In N + ~In (21TmkT) + ~ (144)
Nk V 2 h2 2

This is a very important result for the entropy of an ideal gas of point
particles; it is often called, after the two people who first derived it, the
Sackur-Tetrode equation.
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From it we can find at once that the heat capacity at constant volume:

C y = T( ~~) y = 3Nk/2 (145)

For one mole of gas this means that C y = 3R12, which is constant and
independent of temperature. (Incidentally, this would cease to be true at low
enough temperature because the approximation expressed in equation (124)
would cease to hold: see discussion on p. 131 and Figure 14.)

Now let us look at the expression for S in more detail; there are a number
of points to notice:

(i) The general form of the expression is consistent with the thermo­
dynamic deduction of the entropy of a perfect gas having a constant
heat capacity (sec equation (27) Part One). Thus S (per mole) depends
on Cyln T and on R In v.

(ii) S is extensive, i.e. if the temperature T and the density of the gas, NIV,
are kept constant S is proportional to the mass of gas, i.e. to N. As
I emphasised earlier, if we had had the additional term N! in the
expression for Pmax' this would have upset the extensivity of the result
for S. This emphasises the importance of correctly counting the
microstates in solids on the one hand and gases on the other.

(iii) Apart from the terms ~Nk In T and Nk In V the other quantities in the
expression for S are all constants for a fixed mass of gas. These form
the so-called entropy constant. In this case it has the value

{3 21Tmk 5}
Nk 2 1n h2 -InN+

2

We shall discuss the significance of this term when we discuss the third
law of thermodynamics. At present it is sufficient to note that the value of
the entropy at high temperatures obtained from the Sackur-Tetrode equation
is correct; at low temperatures (the precise criterion will be given below) the
equation is no longer valid.

Gas mixtures

The methods we have already used can readily be extended to deal with the
entropy of a mixture of gases; unfortunately space does not allow me to
discuss these questions here. I will, however, just mention one result. If we
have several gases A, B, C, occupying the same volume V, the entropy of
the mixture is given by:

Stotal =SA +SB+SC·+···

where SA, SB, ... , are the entropies that the gases A, B, ... , would have
if they occupied the same volume V separately. 10
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The distribution of velocities in the gas

Before going any further it is convenient at this point to use the information
we already have to work out how the velocities of the molecules in the gas
are distributed, i.e. how many molecules have velocities between, say, vand
v + dv. (Note that this symbol is a ~vee', not a Greek 'nu".)

We know from equation (132) that the number (n;) of molecules with
energy Ei in a gas at temperature T is given by

n. Ne-e,lkT
I-----

Wi Z

Let us rewrite this as a continuous function of the energy E in terms of g(e)
(equation (142».

To make the change we do three things: we replace n; by dn, the number
of molecules having energy between E and e + dE; at the same time we replace
W; by g(e) dE, the number of energy states between e and E + dE; and we
replace Ei by the continuous variable, E. We then get

Ng(e) e-elkT

dn = Z dE

Now substitute for g(E) from equation (142) and for Z from equation (143)
and tidy up the expression. We then find

2N EJl2e-e/kT

dn = 1T1I2 (kn312 de

Now, since the energy of the molecules is entirely kinetic, we can write
e = !m1'2. We then get

(
2 ) 112 ( m ) 3/2 2

dn = N 1T kT v2 e- n
ll' I2kTdv

This is now an expression for the number of molecules with velocities
between v and v + dv. It is called the Maxwell-Boltzmann distribution law;
the form of the distribution has already been illustrated in Figure 7.

From this result it is then possible to deduce various quantities which
characterise the velocity distribution, e.g. the mean speed, the root mean
square velocity, the most probable velocity and so on. One very useful
quantity is the mean kinetic energy of the molecules. This is given by

!m~ = fOx
dn

()

(147)
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This is readily shown to give

~m~ = ~kT (148)

We see therefore that the mean kinetic energy of a molecule is proportional
to the absolute temperature, T, a result well known from the kinetic theory
of gases. If the components of velocity are treated separately we find

!m~ =~m~ =~m~ = ~kT (149)

This is a particular case of a more general theorem in 'classical' statistical
mechanics called the principle of equipartition of energy. According to this,
each independent 'squared' term (here !mv;, for example) in the expression
for the mechanical energy of the assembly contributes !kT to the thermal
energy when the assembly is in equilibrium at temperature T. This holds only
in the 'classical' temperature region in which kT is large compared to the
spacing between the relevant quantal energy levels.

This theorem of the equipartition of energy which was first demonstrated
by Boltzmann was at one time used as an argument against his theories. The
theorem implies that if a gas has atoms with 'internal degrees of freedom' (Le.
if the atoms themselves have a structure) these internal degrees of freedom
will take up thermal energy and contribute to the specific heat. Already in
Boltzmann's time it was known from spectra that atoms must have some sort
of internal structure, so it followed from the equipartition law that this
structure should show itself in an additional contribution to the heat capacity
of gases. However, experimentally no such contribution was found.

The contradiction was resolved by the quantum theory. The 'structural'
energy states of atoms are quantised and a typical energy difference between
the ground state and the first excited state, ~g, is usually so large that at any
temperature, T, of normal measurement, kT is very much less than ~E; so
these upper states are not excited and do not contribute to the heat
capacity.

However, in Boltzmann's day the quantum theory had not been formulated
so that the kind of argument outlined above provided powerful evidence
against his views. Towards the end of his life Boltzmann became pessimistic
and severely depressed, torn, no doubt, between a conviction that he was right
and an inability to prove it. In 1906 he committed suicide. It is ironical that by
this time his great contributions to physical theory had been largely vindicated
and had provided the foundation on which Planck built his theory of quanta.
It was this theory which ultimately made it possible to resolve many of the
paradoxes that had plagued Boltzmann's own work.

The Helmholtz free energy

The Helmholtz free energy, F, is defined as

F= E- TS
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From equation (105), which holds for both solid-like and gas-like assemblies,
and equation (138) we get

F = - NkTln Z + NkTlnN! (150)

We will not evaluate this but will use this result to find the equation of state
of the gas.

The equation of state

From thermodynamics we know that

p = - (!!..)av T

so here, from (150),

p = +NkT
o1nZ

av
and from equation (143)

NkT
p=+--

V

Therefore

(151)

(152)

(153)pV=NkT

is the equation of state of our assembly.
If we have one mole of a perfect gas its equation of state is

pV=RT

where R is the gas constant per mole. If we compare the last two equations
we see that if our assembly contains one mole of gas (i.e. if N = No,
Avogadro's number) then

Nok=R (154)

as we assumed in our earlier work.
We see therefore that our model of a gas reproduces all the expected

thermodynamic properties of an ideal gas; on the other hand the statistical
treatment gives a great deal more information (notably about the entropy)
than does a purely thermodynamic treatment.

Exercises

Q1 Show that the number of different ways of assigning n; indistinguishable
objects in Wi boxes is given by:

Pi = (n; + Wi - l)!/ni!(wi - I)! (Equation (121»
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(Hint: Represent each object by a circle 0 and lay ni of them in a single
continuous line. Now represent the boxes by inserting vertical bars I at
appropriate places to split off the desired number of objects thus:

CXX)()IOOIOOOOIiO . . . . . . . . · 100010100000

which would correspond to a distribution with four objects in the first box,
two in the second, four in the third, none in the fifth and so on. Notice that
there are only W; - 1 bars, because although each bar creates a box to its right,
the first bar also creates a box to its left. Now calculate the number of
different ways you can do this.)

Q2 (a) What is the total change in entropy when 1 mole of hydrogen at
a pressure PI of 1 atmosphere mixes adiabatically with 3 moles of hydrogen
at P2 = 3 atmospheres and the same temperature? The total volume is
unchanged in the process. (b) What would be the total change of entropy
in analogous circumstances if the gas at 3 atmospheres was helium instead
of hydrogen?

Q3 The quantum energy levels of an object rotating about a given axis of
rotation, whose moment of inertia about that axis is I, are given by:

£j = h2jU + 1)/87? I

where j = 0, 1, 2, 3 .... The symmetry of the object can limit the allowed
transitions but the size of possible energy changes is given approximately
correctly. How does this explain why a monatomic gas shows no rotational
contribution to its specific heat capacity and why a gas of diatomic molecules
shows a contribution from only two principal axes of rotation? (The
interatomic separation in a diatomic molecule is of the order of 10- 10 m while
the diameter of the nucleus is of order 10- 17 m. The mass of the proton is
of order 10-27 kg and that of the electron roughly 2000 times less,
h = 6.6 X 10-34 J s; k = 1.4 X 10~23 J K- 1.)
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Application to gases:
(2) Bose-Einstein and

• • •Fermi-Dirac gases

A Fermi-Dirac assembly

Before we discuss the conditions under which the results of the preceding
chapter are valid it is useful first to derive some properties of a different kind
of gas. This is a gas of particles that obey the Pauli exclusion principle; such
an assembly is said to obey Fermi-Dirac statistics (again named after the
discoverers) as opposed to the Bose-Einstein statistics we have already
considered. Examples of gases that would obey Fermi-Dirac statistics are
a gas of He3 atoms or an electron gas.

If the Pauli exclusion principle applies to the particles we are dealing with,
then only one particle can occupy a particular quantum state. Consequently
our total number of stationary states for the assembly has to be recalculated
taking this into account. As before, we group the quantum energy levels into
groups and consider N particles distributed as follows:

n1 particles in the wI states of energy close to B 1

n2 particles in the W2 states of energy close to 82

. . .
ni particles in the Wi states of energy close to E;

Now we concentrate on the ni particles which are distributed among the
Wi states with energy 8j. Notice that now Wi must be greater than ni because
we cannot have more than one particle per state. We now wish to calculate
in how many ways we can assign n; indistinguishable particles into Wi states
with no more than one particle per state. In other words, in how many ways
can we put ni indistinguishable objects into Wi distinct boxes with no more
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than one in each? We could imagine the Wi boxes in a row and we could
describe a particular distribution by a sequence of Wi Os or Is. A zero means
the box is empty: a one means the box is full. There are thus n; Is and (Wi - ni)
Os. In how many distinguishable ways can we write down a row containing
ni Is and (Wi - ni) Os? The answer is

w.f
WiC = I·

n; ni!(Wi - ni)!

Thus the number of distinguishable stationary states associated with the
ni particles with energy E; is

W.l,.
p-=---­

I n;!(w;-ni)!

and as each of these can be combined with any of the stationary states from
the other levels, the total number of stationary states for the assembly is

Lni=N

" n-e- = EL.J I I

we find quite easily that

II W -'I·
(156)

(157)

This is the Fermi-Dirac distribution function. It differs from the Bose­
Einstein distribution (equation (133» because the denominator contains now
+1 not -1. If in equation (156) we had assumed that Wi» ni we could, by
an approximation similar to the one we made in equation (124), have
written

P
=II (Wj)n,

(158)
n.li ,.

which is just the same as equation (125) and leads to the so-called 'classical'
distribution function expressed by equation (131) or (132). Let us compare
the three distribution functions:

Bose-Einstein

W·I

128

Fermi-Dirac

W·- , .
ni - ea+l3ei + 1 '

Classical

W'I
(159)
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The third is an approximation to both of the first two when ea + f3ei becomes
very large compared to unity.

When do we use these different distribution functions? We answer this
question in the next section.

The different distribution functions

The Fermi-Dirac distribution applies to assemblies of particles which are
subject to the Pauli exclusion principle. Examples of such particles are:
electrons, protons, neutrons and composite particles containing an odd
number of protons, neutrons and electrons, e.g. He3 atoms and so on.

The Bose-Einstein distribution applies to assemblies of the remaining
kinds of particles such as light quanta (photons) and He4 atoms.

Notice that the distribution functions apply to any sets of energy levels
whatever, provided only that the particles can be treated as effectively
independent. When we discuss the properties of an ideal Bose-Einstein or
Fermi-Dirac gas we have to go a step further and specify the energy levels.
The allowed translational energy levels of an ideal gas molecule are the
quantum levels of a particle in a box as given in equation (140) above.

It then turns out, as I have already mentioned, that over a wide range
of densities and temperatures the differences between the ideal Bose­
Einstein, Fermi-Dirac and classical gases are negligible. Why is this, and
what are the conditions of density and temperature that make it true? These
questions can be answered if we recall the original reason for introducing
the different statistics. The Bose-Einstein statistics arose from a considera­
tion of assemblies in which any number of particles could exist in the same
quantum state. Fermi-Dirac statistics on the other hand were developed to
deal with assemblies in which at most only one particle was allowed in each
quantum state. The enumeration of the distinguishable states of the assembly
was then different in the two cases.

However, now suppose that the temperature and density in the assembly
are such that there are accessible to the particles very many more quantum
states than there are particles. Then the probability of finding two particles
in the same quantum state will become exceedingly small so that the
restriction ~ imposed by the Fermi-Dirac statistics, of one particle per state
will make practically no difference. We can therefore expect that under these
circumstances the difference between Fermi-Dirac and Bose-Einstein statis­
tics will disappear.

Now let us see if we can give a numerical criterion for this state of affairs.
To do this, let us first find out what spread of energy would be produced
if we put just one particle into each of the N lowest energy levels available
to the particles of the gas. (These energy levels are the ones specified by
equation (140).) If we have N particles in an assembly of volume V it is not
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difficult to show that in these circumstances all the levels up to Eo will be
occupied where Eo is given byll

_ ~( 3N )213
Eo - 2m 41TV (160)

The symbols here have the same sense as earlier in this chapter. This
expression implies that Eo will be large if the mass of the particles m is small
and if the number of particles per unit volume NIV is large.

At a high temperature T the average energy per particle in the assembly
is of order kT, so we can expect a priori that any energy level between 0
and about kT will be available to any particular particle. Therefore, if
kT» Eo the number of energy states available to each particle will be so large
that the chance of finding two particles in the same level will be very small
indeed. Thus the condition that the difference between a Bose-Einstein and
a Fermi-Dirac gas should be negligible is that kT should be very large
compared to Eo. If we put in the value of Eo and rearrange the terms we
can express this condition as

3N h3

4'nV (2mk1)312 « 1

This requirement is more usually written in the following form which is
identical to the other except for a small numerical factor of no conse­
quence:

N h3

V (27Tmk1)312« 1

This condition will thus tend to be satisfied if the number of particles per
unit volume N/V (i.e. the density of the gas) is small, if the temperature is
high and if the mass, m, of the particles is large.

If the condition (161) is not satisfied then we must use the appropriate
quantum statistics (either Bose-Einstein or Fermi-Dirac) and work out the
properties of the gas without making the 'classical' approximation.

Let us evaluate the quantity

N h3

V (21Tmkn3f2

(which is sometimes called the 'degeneracy parameter' of the gas) for a special
case. Helium is the substance with the lowest boiling point. At 1 K, He4 (this
is the heavier stable isotope of helium) has a vapour pressure of about
10-2 mm mercury, and so the molar volume of the vapour is -107 cm3 .

Consequently the degeneracy parameter for helium vapour in this state turns
out to be -10-4 • Degeneracy effects are thus small and easily masked by
the bigger effects that arise because the vapour is not a perfect gas, Le.
because the helium atoms do in reality interact. For gases other than helium
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degeneracy effects are still smaller and for real gases the classical statistics
are almost always adequate. There are, however, systems which behave like
gases (e.g. the so-called electron gas in a metal) where the quantum statistics
are needed. We shall therefore look briefly at the behaviour of an ideal
Bose-Einstein and Fermi-Dirac gas at low temperatures although without
working out any details.

Some properties of a Bose-Einstein gas at low temperatures

We have already seen how the Bose-Einstein and the Fermi-Dirac distribu­
tions go over to a common 'classical' distribution at high temperatures. What
happens at low temperatures?

Since in a Bose-Einstein gas there is no restriction on the number of
particles which can occupy any energy state it is clear that at 0 K all the
particles must be in the lowest level in order to secure the minimum total
energy of the assembly. This state of affairs can be achieved in only one way
since the particles are to be thought of as indistinguishable, so that permuting
them within a given level produces no new microstates. Thus W = 1 and
S = k In W is zero. Therefore the entropy of the gas at 0 K is zero.

For temperatures above 0 K it is possible to work out the thermodynamic
properties in detail from the distribution function and the energy levels; 12

it turns out that the Bose-Einstein gas behaves in a peculiar way as the
temperature tends to zero at constant density. As the particles begin to 'drop'
into the ground state an effect similar to condensation occurs. This shows
itself in the shape of the isotherms which become horizontal at a certain
density for each temperature. This is referred to as Bose-Einstein condensa­
tion and for each density there is a critical temperature Tc at which the effect
begins and at which the heat capacity undergoes a sudden change of slope
(see Figure 14). The temperature Tc is related to the volume, V, and number
of particles in the gas, N, by the relationship:

h
2

( N ) 2/3

Tc = 27rmk 2.612V
(162)

Tc is often called the degeneracy temperature of the gas. Clearly it is closely
related to the degeneracy parameter defined in equation (161); indeed Tc is
the temperature at which the degeneracy parameter of the gas equals 2.612
(this curious number arises from a definite integral that appears in the
detailed working out of the theory).

To gain a clearer insight into the physics involved here we can compare
the de Broglie wavelength of the particles at Tc with the average distance
between particles (VIN) 1/3. The de Broglie wavelength is defined in terms
of the momentum mv of the particle as: A = hlmv. The kinetic energy
corresponding to this momentum is mv2/2, which expressed in terms of A is
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h2/2mA2 . At temperature Tc' the average kinetic energy of a particle is
roughly 3kTj2 and so from equation (162), we can write for the v'alue of
A at Tc:

3h
2( N )213 h2

41Tm 2.612V :::::: 2mA2

or
V A3
-=-
N 8

This indicates that at the critical temperature for Bose-Einstein condensa­
tion there are quite a number of particles lying within a volume of A3 defined
by their de Broglie wavelength. Their wavefunctions thus strongly overlap.
The Bose-Einstein condensate is then no longer a set of independent
particles: instead the wavefunctions of the individual particles become
coherent with those of their neighbours and we now have collective behaviour
of the whole condensate.

The difficulty in observing Bose-Einstein condensation is that it tends to
be masked by the mutual interaction between particles. Let us suppose that
this interaction has a range ro so that at distances greater than this the
interaction is negligible. If then A« '0, the particles are dominated by the
interaction and quantum effects can be ignored. If, however, A» '0, then
the quantum statistics will dominate the behaviour. Thus the choice of
element and hence '0 determines the degree of cooling (and hence the value
of A) that has to be achieved.

The phenomenon of Bose-Einstein condensation has been seen in a very
weakly interacting collection of rubidium atoms cooled to a kinetic tempera­
ture of about 10-7 K by laser cooling (see below) and held in a suitable
magnetic trap. To demonstrate the effect we need to know how the velocities
of the atoms in the condensate are distributed. This can be inferred from
the shadow cast when the condensate is suitably illuminated; the precise
distribution depends, of course, on the details of the trap but the existence
of Bose-Einstein condensation could, in fact, be inferred from the ex­
perimental data in this way. 13

The principle behind laser cooling is that atoms that absorb a photon are
given a kick in the direction of the photon. Thus if a beam of atoms is directed
towards a laser beam whose frequency WI.. differs slightly from the frequency
of an atomic transition WA, those atoms whose velocity is just right to bring
the Doppler shifted frequency into resonance will tend to absorb photons
from the laser. The photons emitted by the excited atoms go in random
directions so that there is a general slowing down of the atoms in the laser
direction. By suitable arrangements of the frequency and geometry of the
lasers this method can be used to slow atoms sufficiently to hold them in a
magnetic trap. Further cooling can then be achieved because particles of
higher than average energy can be ejected from the trap, so further cooling
the remainder.
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Hydrogen in gaseous form tends to exist only as diatomic molecules, but
in 1979 it was found that atomic hydrogen could be kept for several minutes
at low temperatures in a container whose walls were coated with a film of
liquid helium. Although not yet fully realised, atomic hydrogen has great
potential as a quantum system because of its high degeneracy temperature
and small range of interaction roo

Bose-Einste\n condensation is also thought to be involved in the strange
properties not of a gas, but of a liquid, liquid He4 , as we shall discuss in
Chapter 14.

Some properties of an ideal Fermi-Dirac gas

In a Fermi-Dirac assembly only one particle may occupy each non­
degenerate energy level. Some of the simpler consequences of this for an
ideal gas can be deduced without doing a detailed calculation of its
properties.

Consider first the absolute zero. The minimum value for the energy of
the gas is obtained when all the lowest allowed translational energy levels
are filled with particles (one particle to each level). Thus if there arc N
particles, the lowest N energy states are occupied. We have already seen that
under these conditions all the energy states up to a value Eo are occupied
where Eo is given by the expression:

_ h2( 3N )213
Eo - 2m 41TV (112)

Eo is the energy of the highest occupied state so that the average energy per
particle at 0 K must be less than this. If the energy levels were distributed
uniformly in energy the mean energy would be Eo/2 but because the number
of levels in a given energy range varies as VE(see equation (142»), the mean
energy at 0 K turns out to be 3£0/5. This can produce a very appreciable
zero-point energy for the assembly if the density of the gas is high (i.e. jf
the energy levels are significantly separated from each other).

Since at 0 K there is precisely one particle in each of the lowest N quantum
states it is clear that there is one and only one way of achieving this
arrangement with indistinguishable particles. Therefore W = 1 and S =o.
Thus at the absolute zero the assembly has zero entropy.

At very high temperatures (for a given volume kT» Eo) we know that
the Fermi-Dirac and Bose-Einstein distributions go over to the classical one
and all three have the same expression for the entropy, already given in
equation (144).

At low temperatures but above the absolute zero we can also say
something about how the Fermi-Dirac gas behaves; suppose that kT« Eo.
It is clear that the restriction whereby we can have only one particle per
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quantum level severely limits the effect of a small amount of thermal energy.
Those particles which are in low-lying energy states (Le. those whose energy
differs from Eo by some quantity much greater than kT) will not be affected
by the thermal energy for the following reason. At temperature T, each
particle may receive on the average an energy of about kT in addition to
its zero-point energy. However, if there are no empty levels for the particle
to go into at the new value of the energy, it cannot receive this additional
thermal energy. If it did it would have to go into a level already occupied
which, in such an assembly, is forbidden by the exclusion principle.

Thus only those particles which lie within an energy range of about kT
of Eo can accept the thermal energy. The fraction of particles affected is thus
-kT/Eo and so the actual number of particles affected is -NkT/Eo. Since
each of the excited particles receives an additional energy of kT the thermal
energy of our assembly at temperature T is

UT-N(~:)kT

So the heat capacity, Cy, is given by

c,"'y = (aUT) =2Nk(~)
aT y Eo

in the temperature region where kT« Eo. If the detailed calculations are
made these show that the true expression for Cy is

7?- (kT)Cv=-Nk -
2 Eo

The important point is that (,'v is linear in T at these temperatures and of
order R(kTIEo) for one mole.

If we deduce the entropy from the heat capacity we get

S =Cv = -r? Nk( kT) (165)
2 Eo

The internal energy and heat capacity of an ideal Fermi-Dirac gas are
shown as a function of reduced temperature (T/Tc) in Figures 12 and 14. (Tc
is defined in equation (162).) For comparison the same quantities are also
plotted for a Bose-Einstein and classical gas at the same density. In Figure
13 a comparison is made between the translational entropy of a Fermi-Dirac
gas and that of a Bose-Einstein gas at the same density. You see that both
curves start from zero at 0 K but in different ways. You also see that at high
temperatures both curves merge into each other and into that of a 'classical'
gas which is also shown in the figure. The entropy of the classical gas is
calculated from the Sackur-Tetrode equation; the entropy so calculated
diverges at 0 K and goes off to minus infinity. However, the important point
here is that although the Sackur-Tetrode equation fails at low temperatures
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Figure 12 Energy of Bose-Einstein, Fermi-Dirac and classical gas (all at the
same density) as a function of the reduced temperature (Tffc).

nevertheless at high temperatures (the criterion for 'high' and 'low' has
already been discussed) it gives correctly the entropy of a gas with reference
to its true value at 0 K.

All real gases, insofar as they approximate to ideal gases, must be either
ideal Bose-Einstein or ideal Fermi-Dirac gases or mixtures of the two. The
Sackur-Tetrode equation is valid where, and only where, it gives the same
answers as the correct Bose-Einstein or Fermi-Dirac treatment.

Exercises

01 A gas consists of three atoms with access to three distinct quantum states
of the same energy. How many distinguishable microstates of this gas can
be formed from these quantum levels for:
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Figure 13 The entropy SIR as a function of the reduced temperature (Tffc)
for a Bose-Einstein, Fermi-Dirac and classical gas, all at the same density.

(a) a classical gas, in which the atoms are distinguishable;
(b) a Fermi-Dirac gas, in which the atoms are indistinguishable but only

one atom can be in each state;
(c) a Bose-Einstein gas in which the particles are indistinguishable but

there is no restriction on occupation number.

02 What is the root mean square speed of a collection of atoms of atomic
weight 85 whose kinetic temperature is 10-7 K?

03 The Fermi energy of the conduction electrons in metallic lithium is
4.7 eV measured from the bottom of the conduction band, Approximately
what fraction of these electrons are excited thermally at 300 K? Estimate
roughly the specific heat capacity of 1 mole of these electrons at 10 K.

04 What is the ratio of the Fermi energy of a fully degenerate gas of
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Figure 14 The heat capacity as a function of reduced temperature (TlTe) of a
Fermi-Dirac, Bose-Einstein and classical gas, all at the same density.

non-interacting electrons to that of a similar gas of non-interacting neutrons
in the same volume? Why is this important in the formation of neutron stars?
(The ratio of the mass of the neutron to that of the electron can be taken
as 2000.)

137



13

Fluctuations and Maxwell's
demon

What we have said so far about statistical mechanics applies strictly only to
assemblies whose energy, E, and volume, V, are fixed and in which the
number of particles, N, is fixed. Suppose, however, that we take an assembly
with given values of E, V and N and place it in a constant temperature bath
at the same temperature as that of the assembly. We now allow the assembly
to exchange energy with the bath (Le. we replace the condition that E is to
be constant by the condition that the assembly is to be maintained at an
equivalent constant temperature). Then it can be shown that the thermo­
dynamic properties of the assembly are essentially unchanged provided that
N is large, Le. that the assembly is of large-scale dimensions in the
thermodynamic sense. Likewise, if we replace the condition of constant
volume by the condition of constant pressure (with the pressure so chosen
as to maintain the density in the assembly unchanged), again we find that
for large assemblies the thermodynamic properties are not altered. Indeed,
it is not difficult to formulate a statistical treatment to deal with assemblies
at constant temperature or constant pressure or constant chemical potential
instead of at fixed E, V and N, and from this treatment to show that their
properties under corresponding conditions are identical, if N is large
enough.

If, however, we consider smaller assemblies or small parts of a large
assembly we can expect to find that the properties of these small systems
are not then the same under these different conditions. In fact, we may then
expect that certain properties which would be effectively independent of time
in the large assemblies become time dependent in the small ones. For
example, suppose that we have a gas at a certain temperature and we mark
off in space a certain small volume. If the volume is small enough the number
of particles inside it will change appreciably from instant to instant and we
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shall have density fluctuations. Likewise the amount of energy enclosed by
the volume will vary from instant to instant and we shall have energy
fluctuations. If the volume we are considering becomes so small that it is
comparable to the volume per molecule of the assembly then clearly
sometimes it may be entirely empty and sometimes it may contain several
molecules. Under these circumstances the fluctuations are very large indeed.
Over a long period of time the average density and energy in the small volume
will, of course, be the same as in the whole gas.

Other examples of fluctuations are the irregular spontaneous movements
of tiny particles of material suspended in a liquid. The irregular movements
arise because the particles in the liquid are not subject to a uniform pressure
from all sides; because they are so small sometimes more and sometimes
fewer molecules strike them from one side than from the other. This causes
the particles to move about in the liquid quite randomly. These movements
can be observed with a suitable microscope and are called 'Brownian
movement' after the botanist Brown who first observed them. Noise in
electrical circuits which arises from the random thermal motion of electrons
in the conductors composing the circuits is another example of flucta­
tions.

Statistical mechanics can make some predictions about fluctuations of this
kind in small assemblies under equilibrium conditions. In general these
predictions refer to the total mean square deviation of the quantity (for
example, density or energy) from the mean value. If you try to measure
fluctuations, however, you find that the magnitude of the departures from
the mean depends on the time response of the apparatus you use to make
the observation. For example, if you try to measure the fluctuations of
electrical potential across the ends of an electrical conductor maintained at
constant temperature the mean square fluctuations of voltage depend directly
on the band width of the instrument used to measure them. Generally
speaking, therefore, measurements of fluctuations take us into the realm of
the time dependence of the properties of a system and lead us quite beyond
the scope of conventional statistical mechanics.

A different aspect of fluctuations was considered by Maxwell in relation
to the second law of thermodynamics. Imagine a gas in a vessel at a uniform
temperature. 'Now let us suppose', says Maxwell,14 'that such a vessel is
divided into two portions, A and B, by a division in which there is a small
hole, and that a being, who can see the individual molecules, opens and closes
this hole, so as to allow only the swifter molecules to pass from A to B, and
only the slower ones to pass from B to A. He will thus, without expenditure
of work, raise the temperature of B and lower that of A, in contradiction
to the second law of thermodynamics.' This 'small but lively' being which
was invented by Maxwell was called by Thomson (Lord Kelvin) a 'demon'
and is nowadays referred to as Maxwell's demon.

From this argument Maxwell sought to demonstrate that the second law
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of thermodynamics has only statistical certainty. However, Brillouin,15
following earlier work by Szilard, has shown that if the demon himself is
subject to the laws of physics (in particular the quantum theory) the
operations necessary to detect the fast molecules cause an increase in entropy
sufficient to offset the decrease in entropy which the demon is trying to bring
about in the gas. This kind of argument is probably quite general and would
therefore lead to the following generalisation: it is impossible, even in
principle, to exploit fluctuations in a systematic way so as to violate the second
law of thermodynamics.

The important point here is that we cannot use fluctuations systematically
to violate the second law. However, it is possible in principle that large
fluctuations could occur purely by chance, even fluctuations that are large
enough to bring about macroscopic changes. However, these are so
improbable that for almost all purposes we can regard them as impossible.
In principle, however, they could occur and that is why it is correct to say
that the second law of thermodynamics has only statistical certainty.

The recurrence paradox

Boltzmann, as we have seen, showed how thermodynamic properties, in
particular entropy, could be deduced from the mechanical properties of
assemblies. The laws of mechanics, however, show that any closed conserva­
tive mechanical system must in time return to a state close to its (arbitrary)
starting condition; moreover in principle it can do this indefinitely often. So
it follows from our mechanical interpretation of entropy that the entropy too
must undergo cyclic changes and so cannot, as we assume in thermodynamics,
continually increase. This is the so-called recurrence paradox.

The paradox is resolved by recognising that in principle the entropy of
an isolated system can indeed decrease, that it, too, is subject to fluctuations.
However, when we consider the probabilities involved it is soon clear why
we never encounter violations of the second law. Boltzmann, after emphasis­
ing that spontaneous changes from disordered to ordered states are
conceivable, put the matter thus: 16

One should not however imagine that two gases in a Ib-litre container,
initially unmixed, will mix, then separate again after a few days, then mix again,
and so forth. On the contrary, one finds ... that not until after a time
enormously long compared to 101010 years will there by any noticeable unmixing
of the gases. One may recognise that this practically equivalent to never, if one
recalls that in this length of time, according to the laws of probability, there
will have been many years in which every inhabitant of a large country
committed suicide, purely by accident, on the same day, or every building
burned down at the same time - yet the insurance companies get along quite
well by ignoring the possibility of such events.
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Exercises

Ql Give two examples of (a) macroscopic parameters that characterise
large-scale transport properties of a physical system (the transport can be
of heat, material or electricity) ; (b) microscopic quantities that characterise
such properties. (Hint: think, for example, of quantities in the kinetic theory
of gases.) (c) Contrast the latter with the microscopic quantities that
characterise the statistical mechanics of a system.
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The third law of thermodynamics

Entropy at low temperatures

The third law of thermodynamics shows that the absolute zero is the natural
origin from which to measure entropy. Consequently the concept of entropy
is closely bound up with the approach to absolute zero. For this reason we
shall first consider how the law can be stated and what it implies and then
turn to the problem of producing and measuring low temperatures.

The third law in its earliest form was formulated by Nernst (1864-1941)
in 1906 (it is sometimes called the NerDst heat theorem) and has subsequently
been refined and clarified, notably by Simon (1893-1956). Nernst was very
proud of his achievement in formulating what he referred to as 'my law'. He
noted that there were three people associated with the discovery of the first
law, two with the second and only one with the third. From this he deduced
that there could be no further such laws.

For a long time the third law was a highly controversial topic. For example,
here is a quotation from a paper of 1932:

We reach therefore the rather ruthless conclusion that Nernst's Heat Theorem
strictly applied mayor may not be true, but is always irrelevant and useless
- applied to 'ideal solid states' at the absolute zero which are physically useful
concepts the theorem though often true is sometimes false, and failing in
generality must be rejected altogether. It is no disparagement to Nernst's great
idea that it proves ultimately to be of limited generality.'

(Fowler and Stern on Statistical Mechanics and Entropy.)

Or as the Ruhemanns I described the situation: 'In the controversies which
ensued the opponents of the third law gradually separated into two groups:
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those who held that the law was true but inapplicable and those who
maintained that though applicable it was false.'

The third law is no longer controversial; now that it is more fully
understood the relative importance of different aspects of it has changed.
Nevertheless jt remains a valuable unifying principle and a useful guide in
thinking ahout low temperature phenomena.

Let me state the law in its most unqualified form: the en.tropy ofall systems
and of all state.5 of a system is zero at absolute zero.

Stated thus baldly, it would give rise to all the old arguments and criticisms.
As we shalJ sec, it has to be qualified to make it accurate, universal and
useful, but this gives the essential meaning of the law.

In this statement the important thing is not that the value of the entropy at
OK is zero but that it is the same for all systems or states of a system. You could
give this entropy any value you pleased but since it would have to be the same
for all systems and since its value would be cnLirely arbitrary, it is obviously
simplest to put it equal to zero. We shall now look at the implications of this
statenlent of the third la\v and see how it must be modified.

In discussing the statistical approach to entropy \\le noted that there \\-'ere
many different contributions to the energy of molecules: translational,
vibrationaL rotational, electronic, magnetic and so on. In a similar way we
Inay think of separate contributions to the entropy of an assembly of
molecules. Insofar as these contributions to the energy of an assembly arc
independent of each other, the corresponding contributions to the entropy
of the assembly may be thought of separately. In this way we arc led to talk
about the vibrational entropy,. the configurational entropy or the entropy of
mixing of an assembly. If the assembly we are thinking of contains different
kinds of particle - for example, the different kinds of atoms in an alloy or
mixture of gases, or the electrons and ions in a metal - these too lnay
sometimes be thought of as contributing separately to the total entropy. Thus
we may have the nuclear spin entropy or the entropy of the conduction
electrons in a metal and so on.

The third law can be applied to each of these contributions separately and
this is very important. As we shall soon see~ the positive assertions of the
third law can only be applied to statc5 between which reversible changes are
possihle (this is similar to the condition for being able to rncasure the entropy
difference bet\veen these statcs). Therc are, however, many changes that
cannot be made reversibly at low temperatures and about which the third
la\\~ can in consequence make no positive assertion. However, because the
entropy (;ontributions can be separated, the law can still be applied to other
properties of the saJne system where reversible changes are possible.
Examples will make this clear below,. but first let us consider how the entropy
of some systenls (in which reversible changes are possible) tends towards zero
as the temperature approaches absolute zero. We shall consider only an
outline of their behaviour in qualitative terms but this is enough to show how
varied and sometimes ho\v astonishing this behaviour is.
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Superconductivity

Many metals and alloys abruptly lose all their electrical resistance at low
temperatures and are said to become superconducting. Moreover the
resistance can be restored by the application of a suitable magnetic field. In
so-called type I superconductors, there is not only the vanishing of the
resistance at the transition temperature Tc ' but also, if the metal is in a
magnetic field, the expulsion of all magnetic flux from inside the metal. This
second effect, which is named after its discoverer and called the Meissner
effect, shows that this superconducting state is a true thermodynamic state,
which is independent of the path by which the metal arrives at it. In this
it differs from a metal which has only the property of zero resistance, for
which the magnetic state does depend on the path that leads to it.

Other metals or alloys (known as type II superconductors) show more
complex behaviour and may show only a partial Meissner effect. More
recently ceramic based materials have been found to show superconductivity
at much higher temperatures than conventional superconductors. Some
transition temperatures are shown for comparison in I'able 8.

How does superconductivity come about? There may be more than one
mechanism but a theory which explains what I have called conventional
superconductivity was formulated in 1957 by Bardeen, Cooper and Schrieffer,
(now called the BCS theory). The basic idea in this is that the conduction
electrons interact with the lattice vibrations in such a way that pairs of
electrons (Cooper pairs) are coupled together and in cooperation with other
such pairs can reduce the free energy of the electrons below that of the
comparable normal electron gas.

In simplified classical terms, the mechanism is as follows: an electron
moving through the lattice of positive ions attracts to itself neighbouring ions
through the mutual Coulomb attraction and sets them in motion towards the

Table 8 Some superconducting transition temperatures

Substance

(conventional)
Al
tlg
Pb
Nb
NbSn3

(High Tc:)
La2-xSrxCu04
YBa2Cu307
TI2Ca2Cu,J°lo

1.14
4.15
7.19
9.50

18.05

38
92

125
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instantaneous position of the electron. The ions are constrained by the
restoring forces acting on them to vibrate about their positions of equilibrium
and so the electron sets up an oscillatory positive charge in its wake. A second
electron with the right momentum and phase is attracted to this region of
excess positive charge to lower its own potential energy. If the two electrons
are to interact over a substantial period of time, the two electrons must travel
along the same line; it turns out that the electron pairs that do so are those
of opposite momenta and of opposite spin. Other electron pairs can act
similarly to enhance the effect and in a cooperative way lower their energy.
The electrons involved must thus move in step in a highly organised manner
to maintain this reduction in energy. We assume in what follows that the
properties of the lattice are largely unchanged by the behaviour of the
electrons and it is the electrons alone that determine any change in the free
energy of the metal.

Consider the difference in free energy aF = aE - TaS between the
ordered electrons and the randomly directed, normal electrons. If this
becomes negative, the supercondueting state has a lower free energy than
the normal state and thus becomes the stable state. We have seen that the
transition to superconductivity involves a reduction in the internal energy E
(aE negative) but it also involves an ordering process which therefore reduces
the entropy S (~S also negative). The TaS term thus acts to raise the free
energy of the superconducting state and there is a competition between the
aE and the TaS terms. The TaS term tends to diminish and aE to increase
as T is reduced and so at low enough temperatures aE wins: the
superconducting state becomes the thermodynamically stable state.

The thermoelectric power of a metal measures the entropy transported
by the conduction electrons. It vanishes in a superconductor, which
demonstrates that the superconducting electrons have zero entropy. What
happens to the entropy of the conduction electrons in a superconductor is
thus: at Tc a fraction of them become ordered and lose all their entropy.
As the temperature is lowered further, this fraction increases until all of them
have zero entropy at absolute zero.

If we start at a very low temperature with all the electrons in the ordered
superconducting state, it is clear that to excite an electron out of this
cooperative state we must break up a Cooper pair and this will require
substantial energy. Call this E. When we raise the temperature of the metal
the probability of finding such energy will vary with a Boltzmann-type factor
as exp( -e/kT) and so, because of the dominance of the exponential, the heat
capacity and entropy will also vary in this way. At higher temperatures the
temperature dependence will alter as more and more electrons return to the
normal state.

The reasons for the vanishing of the electrical resistance is linked to the
cooperative nature of the superconducting state. In the normal state individual
electrons are easily scattered (in classical language deflected) by impurities and
lattice vibrations and so produce resistance. In the superconducting state the
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cooperating electrons form a large coherent unit, which moves bodily through
the metal to carry the current. This unit cannot be scattered unless a major
part of it is disrupted. The coherent unit can adjust to macroscopic changes of
direction in the conducting wire but is not disrupted by single impurities or
perturbations on the atomic scale; moreover, the superconducting electrons
short-circuit all the rest and so no resistance is seen.

Liquid He3

If He were a normal substance it would, when cooled, condense to form a
solid at its triple point. In fact because of its small atomic mass, the condensed
phase has a large zero-point vibrational energy (see page 106). Moreover,
because the crystalline form is considerably denser than the liquid its zero
point energy tends to be higher and so the crystal does not form at pressures
at which the liquid and vapour are in equilibrium. It requires a very much
higher pressure to force the liquid to crystallise and so there is no normal
triple point. Figure 15 shows schematically the general shape of the phase
diagram of both isotopes of helium at low temperatures and it shows that
the liquid can persist down to the lowest temperatures.

How does this liquid behave? He3 atoms have a resultant spin 1/2 and obey
Fermi-Dirac statistics. Over a wide range of temperatures the liquid behaves
rather like a weakly interacting Fermi-Dirac gas. The reason for this weak
interaction is that in a degenerate Fermi-Dirac fluid the possibilities of
interaction are severely restricted by the Pauli exclusion principle; this follows
from an argument similar to the discussion on page 134 leading to equation

SOLID

LIQUID

TEMPERATURE

Figure 15 Schematic phase diagram of He3 or He4•
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(163). Because, however, the He3 atoms do interact with each other, they
do not behave precisely as free particles but act as if the interaction enhanced
their mass; the degeneracy temperature of the liquid is correspondingly
lowered. At zero pressure, the effective mass of the liquid He3 atoms is about
twice the mass of the free atom and at high pressures near to the
crystallisation pressure almost five times as big. The entropy of the liquid
thus behaves rather like that of an ideal gas with an enhanced mass, with,
of course, an important contribution from the nuclear spins, as we discuss
below in the section on the melting curve.

The behaviour of the liquid as a quasi-ideal Fermi-Dirac gas, does not,
however, persist down to the lowest temperatures. At about 1 mK (lO-:r K)
the liquid undergoes a phase change to a superfluid phase, that is, a liquid
whose normal viscosity vanishes and which can flow through channels without
suffering any resistance. This is in some ways analogous to superconductivity
but with uncharged particles. This phase, the A-phase, exists over only a
small temperature range and is highly anisotropic; at still lower temperatures
it gives way, with a small latent heat, to a second superfluid phase, the
B-phase, which is almost .isotropic in its properties. Both these transition
temperatures depend on pressure and on magnetic field. The phase diagram
of liquid He3 in this region, in zero magnetic field, is shown schematically
in Figure 16.

The explanation of this transition to superfluidity has some analogy with
the BCS theory of superconductivity but with important differences. The
mode of interaction in this liquid of neutral atoms cannot be through the
Coulomb force as with electrons: it comes about through the nuclear spin
which gives to each atom a small magnetic moment and gives rise to so-called
exchange forces. As an He3 atom travels through the liquid its spin causes
interaction with the spins of nearby atoms and tends to make them point in
the opposite sense to that of its own (antiferromagnetic coupling). It thus
leaves a wake of partially polarised spins so that a second atom of the same
spin as the first is able to usc this environment to lower its own energy. In
this way magnetic polarisation leads to an attraction between pairs of He3

atoms and this interaction multiplied up by the cooperative effect of other
pairs leads to a coherent long range interaction of many atoms, similar to
that of electrons in a superconductor. The interaction via the spins, described
above, leads to pairing of atoms with parallel spins and so to pairs with a
total spin S = 1, rather than the anti-parallel spins of electron pairs in BCS
superconductors. The pairs also have a resultant angular momentum with
L = 1, which is often referred to as p-wave pairing. As in superconductors,
a fraction of the material in this way acquires zero entropy and this fraction
grows as the absolute zero is approached.

It must also be mentioned that there is a non-magnetic mode of interaction
between He3 atoms that leads to a mutual attraction and contributes to the
superfluid state. Nonetheless what we have already seen of the spin­
dependent interaction in liquid He3 explains why the transition temperatures
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Figure 16 Approximate phase diagram of liquid He3 in the mK range of
temperatures to show the superfluid phases in zero magnetic field.

and properties of the superfluid depend on the applied magnetic field. In
addition to this, a small magnetic field produces a third phase, called AI,
which exists only in the presence of such a field.

It is clear from this brief outline how subtle and varied are the orderin~

processes whereby the entropy tends to zero as absoJute zero is approached.
We turn now to a further example, liquid He4 .

Liquid He4

Like liquid He3 and for the same reason, liquid He4 persists down to the
lowest temperatures and it too has unusual properties. At a certain
temperature, depending on the pressure, the heat capacity of the liquid
behaves in a very strange way; it is illustrated in Figure 17. The shape of
this curve resembles the Greek letter A and the temperature at which the
heat capacity changes abruptly is called the A-point. Below this temperature
the liquid becomes a superfluid.

This large anomaly in the heat capacity of the liquid is associated with
a rapid decrease of its entropy with falling temperature (see Figure 18) and
so we may think of it as due to some sort of ordering process. It is a
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Figure 17 The A-point in liquid He4• The curve shows the heat capacity of
the liquid (under its saturated vapour pressure) as a function of temperature.

cooperative interaction involving many atoms and so cannot be treated by
the statistical mechanics that we have used which apply only to weakly
interacting atoms or molecules. However, the A-phenomenon is related to
the behaviour of a simple Bose-Einstein gas. Such a gas, as we have already
seen, undergoes a 'condensation' at a certain critical temperature Tc
depending on the density of the gas. An assembly of He4 atoms obeys
Bose-Einstein statistics and although at the density of liquid helium there
must be strong interactions between the atoms, it is of interest to compare
the actual liquid with an ideal Bose-Einstein gas of the same density. The
A-point of liquid He4 in equilibrium with its vapour occurs at 2.19 K whereas
Tc for a Bose-Einstein gas of He4 atoms at the same density is 3.14 K, which
is not very different.

There is a stronger reason for thinking that the A-point is associated with
the Bose-Einstein statistics and that is that liquid He3, as we have seen, shows
nothing comparable to the A-phenomenon and certainly no superfluidity in
the comparable temperature range.

Incidentally, part of the reason why we have made more progress in
understanding superfluidity in He3 than in Hc4 (even though this was
discovered almost fifty years earlier) is that, because of the Pauli principle
that acts to reduce markedly the possible interactions between its atoms, He3

atoms can be treated as weakly interacting at densities and temperatures
where He4 atoms cannot.

Mixtures

Consider a mixture of two isotopes or of two different elements and assume
that it remains in true thermodynamic equilibrium down to the lowest
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temperatures. If the mixture is to obey the third law its entropy must tend to
zero with the temperature, i.e. it must form some sort of ordered arrangement
as T tends to zero. This can happen in several possible ways:

(i) On cooling the mixture, the mixture may separate into two distinct
phases, one isotope or element being predominantly concentrated in one
phase and the other isotope concentrated in the other. On cooling to
the absolute zero, we might then expect to find two separate phases,
each completely ordered. Phase separation has, for example, been
observed in solid He3-He4 mixtures and is found in metallic alloys,
although the process of separation "tends to become very slow as the
temperature is lowered.

(ii) In a mixture of two liquids it is possible for the contributions to the
entropy to vanish without phase separation. In liquid He3-He4 mixtures,
phase separation occurs over most of the concentration range but in
mixtures containing less than a few percent of He3 no phase separation
occurs. These properties are important for the He3-He4 dilution
refrigerator (see Chapter 15).

(iii) In a crystalline solid, the mixture can form an ordered arrangement in the
lattice, a process that has been observed in alloys. Consider the simplest
case in which there are equal numbers of two kinds of atom, A and B,
say. At low temperatures an ordered array is formed in which A atoms
and B atoms alternate in the lattice. At higher temperatures a disordering
process begins and at very high temperatures the two kinds of atom are
randomly distributed on the lattice sites. This process is a cooperative one
(i.e. the behaviour of one atom influences and is influenced by that of the
others) and is referred to as an 'order-disorder' transition.

The entropy associated with the fully disordered alloy, needed in the
calculation of its free energy, can be found as follows. Consider N atoms of
the alloy, made up of nl atoms of metal A and n2 atoms of metal B with
nl + n2 = N. The two kinds of atom are distributed at random over the lattice
sites and we wish to write down the number of distinguishable ways P in
which this can be done. If all the atoms were different P would be N!. In
fact, however, there are nl identical A atoms and n2 identical B atoms.
Therefore to each different arrangement of B atoms there are nl! arrange­
ments of the A atoms that are indistinguishable. Likewise to each different
arrangement of A atoms there are n2! indistinguishable arrangements of B
atoms. Finally therefore:

p= N!
n 1!n2!

So, since S = kin P .. we find from Stirling's approximation:

Sk = N In N - nt In n 1 - nzln n2
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(having cancelled the linear terms). Putting N = nl + n2 in the coefficient of
InN, we can write this as:

S nl n2
-= -n l ln--n2 In -
k N N

or for 1 mole of alloy (N = No, Avogadro's number, and Nok = R):

S
R = -x1lnxj -x2 lnx2

where Xl and X2 are molar concentrations. This result can readily be
generalised to any number of components.

The fully disordered arrangement may persist down to the lowest
temperatures because diffusion becomes so slow that the atoms cannot
achieve their true equilibrium configuration. This true equilibrium configura­
tion, if it could be reached, would consist of an ordered alloy or, depending
on the composition, a mixture of ordered alloys (including the special case
of pure components). These would satisfy the third law and have zero
entropy. We discuss these· non-equilibrium states more fully below.

Entropy differences

We can look at the third law in a slightly different way by examining the
difference in entropy of two states of the same system at the same
temperature. If the path between them is reversible, the third law demands
that these differences should tend to zero as the absolute zero is approached.
Here are some examples.

The thermal expansion coefficient

The (volumetric) thermal expansion coefficient is defined as (l/V)(aV/aT)p.
But

(166)

by a Maxwell transformation. Now the right hand side of this equation
measures the rate of change of entropy with pressure at constant temperature.
If the entropy difference due to a small isothermal pressure difference is to
tend to zero as T ~ 0, then (as/ap)Tmust tend to zero. Thus the coefficient
(aVlaT)p must likewise vanish as T ~ 0, and so must the thermaJ expansion
coefficient. One deduction from the third law is therefore that the expansion
coefficients of solids and liquids must vanish at the lowest temperature. This
is confirmed by experiment.
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The magnetic susceptibility

If M is the magnetic moment of a substance in a magnetic field B at
temperature T, a Maxwell transformation shows that

( ~~) 8 = (:~) T (167)

By the third law of thermodynamics (aSlaB)T must vanish as T -;> O. Thus
(aMliJT)B must also vanish.

The magnetic susceptibility of many paramagnetic insulators obeys the
Curie law. The magnetic susceptibility X is defined by the relation M = XH
where H = BIp,J.Lo. In the weak paramagnetic materials with which we deal
p, can be taken as unity; /Lo is defined, in the M.K.S. system, as 41T x 10-7

(newton/ampere2). For a material that obeys the Curie law, X = ciT where
c is a constant. For these substances therefore:

(
OM) cB
aT 8 = - IJ.o T2 (168)

and as T -;> 0, this, far from going towards zero, tends to infinity. Thus the
third law implies that at low enough temperatures the Curie law must fail.
Physically this means that the magnetic dipoles which give rise to the magnetic
moment M must interact with each other and at low enough temperatures
this interaction must alter the magnetic properties of the substance. This is
indeed found experimentally. The Curie law holds only at temperatures so
large that the thermal energy of the elementary dipoles is much greater than
their mutual interaction energy: at sufficiently low temperatures, some sort
of ordering process is found to occur (e.g. a transition to a ferromagnetic
or antiferromagnetic state).

The melting curve

According to the Clausius-Clapeyron equation, the slope of the melting curve
is related to the entropy change as and the volume change av on melting
by the equation:

dp
-

dT
as
av (169)

At constant pressure, melting is an isothermal process. According to the third
law the entropy difference between the solid and liquid form of a substance
at the same temperature must tend to zero as T ;> O. As we have seen, both
He4 and He3 form liquids that exist down to the lowest temperatures (cf.
Figure 15). Under suitable pressures the liquid and solid exist together at
these low temperatures and the behaviour of as can be studied. According
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to the third law as must vanish as T -=> 0 so that, unless av also vanishes
(this is not so for either isotope), the slope of the melting curve dpldT must
also vanish. Let us compare what happens in the two helium isotopes.

Solid He4 behaves more or less normally at low temperatures. On the other
hand, as we have seen, the liquid has unusual properties. Figure 18a shows
how the entropy of the solid in equilibrium with the liquid and the liquid
in equilibrium with the solid go towards zero as the temperature tends
towards absolute zero. The melting curve is shown in Figure 18b and you
can see that it quickly becomes flat below the A-point. There is in fact a small
minimum in this curve around 0.7 K but there is every reason to suppose
that it remains essentially flat down to the absolute zero.

At temperatures below about 1 K, the solid and liquid have such small
entropies that there is almost no latent heat of solidification and all the energy
involved in the process is in the form of the work done in reducing the volume
from that of the liquid to that of the solid. The relative stability of solid and
liquid is here determined simply by the mechanical criterion: which has the
lower energy? In this region the free energy is essentially the same as the
internal energy and the process of freezing and melting is a mechanical one.

He3

Liquid He3 is so different from liquid He4 that the melting curve of He3 is
bound to differ substantially from that of He4. However, the solid He3 too
plays a quite different role because the nuclear spin gives it an additional
entropy of Rln2 (the nuclear spin of He3 is 1/2), which remains until magnetic
ordering of the nuclear spins begins at around 10 mK. Below 1 K the entropy
from the lattice vibrations is small enough to be ignored.

The entropy of the liquid at temperatures above the superfluid transition
is similar, as we have seen, to that of Fermi-Dirac gas with a characteristic
temperature TF of about 1 K (five times smaller than that of an ideal gas of
He3 at the same density). The entropy here consists of a component due to
the motion of the atoms and a component from the spins.

The entropies of solid and liquid in mutual equilibrium are shown
schematically in Figure 19(a). From this it is clear that the entropy of the
liquid equals that of the solid at about 0.3 K and becomes smaller at lower
temperatures. Thus the entropy difference as = Sliquid - Ssolid is positive
above 0.3 K and negative below it. Since ~V, the volume difference between
liquid and solid, remains roughly constant and positive throughout, it follows
from the Clausius-Clapeyron equation:

dp ~s
-=-
dT av
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Figure 18 (a) The entropy diagram of liquid and solid He4 at low
temperatures. (b) The corresponding part of the melting curve of He4 •

that the slope of the melting curve must be positive at high temperatures and
become negative below 0.3 K i.e. the melting curve must go through a
minimum. This is indeed found (Figure 19(b». Consequently, if you start
with liquid He3 at the pressure and temperature corresponding to the point
A. say, and warm it at constant pressure, it first solidifies (at B) and then
melts again (at C). The idea that you can add heat to a liquid and cause it
to freeze is a strange one. Usually you add heat to a solid to melt it because
the liquid has a higher entropy than the corresponding solid. Generally this
is true because the molecules in the liquid are spatially more disordered than
in the solid. However, in He3 at these low temperatures the nuclear spin
entropy is decisive and, because the nuclear spins are more disordered in
the solid than in the liquid, the solid here can have the greater entropy.

In the case of He3, the melting curve, at least in this temperature range,
does not of itself provide a test of the third law but does bring to light this
unexpected behaviour of the entropy.
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Figure 19 (a) The entropy diagram of liquid and solid He3 below 1 K. (b) The
corresponding part of the melting curve of He3.

Heat capacities near the absolute zero

Consider first a system at fixed volume; the difference between the entropy
of the system at temperature T and its value at 0 K is given by

iT Cy
ST-SO= -dT

o T

where ('y is the heat capacity at constant volume. According to the third
law the constant So is zero; as I stressed earlier, any finite value for So would
do, but since it is to be the same for all systems and since its value is at our
disposal zero is the obvious choice. Therefore to satisfy the third law the
integral on the right-hand side of the equation must be finite. (This must be
true if So is to have any finite value.) If, however, Cv remained constant down
to the absolute zero, this integral would diverge. Indeed, if the integral is
to remain finite the specific heat must tend to zero as T -+ O. We therefore
deduce from the third law that Cv for all substances must tend to zero at
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the absolute zero. A similar argument applies to Cp , the specific heat at
constant pressure.

We have already seen in our statistical treatment of the heat capacities
of some simple models of solids and of the ideal Bose-Einstein and
Fermi-Dirac gases that Cv in all these examples does indeed tend to zero
as T~ O. This is a result of quantum mechanics. Because the energy levels
of atomic systepls are quantised, it is always possible to find a temperature
so low that kT becomes comparable with the separation between the
lowest-lying energy levels. When this happens the specific heat must fall off
and at the lowest temperatures when all the elements in an assembly are
effectively in their lowest energy state the specific heat must vanish.

The vanishing of the heat capacity therefore, although a consequence of
the third law of thermodynamics in the form that we have stated it, is most
readily understood in terms of the quantum mechanical behaviour of
atoms.

Gases and the third law

In discussing the statistical mechanics of gases we showed that the entropy
of both an ideal Bose-Einstein gas and an ideal Fermi-Dirac gas vanishes
at the absolute zero, provided only that the molar volume of the gas remains
finite. These ideal gases therefore obey the third law of thermodynamics.

Moreover, there are some examples of actual systems which behave like
gases at low temperatures and whose properties can be studied down to the
lowest temperatures. One such example is the electron gas in a metal.
Because the contribution to the heat capacity from the lattice vibrations falls
off as T3 at sufficiently low temperatures, the contribution from the electrons
in a metal predominates and can readily be measured experimentally. If the
metal does not become super-conducting, the heat capacity (and hence the
entropy) is found to vary linearly with T like that of an ideal Fermi-Dirac
gas. In a superconductor the heat capacity and the entropy of the electrons
fall off to zero much more rapidly than this below the superconducting
transition temperature, approximately as e -."JkT, where 11 is some characteris­
tic energy. Thus we see that these 4gases' also obey the third law of
thermodynamics.

If we take an actual gas (one we can put into a gas jar) and cool it at,
say, constant pressure we find that ultimately it turns into either a solid or
a liquid. Thus if we wish to study the properties of the gas (or more strictly
the vapour as it now is) at lower temperatures its pressure must at each
temperature be kept lower than or equal to the equilibrium vapour pres~ure

at that temperature; otherwise it will condense. So on going down in
temperature the entropy of the vapour changes both because the temperature
changes and because the vapour pressure changes. The lower temperature
tends to reduce the entropy but the lower vapour pressure tends to increase
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it. Moreover the vapour pressure goes down so rapidly with temperature
(roughly as e- L1RT, where L is the latent heat of vaporisation) that there
is a net increase in the entropy (per unit mass) of the vapour. Thus its entropy,
far from going towards zero, tends to get bigger as the temperature goes down
(cf. Figure 20).

Is this then a violation of the third law of thermodynamics? The answer
is no, for the following reason: at a low enough temperature (but still above
the absolute zero) the vapour ceases to exist. For example, the vapour
pressure of He4 at 0.03 K is estimated to be 6 x IO-lU3 mm of mercury so
that to enclose one single molecule of the vapour at this temperature would
require a volume approximately equal to that of the universe. In other words,
at this temperature there is no He4 vapour. This is equally true of He3 at
low enough temperatures and even more true of all other substances;
consequently it is impossible to find the limiting value of the entropy of a
vapour as T tends to zero, because in this limit there are no vapours.

Because all real gases cease to exist at very low temperatures we cannot
directly test the predictions of the third law on them. Nevertheless the third
law can be applied to real gases in the following way. The translational
entropy of a real gas can be calculated at some high temperature and low
density by making use of the Sackur-Tetrode equation (equation (144)
Part 2) for the entropy of an ideal classical gas. At sufficiently high
temperatures and low densities the corrections to be applied to this because
the actual gas is not ideal are small and can be deduced from experimental
data. Moreover, the contributions to the entropy of the gas from molecular
vibrations and rotations, from electronic excitations and other additional
sources of entropy, can be worked out from a detailed study of the optical
and other spectra of the gas. In this way') the total entropy of the gas can
be computed accurately using the methods of statistical mechanics. The value
of the entropy computed in this way may be called the statistical entropy of
the gas, Sstat.

The entropy of the gas can be found in a different way; its value relative
to the absolute zero can be determined directly by heat capacity measure­
ments down to very low temperatures. To find the entropy in this way, we
measure the heat capacity of the gas at constant pressure down to the
temperature at which it condenses to a liquid. We measure the entropy of
condensation from the latent heat and we then measure the heat capacity
of the liquid until it reaches the solidification temperature. We now measure
the entropy change on solidification, again from the latent heat, and then
we measure the heat capacity of the solid down to the lowest temperatures.
If we make measurements to a sufficiently low temperature we can then
extrapolate to the absolute zero and so, by integration of the heat capacity
divided by the absolute temperature, obtain the entropy of the gas at the
tcmperature at which we started. The value of the entropy obtained in this
way is called the 'calorimetric' entropy, Seal. An cxample of the various
contributions to ~"eal is given in Table 9.
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Clearly the calorimetric entropy (if it has been determined correctly)
measures the difference in entropy between the solid at 0 K and the gas under
its initial conditions (the conditions of interest to us).

On the other hand, we have already seen that the Sackur-Tetrode
equation, in the domain where it is valid, measures the translational entropy
of a gas relative to its value at 0 K. This is also true of the vibrational,
rotational and electronic contributions to the entropy of the gas. Therefore
the total statistical entropy of the gas measures the difference in entropy
between the gas at 0 K and the gas under the conditions in which we are
interested.

Now the third law comes in. According to this the entropy difference
between all equilibrium states of a system vanishes at 0 K. Therefore we can
conclude that the solid at 0 K must have the same entropy as the gas at 0 K
(if it could exist there). Therefore since Sstat and Seal are both measured with
respect to the same origin, and both refer to the same final conditions, they
should be equal. That is, if the third law holds.

To check that the third law is valid we can thus compare the entropies
deduced in these two ways and see if they are the same. Usually the
contributions of the nuclear spins are ignored on the assumption that they
will be the same in the solid (at the lowest temperatures normally measured)
as in the gas. In '''able 10 some comparisons of this kind are made and these
show that Sstat and Seal do agree well, but this is not always so.

Now that the third law is accepted as valid, a disagreement between Sstat

and '-S'cal is taken to mean that something is wrong with our estimates of one
or both. For example, we may have neglected some contribution to the
statistical entropy or our calorimetric determination may be unsatisfactory.
The latter can occur either if our extrapolation to 0 K from the lowest
temperature of measurement neglected an important contribution to the
entropy or if at some stage of the cooling our system ceased to be in internal

Table 9 Calorimetric entropy of argon gas at its normal boiling point.
Contributions from various temperature ranges

0-10 K (extrapolated)
10-83.78 K solid
Entropy of melting at 83.78 K
83.78 to 87.29 K liquid
Entropy of vaporisation at 87.29 K

0.303 cal K- 1 mole
8.815
3.351
0.413

17.843

Total entropy of gas at one atmosphere pressure at 87.29 K 30.725
Correction for non-ideality of gas 0.125

Calorimetric entropy of argon at its normal boiling point
in the (hypothetical) ideal gas state 30.85 + 0.10

(These data are taken from the work of Clusius and Frank2 in 1943)
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thermodynamic equilibrium. As we shall see below, when this happens we
can no longer calculate the entropy from the apparent heat capacity.

Non-equilibrium states

So far we have assumed that our systems could undergo reversible changes
down to the lowest temperatures. However, this is not always, or even
usually, the case in practice. In discussing mixtures of isotopes I quoted the
example of He3-He4 mixtures which even in the solid phase show phase
separation at low enough temperatures. With most isotopic mixtures,
however, this sort of separation cannot oecur because, at the temperatures
at which, from a purely thermodynamic point of view, the phase separation
should begin, diffusion is so slow that the process virtually cannot take place
at all. Consequently, most solids at low temperatures consist of disordered
mixtures of isotopes which are therefore strictly not in thermodynamic
equilibrium. The positive assertions of the third law cannot, therefore, be
applied to the entropy associated with the isotopic mixing. The important
point is, however, that the third law can still be applied to other entropy
changes that the solid can undergo reversibly at low temperatures. For
example, its thermal expansion coefficient must still vanish as the third law
requires; if it is a paramagnetic solid, obeying Curie's law at higher
temperatures, this law must ultimately fail at some low temperature and some
kind of ordering process of the atomic magnets must take place.

Another example of frozen-in disorder is provided by glasses. If a liquid
is cooled below its normal freezing point it may remain in a metastable state
and be effectively in internal thermodynamic equilibrium. With certain
liquids, for example glycerol, it is possible to reach a temperature at which
diffusion in the liquid becomes so slow that the molecules can no longer
assume their positions of true thermodynamic equilibrium (corresponding to
the metastable liquid phase) and the phase behaves more like a solid than
a liquid. The disorder in the atomic positions appropriate to the liquid at
a certain temperature is frozen in and at lower temperatures remains
unchanged. This is also true of some very rapidly quenched metallic alloys.

Table 10 Some examples of calorimetric and statistical entropies

Argon
Oxygen
Nitrogen

Calorimetric entropy

30.85
40.74
36.53

Statistical· entropy

30.87
40.68
36.42

All the gases are compared at their normal boiling points
*These values omit any contribution from nuclear spins
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In this condition the substance is referred to as a glass and because it is no
longer in internal equilibrium we cannot apply the positive assertions of the
third law to this aspect of it. For example, we cannot make any definite
statement about the configurational entropy differences between the glass
and the same material in its crystalline form. This is perhaps not surprising
since we can no longer measure the entropy difference between the glass and
the crystal because no reversible path exists between them. In spite of this,
the third law can still be applied, for example, to the changes of entropy of
the glass with volume and we may expect its thermal expansion coefficient
to vanish as T tends to zero.

The limitations that we have imposed on the applications of the third law
in its positive form, namely that it shall apply only to systems or parts of
a system in internal thermodynamic equilibrium, are, however, restrictions
that must be imposed on the first and second laws when stated in their
positive forms. Entropy differences cannot be defined unless there exists a
reversible path between the states under consideration and changes in the
internal energy function can also only be defined if the initial and final states
are truly in equilibrium.

The third law and chemical equ~librium

The examples of the application of the third law that we have looked at so
far have been mainly concerned with the entropy of different physical states
of the same system. However, the third law allows us to compare the entropy
of systems in different states of chemical combination, e.g. the entropy of
half a gram molecule of chlorine and one gram molecule of sodium, on the
one hand, with the entropy of a gram molecule of NaCI on the other. This
sort of comparison is important in the discussion of chemical equilibrium.
When a group of reacting substances are in chemical equilibrium the free
energy change associated with the reaction is then zero. To determine the
condition ofchemica' equilibrium a priori therefore involves knowing the free
energy of the reactants and this in turn demands a knowledge of their
entropies. This was in fact the original purpose for which the Nernst heat
theorem was formulated. By means of the heat theorem chemical equilibrium
constants could be obtained from purely thermal measurements. Today,
however, equilibrium constants are usually calculated directly by means of
statistical mechanics on the basis of data obtained from atomic and molecular
spectroscopy.

The third law - a summary

A convenient and general statement of the third law was given by Simon in
1937. It is as follows3: 'The contribution to the entropy of a systeln front each
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sub-system which is in internal thermodynamic equilibrium disappears at the
absolute zero.'

On the basis of the statistical interpretation of entropy, this means that
systems or parts of a system in thermodynamic equilibrium tend to a state
of order at the absolute zero. Examples of order, in this sense, are the spatial
order of atoms in a perfect lattice or the regular arrangement of different
kinds of atoms in the lattice of an ordered alloy. In some solid and liquid
mixtures, the ordering is produced by the complete separation of the
components from the mixture. There is also the directional ordering of the
atomic magnets in the ferromagnetic or antiferromagnetic state.

In general it is the mutual interaction of the atoms or molecules in an
assembly which is ultimately responsible for bringing about these states of
order. When kT becomes small compared with this interaction energy (per
atom or molecule) the ordering mechanism can be expected to show itself.
On the other hand, although statistical mechanics can re-express the
significance of the third law it cannot, as things stand at present, prove it.
The third law still remains a generalisation, based on experimental observa­
tion, about the behaviour of the thermodynamic properties of matter at low
temperatures.

With this summary we will leave the third law of thermodynamics and turn
to the methods of measuring absolute temperatures especially at low
temperatures. After that, we will have a brief look at a slightly different
version of the law.
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Absolute temperature and low
temperatures

The definition of entropy shows that the concepts of entropy and absolute
temperature are inseparably linked so that, if we are to measure entropy,
we must first be able to measure absolute temperature.

Measurement of absolute temperature

We have seen already that the Kelvin absolute temperature was defined to
be identical with the ideal gas scale and so, as long as we have real gases
whose equation of state can be accurately measured at very low pressures,
we have a practical way of realising the absolute scale of temperature. The
practicality of this, however, disappears at both low and high temperatures:
at high temperatures because it becomes impossible to contain the gas (the
containers soften or melt); at low temperatures because gases effectively
cease to exist.

Measurement of high temperatures

At high temperatures we use the properties of black body or cavity radiation;
such properties are independent of the material that makes up the cavity and
depend only on temperature and the frequency range studied. It is worth
recalling that it was Planck's efforts to predict the entropy of black body
radiation that led to the full understanding of this radiation and also to the
formulation of quantum theory. It is the Planck radiation formula which
enables us to use cavity radiation to measure absolute temperatures above
those accessible to a gas thermometer; it has a powerful theoretical
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foundation and in the realm where it can be tested experimentally by the
use of gas thermometry it has been fully tested and verified.

The use of cavity radiation to measure temperature both on earth and in
astronomical objects is a vast subject and quite beyond the scope of this book.
The important feature is that it does provide a practical way of determining
absolute temperatures in this otherwise almost inaccessible region and has
had many remarkable successes.

Low temperatures

The third law of thermodynamics shows that the natural zero of entropy is
at the absolute zero of temperature and so entropy is also inevitably linked
to the study of its behaviour at low temperatures. Moreover the methods of
measuring absolute temperatures near absolute zero are closely linked to the
methods of producing them. We therefore digress briefly to look at methods
of producing low temperatures before we consider how to determine their
absolute values.

How low temperatures are produced

When we discussed heat engines (Chapter 4) we saw that a reversible heat
engine can be used as a refrigerator: indeed it is clear that such an engine
working backwards is the most efficient refrigerator possible. When it is so
used its lower operating temperature is generally variable while its upper
operating temperature is either room temperature or that of some convenient
low temperature bath. Although the efficiency of the machine is, in principle,
independent of the working substance, in practice the choice of working
substance is very important. This is partly because we can never achieve the
ideal reversibility of the Carnot engine, partly because the rate of cooling
becomes of importance in real low temperature machines and partly because
we must have a practical and convenient way of abstracting the heat at the
high temperature.

In practice therefore we look for two important characteristics in the
working substance if we are to use something approaching a Carnot cycle
in the actual operation of our machine:

(i) The working substance should have a large entropy which can be reduced
by straightforward practical methods at the lowest convenient starting
temperature.

(ii) The substance should be capable of reversible (or nearly reversible)
changes down to the lowest temperatures at which it is to be used. Down
to about 1 K, gases can be found that satisfy both these requirements.
As working substances" gases are convenient; they can easily be
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compressed and then sent through pipes to where they are needed.
Moreover, liquefied gases with their comparatively large latent heats
form convenient constant temperature baths. Thus until the 1920s the
liquefaction of gases was the dominant method of producing low
temperatures. Since then the magnetic method of cooling and more
recently the use of He3-He4 dilution refrigerators have come into
prominence. We briefly look at these three methods.

The liquefaction of gases

There are two main methods for liquefying gases, both in commercial use.
These are (1) Joule-Thomson cooling and (2) the external work method.
Both these methods make use of the heat exchanger, a device whereby the
cold gas leaving the liquefier cools the incoming gas so that the cooling
becomes cumulative and finally leads to liquefaction. Usually these heat
exchangers consist of two long tubes joined together side by side in good
thermal contact with each other but otherwise thermally insulated; they are
then wound into a spiral. The compressed gas goes down one tube and then
returns after cooling via the other; in this way the outcoming gas cools that
going in. If the heat exchanger is perfect, the outgoing gas leaves at exactly
the same temperature as the gas entering it.

(1) Joule-Thomson cooling

This method was devised by Linde (1842-1934) and is often called the Linde
method. It is based on the Joule-Thomson effect, which we have already
described. We saw that if a gas is forced under pressure through a constriction
there is a change in its temperature and in certain pressure ranges there is
a cooling effect. This occurs at temperatures below a certain temperature,
known as the inversion temperature, and clearly the gas must be cooled below
this before it can be further cooled by a Joule-Thomson expansion. The
Joule-Thomson effect is essentially irreversible and so a liquefier based on
it starts at a disadvantage. Nevertheless, since there are no moving parts of
the liquefier at low temperatures, the Linde method is mechanically so simple
and direct that these advantages largely make up for the intrinsic inef­
ficiency.

Some details of the method are brought out in the examples relating to
this chapter.

(2) The external work method of liquefaction

The adiabatic expansion of a gas is an obvious way of producing low
temperatures and was exploited by Claude and Heylandt for the liquefaction
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of air. In these machines the air is compressed at room temperature and
allowed to expand adiabatically doing work in a continuously operating
engine. Liquefaction in the actual cylinder of the engine leads to erratic, even
explosive, operation and so the final stage of liquefaction is achieved by a
Joule-Thomson expansion.

The same principle of external work under adiabatic (or nearly adiabatic)
conditions is used in the Collins helium liquefier. This commercial liquefier
has made the production of liquid helium, once the prerogative of only
a few specialised laboratories, easy and commonplace in laboratories
throughout the world. In this liquefier, too, the actual final liquefaction is
made by means of a Joule-Thomson expansion. The advantage of the
external work method, apart from its intrinsic efficiency, is that it can cool
the helium gas below its inversion temperature.

A different type of helium liquefier using a single stroke adiabatic
expansion process is the Simon expansion liquefier, which, however, is now
of largely historical interest since it requires the use of liquid hydrogen for
precooling the helium (see exercise 1 of this chapter).

Cooling by evaporation of liquefied gases

Once the liquid is produced it now provides a rather useful way of going to
lower temperatures. To do this you reduce the pressure over the liquid under
adiabatic conditions. The reduced pressure causes the liquid to evaporate;
the evaporation removes the latent heat of vaporisation from the system and
causes the temperature to fall.

The process can be followed more exactly on an entropy-temperature
diagram. Suppose that we have now produced a liquid boiling under pressure.
Let it be represented by the point A in the S-T diagram (Figure 20). T, is
the triple point temperature, BC" is the entropy of vaporisation and CD the
entropy of melting at this temperature.

When we slowly reduce the pressure over the liquid this is equivalent to
a reversible expansion of the system. Since the system is now adiabatic, its
representative point moves at constant entropy, Le. along the line AE into
the region of lower pressures. This takes it into the two-phase region where
the vapour and liquid co-exist. The lowest temperature that can be attained
in the liquid phase is the triple point temperature, T,. At this temperature
the system would have its representative point at E. This means (see p. 47)
that some of the liquid has vaporised and the ratio of the mass of liquid to
the mass of vapour is seen from the diagram to be BElEC. If the liquid has
to cool some piece of apparatus or another gas, in addition to itself, the line
it follows on the S-T diagram will no longer be horizontal. It will rise by
as, where as is the entropy entering from the other piece of apparatus. Thus
the fraction of vapour produced will be bigger. By the same method, you
can also go below the triple point temperature into the region where the solid
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Figure 20 Entropy diagram of vapour, liquid and solid below the critical
temperature, Te. T, is the triple point temperature. The process AE represents
a reversible adiabatic expansion of the liquid A to form a mixture of vapour
and liquid as at E.

and vapour are in equilibrium. However, the vapour pressure of the solid
falls off rapidly as the temperature goes down and the method fairly soon
becomes impractical. For example, with liquid hydrogen" whose boiling point
is 20.4 K, the triple point at 14 K is easily reached by pumping (the vapour
pressure is here about 5 cm Hg). The lowest temperature to which the solid
can conveniently be cooled by pumping is about 10-11 K. There is a further
practical point about solidified gases; they make rather poor low temperature
baths because it is often difficult to make good thermal contact with the
solid.

Because liquid helium cannot be solidified by pumping, it forms a very
useful low temperature bath. In Table 11 are Iistcd the vapour pressures of
liquid He4 and He3 at a number of temperatures. You might expect from
the table that liquid He4 would be useful at least down to 0.5 K, but in fact
it is not readily usable below about 1 K. This is because liquid He4 has
peculiar flow properties below the A-point (2.2 K) and these cause cxcessive
evaporation of the liquid when wide pumping tubes are used. Without any
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Table 11 Vapour pressure of helium

T(K)

1.0
0.7
0.5
0.3
0.1
0.03

He4

p (mm)

1.20 X 10- 1

2.27 X 10-3

1.63 X 10--S

-10- 10

-10- 31

_10- 103

He3

p (mm)

8.56
1.29
1.4 x 10-- 1

1.5 X 10-3

special pumps or oddities of design, temperatures down to 1.2 K can easily
be reached by pumping on a liquid He4 bath; however, to go much lower
than this becomes complicated and even then 0.7 K is about the lowest
temperature that can be reached in this way. Liquid He3 , on the other hand,
having no exceptional flow properties at these temperatures, can easily be
used down to about 0.3 K (see Table 11).

The He3-He4 dilution refrigerator

This refrigerator, originally proposed by 1-1. London in 1951, exploits the
comparatively large entropy of solutions of He3 in liquid He4

. In such
solutions there is an entropy of mixing which depends on concentration and
temperature. Instead of thinking in terms of the entropy of mixing we can
to a good approximation neglect the contribution of the He4 and treat the
He3 atoms rather like a gas within the volume provided by the liquid He4 •

l"hus diJu tion of the solution is equivalent to an expansion of the quasi­
gaseous He3 and, as with a real gas, the adiabatic expansion causes cooling.
Because the entropy of the liquid He4 is negligible below about 1 K, the Ife4

scarcely impedes this cooling.
The objective then is to start at the lowest temperature attainable by

conventional methods with a high concentration of He3 in liquid He4 and
to dilute it reversibly and adiabatically. As we shall soon sec, the phase
separation that occurs in liquid He3-He4 solutions provides a convenient way
to achieve this dilution.

In practice the dilution refrigerator operates in a continuous flow mode
in which gaseous He3 is first cooled to 4.2 K by means of a bath of liquid
He4 at its normal boiling point and then condenses at 1 K, cooled by a bath
of pumped He4 . It then passes through heat exchangers to the ~mixing

chamber' in which there is a two-phase liquid mixture of He3 and He4
, with

the He3 rich phase (almost 100% He3) floating on the He4 rich phase (about
6% He3). When He3 diffuses across the phase boundary cooling occurs
through the dilution process outlined above. l'he cooled He3 passes out
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Figure 21 (a) The entropy of a paramagnetic salt at low temperatures in zero
field and in a high magnetic field (cf. Figure 11). (b) The heat capacity of the
salt in zero field.

through the conduit of liquid He4 via the heat exchangers, thereby cooling
the incoming liquid. It then reaches the so-called ~still', which is kept at about
0.6 K, where the He3 evaporates much more strongly than the He4 because
of its much higher vapour pressure (see Table 11). The He3 is then returned
for recirculation.

In this way steady temperatures of about 10 mK are routinely achieved
and even lower temperatures, down to about 3 mK, can be obtained with
more refined laboratory refrigerators.

The magnetic method of cooling

The magnetic method of cooling has a long history: it was first suggested in
about 1925 and first used in 1933. At that time when no He3 was available,
temperatures down to about 1 K could be achieved by pumping on liquid
He4

; to go still lower a source of high entropy that could readily be reduced
by straightforward, practical means and capable of reversible changes at the
lowest temperature .. was needed. Certain paramagnetic salts (for example,
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iron ammonium sulphate, chromium potassium alum) have such properties.
These solids contain ions (Fe, er) that carry a permanent magnetic moment
and so behave like tiny atomic magnets; they can thus be the source of high
entropy, as we discussed in Chapter 10.

To be useful for low temperature work, the ions must interact with each
other so weakly that even at 1K they are effectively independent of each
other. As we have seen, this cannot persist down to the absolute zero because
at some low temperature the mutual interaction between the magnets or
between the magnets and the lattice must lead to an ordering process, for
example, a transition to ferro- or antiferromagnetism.

The method consists of magnetising the salt at, say, 1 K; the heat of
magnetisation, evolved when the entropy of the salt is reduced by the
magnetic field, is carried away to the helium bath. The salt is thermally
isolated with the field still on; the field is then reversibly reduced to zero
and this causes the temperature of the salt to fall. An entropy-temperature
diagram illustrates the process (Figure 21(a». This shows the entropy of a
typical salt below 1 K in zero field. At 1 K the entropy of the salt is entirely
due to the magnetic dipoles in the salt; the contribution from lattice vibrations
is negligible. In zero field at 1 K the dipoles are randomly oriented and have
high entropy as shown at A. This randomness is reduced, and with it the
entropy, by applying a magnetic field, typically about 1 tesla. The representa­
tive point of the substance thus moves from A to B. If now the salt is
thermally isolated and the field is reduced slowly and reversibly to zero, the
representative point moves at constant entropy from B to C on the B = 0
line, thereby reaching a low temperature. The precise value of this
temperature obviously depends on the starting field and on the temperature
at which magnetic ordering sets in.

Notice that the heat capacity of the salt is likely to be large at the final
temperature because this occurs just where the entropy of the salt in zero
field is falling fast. Its heat capacity T(aSIaT) B is determined by the slope
of the S(T) curve in zero field, which as illustrated in Figure 21(b) is large
at these temperatures. Conversely around 1 K where the S(T) curve is flat
the heat capacity is tiny. To give some idea of the magnitudes involved let
me quote an estimate that 1 em3 of iron ammonium alum at about 50 mK
(the temperature where its heat capacity has a maximum) has a heat capacity
equal to that of about 16 tons of lead at the same temperature. From the
point of view of holding the low temperature this is very convenient!

The temperatures which can conveniently be reached by the adiabatic
demagnetisation of paramagnetic salts are of the order of 10 mK. Today such
temperatures are more readily achieved and held by means of the He3-He4

dilution refrigerator. Nonetheless the method can be adapted to produce very
much lower temperatures by using, instead of the paramagnetism due to
electrons, that of the nuclear spins.

The nuclear spins have magnetic moments which are smaller than those
of electrons by about the ratio of the mass of the proton to that of the
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electron, Le. about 2000. This and the kind of interaction between nuclei
reduce the strength of mutua. interaction, reduce the temperature at which
ordering begins and lower the lowest achievable temperatures. That is, of
course, provided that an appreciable fraction of the entropy present at the
starting temperature can be removed. This is made harder by the smallness
of the nuclear magnetic moment and so requires a low starting temperature
and a high initial magnetic field. In Chapter 10 we saw that the important
quantity is the ratio of starting field B to starting temperature T. Suppose
we start at 10 mK with a field of 10 T, which is possible with modern magnets,
giving BIT = 1000. This is to be compared with 1 T at 1 K in the earlier
experiments using electron paramagnets but with an additional factor of 2000
to take account of the bigger magnetic moment. So modern techniques
achieve about the same fractional reduction in entropy of the nuclear spins
as earlier techniques achieved with electron paramagnets. There are more
sophisticated methods of polarising nuclei using the coupling between
electron and nuclear spins or between the lattice and the nuclear spins but
these do not alter the principles involved.

There are, however, two practical problems to be overcome. One is to
find a suitable heat switch that allows the nuclear spin material (usually
copper) to be cooled to the starting temperature and to carry away the heat
of magnetisation. It must then be capable of thermally isolating the copper
from its surroundings for the adiabatic demagnetisation. The switch is usually
a superconductor that exploits the poor thermal conductivity of the
superconducting state as compared to the normal state induced by the
magnetic field. The second problem is that, although it may be possible to
cool the nuclear spin system, it becomes increasingly difficult at these low
temperatures to couple the spins to the rest of the metal and thus to cool
it and any attached specimen. The nuclear spin relaxation time, which is a
measure of the time taken to move towards thermal equilibrium between the
nuclear spins and the metal as a whole is about 1000 seconds at 1 mK in Cu
and this rises in inverse proportion to the temperature. Thus you can see
at once that the time to cool the metal and any other material is long, of
the order of a day.

By such means the nuclear spin systems have been cooled to temperatures
of the order of JLK and lower, while an external thermometer attached to
the metallic copper has certainly reached 7 ~K.

Now that we are able to reach such very low temperatures, how are they
measured?

The measurement of low temperatures

The general recipe for measuring low temperatures is: measure the tempera­
ture by the same means as you used to produce it. Thus where gases are
used, use the gas scale until the pressures become too low to measure
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accurately (see Table 11). For temperatures reached by magnetic cooling,
usc the paramagnetism to measure the temperature. We now see how this
is done.

First we consider how it is done in practice and then turn to the problem
of ensuring that the practical thermometer does indeed measure absolute
temperature.

For temperatures achieved by nuclear demagnetisation, pure platinum is
commonly used as the thermometer and its nuclear magnetic susceptibility
is measured by nuclear magnetic resonance. The susceptibility X accurately
obeys Curie's law in the required range of #LK, Le. X = ciT where c is called
the Curie constant. By calibrating the thermometer at one known high
temperature the low temperature can then be found.

How do we know that Curie's law is obeyed? To be sure of this, we must
first determine the absolute temperature in the new realm of temperature.
To do this at the unknown low temperature, we define an empirical
temperature scale by assuming that Curie's law still holds for our thermo­
metric material. The temperature T) * on this scale is by definition:

* CT1 =-
Xl

We can now use this empirical scale to find the absolute temperature. Call
the starting temperature for the adiabatic demagnetisation Ti ; at this
temperature we can find the entropy of the coolant as a function of the
applied magnetic field B either by calculation from the Curie constant or by
direct measurement of the heat evolved on magnetisation.

Now suppose we carry out a sequence of adiabatic demagnetisations from
Ti at known starting fields corresponding to the points B, B', B" etc. in Figure
21a. We measure 1'* at the final temperature in zero field corresponding to
the points C, C', e" etc., which have, of course, the same entropy as
B, B' , B", ... respectively. Since we know the starting entropies we have now
established the entropy in zero field as a function of T*.

We now cool the coolant to its lowest temperature and add to it known
small amounts of heat 5q (all in zero field) to take it through the states
C, C', e" ... measuring T* after each heating. (This process may not be
entirely straightforward if the thermal conductivity of the coolant is low.)
In this way we determine [,q for the transitions from C to C' etc., for which
we already know the corresponding values of 5S.

We now make use of the thermodynamic relation, which defines absolute
temperature:

dq = TdS

Therefore:

5q(T*)
T= 8S(T*)
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By suitable interpolation and density of measurement we can make this as
exact as we need and so find the absolute temperature T.

In fact this method of finding absolute temperature does not depend on
measuring T* from the susceptibility and can obviously be used with any
secondary thermometer that is sensitive and reproducible in the temperature
range of interest. Indeed these procedures are quite general. If there are
interesting phelJomena at still lower temperatures these will be associated
with entropy changes and these entropy changes will in turn supply both the
means to reach these new temperatures and the means of measuring
them.

Exercises

Ql Sketch on an entropy-temperature diagram the following sequence of
quasi-static changes to 1 mole of He4 :

(a) The He starts as liquid at 1 atmosphere pressure at its normal boiling
point 4.2 K; it is completely changed into vapour at the same temperature
and pressure.

(b) The vapour is then raised in temperature to 10 K at atmospheric
pressure.

(c) The gas at 10 K and 1 atmosphere pressure is then compressed
isothermally to 100 atmospheres.

(d) The helium then performs an adiabatic reversible expansion to a pressure
of 1 atmosphere. It reaches a temperature of 4.2 K and forms a mixture
of liquid and vapour at the normal boiling point.

Calculate the entropy changes of the He4 in each stage, given that the latent
heat of vaporisation of He4 is 93Jmole- 1 at 4.2K, that the molar heat
capacity of gaseous He4 at constant pressure is 5R/2 and that the vapour and
gaseous Hc4 can be treated as an ideal gas. Hence calculate the fraction of
liquid formed at the end of step (d). (The gas constant R has the value
8.3 J K- I mole -1.) A variant of these processes is used in a simple liquefier
for helium, the Simon liquefier.

Q2 An object is to be cooled by using a Carnot engine working backwards
as a refrigerator. A heat bath at a fixed temperature 7~1 (e.g. room
temperature) acts as the heat sink in which all the heat from the engine is
deposited. Work W is done on the engine to extract heat from the object
to be cooled. All the processes are ideally reversible and no other work or
heat enters or leaves. The change in entropy of the object in going from T 1
to its final temperature is as and that of its internal energy is dUo Show that
the work W required (which is, of course, the minimum possible) is
au - T t as. (This problem is almost the inverse of problem 3, Chapter 4.)
The object to be cooled could be a mass of gas and the final state, if the
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temperature is appropriate, could be a liquid. The result would then give
the minimum work required to liquefy the gas from the given starting
conditions.

Q3 In the Linde method of liquefying a gas, the gas is compressed at room
temperature from pressure PI (usually atmospheric) to the input pressure P2
and then passed through a suitable Joule-Thomson valve. The cooling
produced is passed on to the incoming gas by a heat exchanger. In both the
heat exchanger and the valve, the enthalpy H of the gas is conserved. If HI
is the enthalpy per unit mass of the gas going in at room temperature and
if a fraction E is liquefied when steady conditions have been reached, show
that:

e = (H2 - H})/(H2 - H3)

where H2 is the enthalpy per unit mass of the gas leaving the liquefier and
H3 is the enthalpy per unit mass of the liquid. Show also that under ideal
conditions the work done per unit mass of liquid is then:

W = (RT/e) In (P2/Pt)
•

Assume that the heat exchanger is perfect so that the gas comes out at
atmospheric pressure and room temperature T and that the gas at room
temperature can be treated as ideal. (R here is the gas constant appropriate
to the unit of mass chosen.)
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The third law of thermodynamics
and the unattainability of
absolute zero

The first law of thermodynamics can be stated either as a positive
assertion

aU=Q+w

or in a negative form as 'it is impossible to make a perpetual motion machine
which will produce work without consuming an equivalent amount of
energy' .

The second law of thermodynamics can also be stated in a positive form,
namely, that there exists a function of state called the entropy S defined by
the relation

dS = (dq
)

T rev

Alternatively, it can be stated in the negative forms used by Clausius and
Kelvin which have already been quoted.

The third law of thermodynamics can likewise be stated in either a positive
or a negative form. We have already seen how the positive formulation can
be made general and unambiguous. The negative form of the law states that
'it is impossible to reach the absolute zero of temperature by any finite
number of processes'. Lefus now briefly look at the third law from this point
of view.

It is clear that attempts to reach low temperatures will be most efficient
if they are carried out by reversible processes. Moreover, these processes
should also be adiabatic since any heat entering the system to be cooled will
impede our attempts to cool it. It is therefore clear that the best method of
producing a lower temperature is by means of adiabatic reversible processes,
Le. processes at constant entropy.
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Figure 22 (a) Entropy-temperature diagram of a substance not obeying the
third law_ The absolute zero is accessible_ (b) Entropy-temperature diagram of
a substance obeying the third law. The absolute zero is unattainable.

If we look at the entropy-versus-temperature diagram of the substance
with which we are trying to produce a low temperature, we can now see how
the behaviour of the entropy at low temperatures is related to the accessibility
of the absolute zero. This is illustrated in Figure 22 which shows the entropy
of the substance at various constant values of the controlling parameter. In
a gas this parameter might be the volume (or pressure); in the magnetic solid
it would be the applied magnetic field. The figure shows two possibilities.
In the first the entropy differences between different states of the system do
not disappear as T tends to zero (in this example, therefore, the third law
does not prevail). In the second, the entropy differences do disappear and
the entropy of all states of the system tends to zero as the absolute zero is
approached.

Imagine that To is the temperature from which we start. Our first
procedure is to reduce the entropy of the substance at To by altering the
controlling parameter from Po to PI- The entropy thus changes from A to
B. We then make the substance undergo an adiabatic reversible change from
state B to state C (by altering the controlling parameter back to Po) so that
it cools from 10 to T I - Having now achieved the temperature T1 we can in
principle cool another body to this temperature and start the whole process
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from T I • We thus make a reversible adiabatic change from T] and in this
way reach the temperature T2 and so on. In the first figure it would be quite
possible by this process to reach the absolute zero, but in the second figure
the converging of the different entropy curves makes this impossible except
as a limiting process with an infinite number of steps.

In this discussion we have assumed that reversible changes are possible
down to the lowest temperatures. If, however, such changes become
impossible, this does not mean that it is easier to reach the absolute zero,
but on the contrary it is even harder, since these irreversible effects will
impede further progress towards low temperatures. The negative form of the
third law, then, although on the whole not so immediately useful as the
positive form, is quite general. As Professor Simon remarked: 'If someone
finds a violation of the third law, all low temperature physicists will rejoice
because we can then reach the absolute zero.'

The laws of thermodynamics

1st Law:
2nd Law:
3rd Law:

You can't win, you can only break even.
You can break even only at the absolute zero.
You cannot reach absolute zero.

Conclusion: You can neither win nor break even.

(As quoted in The American Scientist, March 1964. p. 4OA)
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14 The following is a very brief introduction to systems of variable mass, often called
'open' systems. Suppose that the number of moles N of substance in our system
increases by dN at constant T and p. Let the internal energy, entropy and volume
of the N moles be U, S and V while the corresponding quantities referred to one
mole are u, s and v so that:

u = U/N, s =SIN and v = VIN (AI)

(A4)

Changes in the quantities u, s and v, which refer to fixed mass, must therefore
be related as before by the standard equation:

du = Td~ - pdv (Al)

But from equation (AI) we see that:

du=dUIN-UdNIN 2; ds=dS/N-SdNIN 2 ; dv=dV/N-VdNIN2 (A3)

If we now put (A3) in (A2) and rearrange we find:

dU = TdS - pdV + (U - TS +pV)dN/N

The coefficient of dN is the Gibbs free energy per mole, which for a one
component system is the chemical potential J.L. Equation (A4) then becomes:

dU = TdS - pdV + J.LdN (AS)

'''hus, for 'open' systems the appropriate variables for the internal energy are
U(S, V, N). If one component is present in more than one phase, equilibrium
occurs (i.e. the numbers of moJecules of that component in any phase cease to
change) when its chemical potential is the same in all the phases; for example,
electrons in metals or semiconductors, joined together and in equilibrium, must
have the same chemical potential throughout. When there is more than one
component, equation (AS) becomes:

dU = TdS - P dV + ~J.L,dNi (A6)

where dN; and J.Li refer to the ith component and the sum is over all components.
The J.Li are now the partial Gibbs free energies.

15 To encompass all the essential features of equilibrium thermodynamics we should
have to include the inequalities discussed on page 62. These are important in
discussing the stability of thermodynamic systems.

16 See Thomson's Mathematical and Physical Papers, vol. I, p. 333.

Part two

1 An account of Boltzmann's work which I have found very helpful is given by
R. Dugas in La Theorie Physique au sens de Boltzmann et ses prolongements
modernes, Neuchatel-Suisse, Editions du Griffon, 1959. See also L. Boltzmann,
Lectures on Gas Theory, translated by S. G. Brush, University of California
Press, 1964.

2 Wiener Berichte, 76, 373-435 (1877).
3 For a proof, see e.g. G. S. Rushbrooke, Statistical Mechanics, Clarendon Press,

Oxford, 1948, p. 322.
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Notes

4 In this Boltzmann was guided by Liouville's theorem in classical mechanics. See
Lectures on Gas Theory, pp. 274-290 and also p. 443.

5 To obtain the result, we must also invoke a relationship between pressure and
energy density.

6 At first sight this is surprising. For a more detailed discussion see Rushbrooke,
Statistical Mechanics, p. 27.

7 Max Planck, The Theory of Heat Radiation, Dover Edition, 1959, p. 118.
8 A. E. Guggenheim, Research, 2, 450 (1949).
9 A. Einstein, Annalen der Physik, 22, 180 (1907).

10 The question of Gibbs' paradox arises at this point. See The Scientific Papers
of J. Willard Gibbs, Dover Edition, vol. I, 1961, p. 166.

11 Eo can be deduced from equation (142), p. 121. Notice, however, that in
calculating Eo here I have assumed one particle only per translational energy
level. For particles of spin! (e.g. electrons) there are two spin states associated
with each translational level and these, in the absence of a magnetic field, would
in general have the same energy. For particles of different spin there would be
different numbers of spin states. This does not alter the argument but it does
alter the numerical coefficients involved.

12 F. London, Superjluids, vol. 2, John Wiley and Sons, Inc., New York 1954.
13 This discussion is based on an article in Physics World, August 1995 by D.

Meacher and P. Ruprecht. For a discussion of the conditions under which a
composite particle is a boson, see Elements of Statistical Mechanics by ter Haar,
Butterworth, 1995, Chapter 4.9.

14 J. C. Maxwell, Theory of Heat, Longman, Green and Co., London 1883, p.
328.

15 L. Brillouin, Science and Information Theory, Academic Press Inc., New York
1956.

16 L. Boltzmann, Lectures on Gas Theory, p. 444.

Part three

1 M. and B. RUhemann, Low Temperature Physics, Cambridge University Press,
1937.

2 K. Clusius and A. Frank, Zeitschrift fur Electrochemie, 49, 308 (1943).
3 See Sir Francis Simon, Year Book of the Physical Society, London 1956, p. 1.
4 A fascinating account of the early history of low temperature physics is given

by the Ruhemanns in the first few chapters of their book quoted in (1)
above.
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Answers to exercises

Chapter 2

A1 A resistor is immersed in a thermally insulated water bath with no electric current
and no water ftow. This, when all changes cease, is thermal equilibrium. If a constant
electric current flows and water flows through the bath to carry away the heat flowing
from the resistor so that all temperatures are unchanging, we have a steady state.

A2 y-l(aVlanp; -V(UpIUV)T; -V-1(uVlap)T; (uMluH)T'

A3 Won = - fpdV. But J3T = - y-l(uVlup)TSO W = Vf3rf~/pdp = VPr(P} - pTJ/2
= 110 J. p,

A4 Work done at input in 1000 s is 1000 x 2 x 106 J = 2 X 109 J. Work given out at
the output is 1/2 this. The net work on the system is thus: 109 J.

Chapter 3

Al No. Yes.

A2 In the change W = 0 (expansion into a vacuum) and Q =0 (thermal insulation).
Therefore av = W + Q = O.

A3 Since the isothermal and adiabatic compressibilities are the same to our degree
of approximation, the work done here is the same as in example Q3 of Chapter
2, namely 110 J. Since here the process is adiabatic 4V = W == 110 J. Thus, the
internal energy increases by this amount. In this adiabatic process, however, in
contrast to the isothermal process, the temperature of the lead rises. (See example
Q4 of Chapter 5.).

A4 For the path ACB, we have (using 4V = W + Q) VB - VA == - 20 + 50::.: 30J.
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(a) For path ADB, W is 5 times that along ACB, so W = -1001. Since ~U = 301,
Q = 130 J (in).

(b) For path BA, W= +25J, 4U= -301, so Q= -55J (out).
(c) For path AD, 4U=UD -UA =25J, W=Oandso Q=25J (in).

For path DB, 4U = UB - UD = UB - VA + VA - UD = 30 - 25 = 5 J;
W = - 100 J so Q = 105 J (in).

AS 4U = Q + W, where here W = - p4V = 100 x 105 X 10-1 X 10-3 = 1000 1 (on).
Q = - 3.36 X 105 J (out). So ~U = - 3.35 x lOS J (a reduction).

A6 We have: trq = dU + P dV and here dU = CydO. Thus Cp = d'qldO IP=const =
C y +p(aVlaO)p. Since for 1 mole of ideal gas pV = R8, p(aVlaO)p = R. Finally,
therefore, Cp = Cy + R.

A7 With dq = 0 and dU = Cy d8 for an ideal gas, we have CydO = - pdV. For
1 mole, pV = R8 or pdV + Vdp = RdO. We now substitute dB = (pdV + Vdp)/R and
find: (Cy+R)pdV+C.'yVdp=O. With Cv+R=Cp, we then get: (CpdVIV) +
(Cydplp) = O. Integrate to get: Cp In V + Cy lnp = const. or pVY = const. with
l' = C.Vc.'y· Now put P = RelV and rearrange to give: OV')'-l = const.

Chapter 4

Al As we saw in example Q7 of Chapter 3, TVy-l = constant in the re­
versible adiabatic change of an ideal gas. Thus for such a change from T1'

VI to T2 , V2 , T1/T2 = (V2IV1)')'-l. Thus if T( = 300 K, Tz = 600 K and VI = 41,
V2 =4 X (112)2 = 11. At the other end of the 600 K isotherm, VI = 11 and so
V2 = 1141. For the corresponding pressures, we then have 8 atm and 32 atm
respectively. At 300 K, the other extreme pressure is 4 atm. At the high temperature
TH' the heat absorbed is nRTH f p dV =nRTH In 4. At the low temperature TL' the
heat given out is nRTL In 4. From p V· = nRT, we find that nRTH = 8 I atm =8 x 102 J
and so the heat absorbed at 600 K = 1600 In 2 J. The heat given out at 300 K is thus
800 In 2 J. The thermodynamic efficiency is 0.5.

A2 The heat to be supplied to the house is at a rate of Ql = 10 kW at 300 K. If
the work rate is W, we must have WIQt = (Tt - Tz)ITt = 1/10. l'hus W = 1kW.

A3 Let the temperatures of the two bodies at some intermediate stage be I) and
12. In an infinitesimal process, let the engine receive heat -C dt( from body 1 and
lose heat C dt2 to body 2. For a Carnot engine we must then have -Cdl1lt( = C dt2lt2.
The limits on the left are T1 to TF and on the right T2 to TF. Integrate to get
In T~T( = In T21TF or TF = (TI T2)112. The net change in internal energy of the two
bodies is C(TF - T2 + TF - T1) = 2C[TF - (Tl + Tz)I2]. If.. however, the bodies had
exchanged energy purely by heat conduction, there would have been no net change
in internal energy; one body would have gained what the other lost. l'he difference
is accounted for by the work produced, which is thus:

W = 2C[(T1 + T2)/2 - (TJ TZ)II2J.

A4 We are given that V-l(dVldnp = 3.66 x 10-3. We also know that on
the absolute scale, at constant pressure, T ~ V or aT11' = aVIv. Therefore,
V-I (iJVlanp = lIT. At the ice point T is thus 1/3.66 x 10-3 = 273 K.
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Chapter 5

Al From 20°C to O°C,
At O°C
From O°C to -10°C,

4S = 4200 In (273/293) = - 297 J K- 1

4S = - 3.36 x 105/273 = - 1231 J K- l

4S =2100 In (263/273) = - 78J K- 1

aStotal = - 1606 J K- 1

Use dpldT= dSldV.
For the transition ice to water, 4S = 1231 J K- 1 per kg and 4V = - 0.1 X 10-3 m3 per
kg. So dpldT = - 1.23 X 107 Pa K- 1.

A2 Use dpld T = dSI4V, where p is the vapour pressure at T, 4S is the entropy of
vaporisation and 4V the volume change on vaporisation. Here ~ = lOR according
to Trouton's rule. AV = V" - V" where v refers to the vapour and I to the liquid. We
ignore V, and treat Vv as if the vapour obeyed p V" = RT. Substitute and we get:
dpldT = tOplT, which we can integrate to give: lop = 10 In T + const.

A3 (aSlap)T = - (aVlanp = -10-3 X 8 X 10-5J K- 1 Pa- 1. Thus, in increasing the
pressure to 1000 atm or 108 Pa, ~s = - 8 X 10-8 X 108 = - 8 J K- 1• So the heat
given out is 2400 J. au = Q + Wand from Q3 of Chapter 2, W = 110 J. So
dU = - 2400+ 110 = - 2290J.

A4 (aTlap)s = (aVlaS)p = (aVlaDp(aTlaS)p = V[V-1(aVlaDp] TIT(aSlanp =
T'ValCp, where a is the thermal expansion coefficient.
So 4T = TVa4plCp = 300 X 10-3 X 8 X 10-5 x 108125 x (10-3/18.3 x 10-6) = 1.8 K.

A5 (1) In going from 100 to 400 K at constant volume, Q = 450R and the
pressure becomes 4 x 105 Pa. as = (3R/2) In 4 = 3R In 2. In going from 4 x 105 to
8 x lOS Pa isothermally, Q = - 400R In 2 and dS = - R In 2. Thus the total Q is
450R - 400R In2 = 172.7R for this path. dS = 2R In2.
(2) In going from 100 to 400 K at constant pressure, Q = 750R and 4S = (5RI2) In 4
= 5R In 2. In going from 105 Pa to 8x lOS Pa isothermally, Q = - 400R In 8 and
.15 = - R In 8 = - 3R In 2. Thus the total Q is 750R - 1200R In 2 = - 81.8R for this
path (of opposite sign even!). as = 2R In 2 as before.

Chapter 6

At (a) No. (b) Yes. (c) Yes. (d) aU = Q + W (per second). 4U = 0 as none of its
parameters change. So W = - Q. The work done electrically appears as a heat flow.
(e) No. (f) Yes. the entropy of the bath increases. (g) The entropy increases as
Q/T = 33.3 JK-1s-1.

A2 (a) Initial entropy Si = R In 5 + const. Final entropy Sf = R In 10 + same const.
dS = R In 2. No change in the entropy of surroundings. (b) 4S = R In 2 for oxygen;
dS = - R In 2 for the bath.
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Chapter 7

At

no nl n2 n3 p
1 2 1 3
2 1 1 1 6
3 3 1

No. 3 is the least and no. 2 the most probable. The average distribution
is no = (2 x 3 + 1 x 6)/10 = 1.2; nl = (1 x 6 + 3 x 1)/10 =0.9; n2 = (1 x 6)/10 =0.6;
n3 = (1 x 3)/10 =0.3.

A2 When rearranged, equation (c) becomes:

x(1 + A) + y(1 - A) - (3 + A) =0

With A= - 1, we find y = 1; with A= + t, we find x = 2.

Chapter 8

At We would expect appreciable ionisation when kT is about 13.6 eV. Thus T is
about 13.6 x 1.6 x 10- 19/1.4 x 10-23 = lOS K.

Chapter 9

A1 Energy levels are 0 and 2JLB so n! IN = exp( - 2JLBIk1)/[exp( - 2JLBIkn + 1]
n tIN = l/(exp( -2JLBlk1) + 1]. Thus (n t - n!)lN = (1- exp( -2JLBlk1)Y/(exp(-2JLBlk1)
+ 1] = (2,."Blk1) = 1.41 x 10-26/1.36 x 10-23 x 300= 3 X10-6. This small difference
in occupation numbers is sufficient to allow an absorption of radio frequency energy
when the quantum of R.F. energy matches the energy separation of the two
levels.

Chapter 10

At Partition function is: exp(-e1/k1) + 2 exp (-E2Ik1). At high T, S tends to R In 3
and at low T to zero. T is high or low according as kT» or « E2 - EI'

A2 (a) An energy of 10- 11 eV is equivalent to a temperature of
10- 11 x 1.6 x 10- 19/1.4 x 10-23 = 10-7K. So the nuclear spin entropy for a spin 1/2
nucleus at 1 K will be R In 2. The contribution to the heat capacity from this source
will be negligible. There will be a small T3 contribution from the lattice vibrations
(see p. 108). (b) At 300 K the heat capacity of the lattice will have achieved its classical
value of 3R per mole.

A3 As T~ infinity, all the exponential Boltzmann factors tend to unity so that
no = n1= n2 = N/3 where N is the total number of particles. Thus the average energy
per particle is: [(EO + EI + E2)N/3]/N = (EO + £1 + £2)13. To take more energy some
particles must be promoted from the ground state.
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Chapter 11

Al To find the number we seek, we first imagine that all the O's and bars are
different. Then the number of distinguishable arrangements is (n; + W; - t)!. But
since, in fact, interchanging the O's among themselves and the bars among themselves
produces nothing new, the number of distinguishable ways of distributing ni

indistinguishable objects in W; boxes is:

Pi = (n; + Wi - l)!/n;!(wi -1 )!

·A2 (a) The final pressure is P3 =2 atmospheres. The initial entropy is
C - R lnpi - 3R Inp2 where C is a constant; the final entropy is C - 4R Inp3. So
the increase in entropy 45 =R[ln 1 + 31n 3 - 41n 2] = R In (33/24) = R In (27/16).
(b) For each gas the pressure is now halved so the increase is here
as = R In 2 + 3R In 2 = R In 16.

A3 We have to estimate the moment of inertia of the single atom and of the diatomic
molecule and see what rotational energies are involved. I ~mil. For the nucleus we
get 1== 10-26 X 10-34 == 10-60 kg m2 and so the separation of the first two rotational
energy levels is of order 10-8 J; this is equivalent to a temperature of 1015 K! It will
not be excited. On a classical picture the moment of inertia of an electron about the
nucleus is of order 10-46 with an excitation temperature of order lOS K, too high to
contribute. For the diatomic molecule, 1= 10-46 with an excitation temperature of
order 10 K, which is obviously within the range of normal temperatures. This, however
applies only to the two principal axes of rotation normal to the axis of the molecule:
if the axis of rotation coincides with that of the molecule the value of I is comparable
with the nuclear moment of inertia and this motion is not excited.

Chapter 12

At (a) Each atom can occupy each state and contribute to a new microstate. There
are thus 33 = 27 distinguishable microstates. (b) There is now only one microstate,
with each quantum state singly occupied. (c) We use the expression derived in the
text: P = (n + w - 1)!ln!(w - 1)! with here n = W = 3. Thus there are to micro­
states.

A2 Mv2/2 =3RT/2. So v::::: (3 x 8.3 x 10-'/85 x 10-3)112 =:: 5 X 10-3 m S-I.

A3 4.7 eV corresponds to a temperature TF = 4.7 x 1.6 x 10-19/1.4 x 10-23 K
~ 5.4 X 104 K. The fraction of electrons excited at 300 K is thus roughly
300/5.4 x lQ4 = 6 x 10-3. The energy carried by 1 mole of electrons at temperature
T is U=RTX(T/TF) and so the heat capacity dUldT=2R(T/TF)=10-2R at
300 K.

A4 For free particles of mass m, the Fermi energy EF'S. m-1 and so here the ratio
is 2000 times higher for the electrons. If in a star a proton and an electron can combine
to form a neutron, the energy of the star can be greatly reduced. The high kinetic
energy of the electrons is replaced by the 2QOO-fold lower kinetic energy of the
neutrons. .
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4.2

Entropy and its physical meaning

Chapter 13

Al (a) The viscosity; the electrical or thermal conductivity; the diffusion coefficient.
(b) The mean free path of gas molecules; the relaxation time of electrons in metals;
the mobility of electrons or holes in semiconductors. (c) The electron mass; the
moment of inertia of a gas molecule; vibrational or rotational energy levels of a
molecule; the electronic energy states of atoms etc.

Chapter 15

Al See figure for the corresponding points ABCDE.

(a) From A to B, ~ = Lvap/T =93/4.2 = 22 J K-l.
(b) From B to C, 45 = (5RI2) In (10/4.2) =20.8 x 0.87 = 18 J K -1.

(c) From C to D, 45= -Rlnl00= -38JK-1•

(d) From D to E, ~ = o.
At 4.2 K, the final entropy of the helium is 22 + 18 - 38 = 2 J K- 1 above that at its
starting point. This, as indicated on the diagram, is AE and so the point E corresponds

VAPOUR/GAS

s

LIQUID
+

VAPOUR

E t------,~I---+-----,y

LIQUID

10 T(K)

Figure Al Entropy-temperature diagram of He4 (schematic) near its normal
boiling point. If the temperature scale is logarithmic and the entropy scale
linear, the isobars of the ideal gas are straight lines. The points A, B, C, D
and E refer to the stages in the problem.
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to a fraction EAtBA of vapour. Thus the final state consists of 2/22 parts vapour and
20/22 parts liquid.

A2 If the engine cools the object by - dT at temperature T the heat
removed is dq = - edT, where C is the heat capacity of the object
at T. The work done is given by dwldq = (TI - 71IT = TIlT - 1. Thus
fdw = - fT1«('dTIT) + fCdT = 4U - T 14S.

A3 For unit mass the enthalpy entering the process is HI. The enthalpy leav­
ing the process is eH3 for the liquid and (1- e)H2 for the returning gas. So
H] = EH3 + (1 - e)H2; Le. E = (HI - H2)/(H3 - Hz). For unit mass of liquid, lIE is
the mass of gas that must pass through the system. The work done to compress this
from PI to pz is (RTle) In (P2IPt)·
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Reading list

Classical thermodynamics

E. A. Guggenheim, Thermodynamics, North Holland Publishing Company, Amster­
dam. (For reference.)

A. B. Pippard, Classical Thermodynamics, Cambridge University Press.
Mark W. Zemansky, Heal and Thermodynamics, McGra\\' Hill Book Company, New

York and London. (Treats the first law by the Born approach; early editions
shorter and better than the later ones.)

Statistical mechanics

G. S. Rushbrooke, Statistical Mechanics, Clarendon Press" Oxford. (Clear introduc­
tory treatment, yet with considerable detail.)

R. c. rrolman. 'fhe Principles of Statistical Mechanics, Oxford University Press.
(Concerned with the fundamentals of the subject.)

F. Mandel. Statistical Physics, John Wiley and Sons, Chichester.
T~ny Guenault. Statistical Physics. Chapman and Hall. London. (Informal.

readable.)

Experimental

Guy K. White. Experilnelltal Techniques in Low 1emperature Physics, Oxford
Science Publications. (Plenty of practical information and references to other
sources.)
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absolute temperature scale 35-6
absolute zero 145-64, 177-9
adiabatic demagnetisation 171-4
adiabatic irreversible process 59-62
adiabatic reversible process 12-13 .. 177
alloys 153-4
assemblies that share energy 93-5
assembly 70
atomic description of large-scale system 67­

70
atomic hydrogen 133
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blackbody (cavity) radiation t65-6
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factor 87

Boltzmann's constant 86. 98-9, 125
Born, M. 12, 21
Bose-Einstein condensation 131-3

distribution 118, 129-31
energy of 135
entropy of 136
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heat capacity of 137
statistics 129, 152

Brownian movement 140
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calorimetric entropy 160-2
calorimetry 5
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Carnot, Sadi 27-32
Carnot cycle 30-2, 39-40, 44-5
Carnot engine as refrigerator 36.. 166. 176,
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Carnot's theorem 32-5
cavity (blackbody radiation) 165-7
characteristic temperature 91, 106--8, 156
chemical equilibrium and the third law 163
chemical potential 182
chemical reactions 12, 163
Clapeyron equation 48
classical gas 115-25, 128, 134

energy of 135
entropy of 136
heat capacity of 137

classical statistics 118, 128
range of application in gases 129-31

Claude 167
Clausius 33, 42, 62

statement of the second law 33
theorem 40

Clausius-Clapeyron equation 51-3, 155-6
CoJlins helium liquefier 168
conducting wall 12-13
cooling by evaporation 168-70
critical point (temperature) 47-8, 52, 149.

169
Curie's law 155, 162, 174

degeneracy
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quantum 105
temperature 131

degree, size of 13, 36
Kelvin 36

dilution refrigerator 170-1
disorder and entropy 101-2

frozen-in 102~ 162-3
distinguishable and indistinguishable particles
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distribution numbers 71-6
distribution of velocities in a gas 68-9, 123
Dulong-Petit law of heat capacities 108

Einstein solid 105-8
energy

equipartition of 124
forms of 69-70
states, levels 8o-L 124
zero point 80, 106, 149

energy distribution 68-9, 71-2, 76-8, 82-7,
128-9

enthalpy 50-1, 54
entropy

of alloys 153-4
of closed systems 62
constant of a gas 122
definition of 39-40
and disorder 101-2
of Einstein solid 106-7
of gas mixtures 122
and heat capacity 43-4, 111-12
and beat flow 57-9
of ideal gas 42, 44, 119-22, 131, 133, 136
in irreversible processes 57-62
and latent heat 46-8
at low temperatures 145-64
of magnetic solid 110-12, 191
measurement of 43-4, 160-1
of melting 47, 155-8
of mixtures 122, 152--4
of perfect gas 42, 44, 119-22, 131, 133,

136
and probability 99, 141
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statistical interpretation 77-8, 98-101, 164,

171-2
in statistical mechanics 95-100, 159-60,

169
of vaporisation 46--7, 159-60, 190
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Fermi-Dirac distribution (statistics) 127-30
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first law of thermodynamics 19-24. 33,48. 163.
177

fluctuations 139-41
and the second law of thermodynamics

140-1
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frozen-in disorder 102. 162-3
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gas mixtures 122
gas scale of temperature 13-14, 35, 165.

173
gases and the third law 159-62
gases, liquefaction of 167-8
gas-like assemblies 81, 115-37
Gibbs free energy 50-3, 182
Gibbs paradox 183
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definition of 20-1
mechanical equivalent of 7-8
nature of 5-8, 22
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of Einstein solid 107-8
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of magnetic solid 111-12
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absolute temperature scale 35--6
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statement of second law 33

lambda point in liquid He4 151-2, 156-7,
169
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lattice vibrations 108, 159
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Maxwell 68, 140
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87-91

negative temperatures 113
Nernst 145

heat theorem 145, 163
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nuclear paramagnetism 172-3
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order-disorder transition 171
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paramagnetic salts 89, 109, 171-2
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Pauli exclusion principle 118, 127, 149, 152
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phase separation
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in solids 153
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probability, thermodynamic 99

quantum energy states S(}-l, 124
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Einstein model 105-8
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superconductivity 147-9
superconductor, heat capacity 148, 159
superftuidity

in He3 150-2
He4 133, 151-2, 169
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thermodynamics
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